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Abstract

Model editing aims to correct errors and out-
dated knowledge in the Large language mod-
els (LLMs) with minimal cost. Prior research
has proposed a variety of datasets to assess
the effectiveness of these model editing meth-
ods. However, most existing datasets only re-
quire models to output short phrases or sen-
tences, overlooks the widespread existence of
document-level tasks in the real world, raising
doubts about their practical usability. Aimed
at addressing this limitation and promoting the
application of model editing in real-world sce-
narios, we propose the task of document-level
model editing. To tackle such challenges and
enhance model capabilities in practical settings,
we introduce DocMEdit, a dataset focused on
document-level model editing, characterized
by document-level inputs and outputs, extrap-
olative, and multiple facts within a single edit.
We propose a series of evaluation metrics and
experiments. The results show that the diffi-
culties in document-level model editing pose
challenges for existing model editing methods1.

1 Introduction

Large language models (LLMs) have demonstrated
exceptional performance across a wide range of
fields and are widely applied in various practical
scenarios (Touvron et al., 2023a,b; Wang et al.,
2024a; Geva et al., 2021, 2022). Given their broad
usage, it is crucial for LLMs to deliver accurate
and reliable information. However, LLMs may still
generate incorrect or outdated information due to
the knowledge they store, which can be inaccurate
(De Cao et al., 2021; Agarwal and Nenkova, 2022).
Such inaccuracies can lead to serious consequences
in critical domains, such as medical diagnoses and

*Equal contribution
†Corresponding author: guoyuhang@bit.edu.cn
1Dataset and codes are publicly available at https://

github.com/BITHLP/DocMEdit

Figure 1: An example of DocMEdit. The input and
output of DocMEdit are both document-level contents.
Model editing should inject multiple facts to be edited
into the model, enabling the edited model to output the
updated document.

legal advice, highlighting the importance of meth-
ods to correct errors in LLMs. To address this issue
without expensive retraining, model editing tech-
niques have been proposed (Mitchell et al., 2022;
Sinitsin et al., 2020; De Cao et al., 2021).

To evaluate the effectiveness of model editing
methods, previous researchers have proposed a
range of datasets encompassing various tasks such
as single-hop and multi-hop question answering,
cloze tasks, and others (Zeng et al., 2024; Xie et al.,
2024; Gu et al., 2024). To verify whether a model
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knows specific facts, almost all of these datasets re-
quire the model to output a short phrase or sentence.
As shown in figure 1, prior datasets only demand
shorter textual outputs from the model. However,
in real-world scenarios, document-level tasks such
as generating biographies, long chains of thought,
or updating Wikipedia documents are more com-
mon. Moreover, the document-level model edit-
ing challenge for model editing methods lies in
the need to extrapolate answers from facts, handle
longer contexts, and deal with multiple facts within
a single document. Due to the lack of research on
these challenges, the application of existing model
editing methods to practical LLMs is limited.

To promote the application of model editing
in document-level tasks, we propose a new task:
document-level model editing. Document-level
model editing requires both the input and output to
be at the document level. Additionally, the model
cannot infer the answer from the given facts; it in-
volves longer contexts and multiple facts within a
single edit.

Aimed at addressing the lack of practical ap-
plicability in existing benchmarks and promoting
model editing at the document level, we propose
a novel benchmark: DocMEdit, a model editing
dataset that contains document-level data. The in-
put and output of DocMEdit are both at the docu-
ment level. Besides, the model cannot derive the
answer solely from the facts to be edited; instead,
it must combine multiple facts to be edited with
existing knowledge to produce the updated docu-
ment. Unlike most previous research, our editing
facts are not derived from triples but are directly ex-
tracted from unstructured data in Wikipedia, which
is more aligned with real-world model editing sce-
narios. DocMEdit contains 37,990 data items, with
an average context length of 1,535.5 per item. It
includes 105,652 editing facts, with an average of
2.78 facts per data item. Additionally, we extracted
triples from DocMEdit that share the same rela-
tions as those in Wikidata to facilitate experiments
with RAG-based methods (Zeng et al., 2024; Zhang
et al., 2024b,a).

To validate the effectiveness of existing model
editing methods for document level model edit-
ing tasks, we propose a series of new metrics and
conduct experiments on DocMEdit. We also fur-
ther discuss how each challenge in document level
model editing affects the performance of model
editing methods. The conclusion demonstrates that
existing methods have low accuracy while exhibit-

ing strong side effects. Further research confirms
that factors such as document length, fact length,
number of facts, and fact updates all impact the
effectiveness of model editing methods.

The main contributions of this paper are as fol-
lows:

• We are the first to propose the document-level
task for model editing, which is more aligned
with real-world LLM use situations.

• To support research in document-level model
editing, we create DocMEdit, a novel bench-
mark that includes longer contexts and mul-
tiple parallel edit facts within a single docu-
ment.

• Experiments show that existing methods have
low accuracy and significant side effects. Fur-
ther research demonstrates that the length of
the document and facts, the number of facts,
and the fact updates all impact the perfor-
mance of model editing methods.

2 Related work

2.1 Model Editing Datasets
Model editing datasets serve the purpose of veri-
fying the effectiveness of methods and enhancing
the capability of LLMs. However, existing datasets
focus on question answering with shorter contexts,
neglecting the common scenario of long context
input-output pairs in practice, i.e., document-level
model editing. Tasks in existing datasets include
QA, sentence completion, choose, and cloze tests
(Zeng et al., 2024; Zhong et al., 2023; Levy et al.,
2017a; Meng et al., 2022; Zhang et al., 2024c;
Wang et al., 2024c). Wu et al. (2024) explored
model editing for longer texts, however, their ex-
pected output is still at the sentence level, and no
supporting facts are provided. Unlike previous re-
search, our input and output are both at the docu-
ment level. Additionally, we provide multiple facts
to be edited and require the LLMs to generate an
updated document based on these facts.

2.2 Document-Level NLP
Currently, some existing researches discuss the
challenges that arise when common NLP tasks are
scaled to the document level, such as translation
(Wang et al., 2023), relation extraction (Xue et al.,
2024; Zheng et al., 2024), and QA (Rasool et al.,
2024). These researches highlight the lack of suit-
able datasets, evaluation methods, and the limita-
tions of existing models in accurately information
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retrieve. However, they all overlook the field of
model editing. In contrast, we are the first to scale
model editing to the document level, introducing a
corresponding dataset, experiments, and evaluation
metrics.

3 Problem Definition

Model editing aims to modify the knowledge con-
tained within a model, changing the output related
to the facts to be edited while keeping other out-
puts unchanged. Based on previous research (Zeng
et al., 2024; Zhang et al., 2024c; Yao et al., 2023),
we define document level model editing as follows:

The document-level model editing task aims to
modify the document-level output of a large lan-
guage model based on a set of facts to be edited
while keeping the parts unrelated to these facts un-
affected. Specifically, let the large language model
be denoted as M, with the input and output of the
model represented as x and y, respectively, i.e.,
y = M(x). The output y consists of multiple
sentences, represented as y =

∑n
i=1 si, where si

are the sentences of the original document. In the
document level model editing, the original large
language model M generates an output y based on
the input document x, and then the model is edited
using a set of facts to be edited F =

∑m
j=1 fj , re-

sulting in the edited model M′, which generates a
new output document y′ = M′(x).

The new document y′ consists of the original
sentences as well as newly added sentences sup-
ported by the facts to be edited. It is represented
as y′ =

∑n
i=1 si +

∑k
j=1 sfj , where si are the sen-

tences consistent with the original text, and sfjare
the new sentences supported by the facts to be
edited. In this process, it is required that all sen-
tences unrelated to the facts to be edited, si, remain
unchanged, while the newly added sentences,sfj ,
must be content supported by the facts fj .

4 DocMEdit: A Dataset Dedicated to
Document Level Model Editing

To advance the practical application of
document-level model editing, we introduce
DocMEdit (Document level Model Edit). The
input and output in DocMEdit are document-level,
with each document containing one or more
facts to be edited. We also extract triples from
each document and fact to facilitate the use of
knowledge graph-based model editing methods.

Figure 2: The construction process of DocMEdit. In
the Document Change Computation, we calculate the
updates of documents in the Wikipedia between two
time points and retain those documents that exhibit en-
tity updates. In the Facts Collection, based on the newly
added entities within the documents, we identify the
newly added sentences mentioning these entities and ex-
tract them as supporting facts. In the Knowledge Graph
Extraction, we extract structured knowledge graphs and
impose constraints based on Wikidata relations.

4.1 Dataset Construction
Following Iv et al. (2022), we construct
DocMEdit with the following steps: (1) Docu-
ment Change Computation; (2) Facts Collection;
(3) Knowledge Graph Extraction. The detailed
steps are as follows:

4.1.1 Document Change Computation
We collect Wikipedia dumps from two timestamps
(20231101 and 20241101). For each document in
the dump, we extract its INTRODUCTION section,
using the corresponding sections from two times-
tamps as y and y′, respectively. We consider this
as reflecting the updates in Wikipedia. Since most
Wikipedia updates are stylistic rather than factual
(Daxenberger and Gurevych, 2012), we filtered out
updates that did not include the addition of at least
one entity to ensure that the extracted updates were
meaningful.

4.1.2 Facts Collection
We extract sentences related to entities from the
document as facts. Specifically, following the as-
sumption of Iv et al. (2022), for each sentence, if
an entity mentioned in the sentence was newly in-

19727



Benchmark Doc level Extrapolative Multi-Edits Locality Avg. Target Len. Avg. Facts Len. Total

ZSRE (Levy et al., 2017b) % % % " 12.12 56.39 270.0K
COUNTERFACT (Meng et al., 2022) % % % " 6.65 39.14 2.2K

MQUAKE (Zhong et al., 2023) % % " % 10.94 145.09 11.1K
WIKIBIO (Manakul et al., 2023) "% % % % 131.10* 131.10* 1.4k

FAME (Zeng et al., 2024) % % " " 13.01 62.75 128.0K

DOCMEDIT (Ours) " " " " 867.62 623.40 38.0K

Table 1: Comparison of benchmarks."Doc level" refers to whether the input and output of the dataset are at the
document level. "% means the input is at the document level, but the output is at the sentence level. "Extrapolative"
refers to whether the answer to each question requires inference based on the existing knowledge within the LLM, or
if it can be directly derived from the given facts alone. "Multi-Edits" refers to whether multiple facts to be edited are
included in a single editing target. "Locality" refers to whether the dataset design takes into account the evaluation
of side effects. "Avg. Target Len." refers to the average expected output length per data item, and "Avg. Facts Len."
denotes the average total length of the facts used per data item. "Total" represents the total amount of data. "*"
indicates that the expected output is identical to the facts to be edited.

troduced in the document update, the sentence was
considered to support the document update fi of
the corresponding entity.

4.1.3 Knowledge Graph Extraction
Given that many model editing methods leverage
knowledge graphs relevant to facts for better perfor-
mance (Zeng et al., 2024; Zhang et al., 2024a), we
utilize the framework proposed by Schmitz et al.
(2012) to extract knowledge graphs. We extract
knowledge graphs from the source document, the
target document, and the supporting facts, respec-
tively. Then we constrain the relation r in the
triple (s, r, o) to be an existing relation in Wiki-
data, which ensures that our extracted knowledge
graphs are well-structured and consistent.

DocMEdit

Data Items 37990
Avg. Context Len. 1535.5
Facts 105651
Avg. Facts 2.78

knowledge
graph

Entities 568652
Relations 4804
Triples 1411057

Table 2: Dataset statistics. "Data Items" refers to the to-
tal number of data entries, and "Facts" denotes the facts
to be edited. We also collected statistical information
on the extracted triples, which were derived from the
input documents, output texts, and editing facts. Note
that the context length includes both the input and the
expected output, while not including the facts.

4.2 Quality Control
Following Iv et al. (2022), we adopt the following
measures to ensure the quality of our dataset: (1)
manually removing unsupported updates, and (2)
comparing the annotated data with automatically

collected text to verify the reliability of the data
collection process. We evaluate our dataset using
the metrics described in Section 5.3, yielding a DR
of 81.17 and a DE of 89.71, which demonstrate a
high consistency between our dataset and human
annotations, confirming that facts in our dataset are
aligned with the documents and that the document
updates are well-supported.

4.3 Benchmark Analysis
4.3.1 Comparison
DocMEdit is distinguished by its document-level
input and output. Additionally, it is uniquely char-
acterized by the feature that the expected output
cannot be directly derived from the facts to be
edited. DocMEdit includes cases where a doc-
ument corresponds to multiple facts, while also
allowing for the testing of side effects in model
editing methods. Finally, DocMEdit has an advan-
tage in terms of context length, which has been
overlooked by previous datasets.

4.3.2 Statistics
Table 2 presents the statistics of DocMEdit. We
have compiled statistics on the documents, facts,
and the extracted knowledge graph. For data sam-
ples and additional statistics, please refer to Ap-
pendix B.

5 Experiment

In this section, we present our main experiments.
We introduce the edited models used in section
5.1, the baseline model editing methods in section
5.2, and the evaluation metrics in section 5.3. We
analyze the results of our experiments in section
5.4. For more experimental details, please refer to
Appendix C.
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5.1 Language Models

Following Zeng et al. (2024), we use LLMs of vari-
ous sizes to evaluate the performance of the model
editing method in handling diverse scenarios. Since
we aim to test the update of internal knowledge in
LLMs, we want the model to be unaware of the
updated facts during training so we intentionally
choose earlier released LLMs. These models in-
clude GPT-2 XL (Solaiman et al., 2019), GPT-J-6B
(Wang and Komatsuzaki, 2021), Llama2 (Touvron
et al., 2023b), Mistral-7B-Instruct-v0.3 (Jiang et al.,
2023) and Deepseek-V3 (Liu et al., 2024a).

5.2 Baselines

Following Zhang et al. (2024d), we selected the
following methods as baselines for evaluation. For
parameter modification methods, we choose FT
and MEMIT, and for parameter preservation ap-
proaches, we select IKE, SKEME, and EREN as
baselines. Please refer to Appendix C.6 for the
implementation details.

FT The most classic and straightforward model-
editing method is fine-tuning. Following previous
research (Meng et al., 2023), we apply Fine-Tuning
to the given layer of the model.

MEMIT (Meng et al., 2023) Currently consid-
ered a state-of-the-art method among parameter
modification methods.

IKE (Zheng et al., 2023) Direct embedding
similarity-based RAG method.

SKEME (Zeng et al., 2024) RAG method based
on knowledge graphs and caching systems, which
allows for more precise knowledge retrieval.

EREN (Chen et al., 2024) RAG method based
on a growing notebook, capable of handling up-
dates to multiple facts.

5.3 Metrics

Following the experimental setups of previous stud-
ies (Meng et al., 2023; De Cao et al., 2021; Yao
et al., 2023), we evaluates both the effectiveness
and side effects of model editing. In addition, we
adopt the evaluation protocols from Meng et al.
(2022) and Zeng et al. (2024) to assess the gener-
ation quality of the edited models as well as the
editing efficiency of different model editing meth-
ods.

Accuracy Accuracy is used to evaluate the effec-
tiveness of editing. We measure accuracy on two
levels: at the level of each editing target (i.e., each
document update) and the level of each piece of
fact. The former evaluates the overall outcome of
the update, while the latter assesses whether the
model has appropriately utilized each piece of fact.

For both levels, we employ two metrics to eval-
uate editing performance: ROUGE and an entity-
based measurement. For ROUGE, we use UpdateR-
OUGE following Iv et al. (2022), which only com-
putes the score on the parts of the source and target
documents that were actually updated. For entity-
based evaluation, we extracted all entities involved
in the documents or sentences to assess the abil-
ity of methods to update facts. These two levels
and two metrics result in four evaluation methods:
Document-ROUGE (DR), Document-Entity (DE),
Edit-ROUGE (ER), and Edit-Entity (EE). Please
refer to Appendix C.4 for the formal definitions of
thest metrics.

Locality Model editing requires that edits do not
affect outputs unrelated to the edited facts. In
document-level model editing, outputs unrelated to
the edited facts correspond to the unchanged parts
of the document before and after the update. We
evaluate the side effects of model editing methods
by computing both ROUGE and entity-based dif-
ferences on the unchanged parts of the document,
denoted as ROUGE Side Effect (RSE) and Entity
Side Effect (ESE). Please refer to Appendix C.4
for the formal definitions of thest metrics.

Quality Meng et al. (2022) recommend evaluat-
ing the impact of model editing on the generation
quality of large language models. Following Liu
et al. (2023, 2020), we adopt human evaluation
to evaluate the semantic coherence (SC) of model
outputs. Specifically, the outputs of large language
models are categorized into three quality tiers, with
detailed scoring criteria provided in Appendix C.5.
Note that since this metric relies on human eval-
uation, we assess a sample of 100 data points for
each method.

Efficiency To evaluate whether model editing
methods can perform edits efficiently, we follow
the approach of previous researches (Zeng et al.,
2024; Yao et al., 2023) by measuring time con-
sumption (Ti) and memory requirements (Me).
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Model Method Accuracy Locality Quality Efficiency

DR↑ DE↑ ER↑ EE↑ RR↑ ER ↑ SC ↑ Ti ↓ Me ↓

GPT2-XL

w/o Edit 13.66 24.12 13.71 2.25 43.34 31.95 1.01 9.35 8.98
FT 12.08 11.72 11.55 3.00 37.36 18.07 0.54 10.16 12.84

MEMIT 11.86 9.64 12.05 3.00 37.41 13.88 0.64 10.06 12.84
IKE 14.10 31.77 14.93 9.25 34.38 17.82 1.02 10.58 10.02

SKEME 10.71 15.59 11.98 5.50 36.11 12.55 1.43 10.62 9.98

GPT-J

w/o Edit 22.08 16.42 17.26 5.50 53.37 52.86 1.05 40.43 24.62
FT 2.44 35.00 4.90 1.00 33.38 1.53 0.48 67.56 31.49

MEMIT 9.79 22.82 10.17 5.50 33.99 6.10 0.52 72.94 32.58
IKE 17.05 29.68 16.81 11.58 40.01 26.22 0.98 42.56 27.62

SKEME 19.53 28.60 25.77 23.83 42.05 38.33 1.08 40.57 28.22

Llama2

w/o Edit 26.11 18.97 15.77 0.50 53.91 55.37 1.05 30.84 27.64
FT 24.78 17.95 14.65 7.17 53.76 39.22 0.60 47.51 31.49

MEMIT 19.63 9.62 15.16 2.50 40.54 34.86 0.62 64.42 32.58
IKE 19.79 26.30 22.77 12.20 43.27 35.80 1.03 31.70 33.67

SKEME 21.08 29.34 25.75 23.92 47.31 49.22 1.00 32.28 30.92

Mistral

w/o Edit 3.62 4.56 1.95 1.25 33.39 8.59 1.94 23.92 28.34
IKE 5.29 24.02 5.52 10.00 33.58 11.79 1.95 26.17 29.37

EREN 11.26 27.94 12.70 18.77 35.63 25.60 1.92 26.18 30.31
SKEME 10.11 35.03 12.94 11.75 36.27 24.17 1.95 27.64 29.26

DeepSeek

w/o Edit 34.81 23.62 19.08 27.22 54.97 88.80 1.99 - -
IKE 37.43 37.68 25.41 45.45 63.76 92.35 1.93 - -

EREN 36.91 23.05 29.48 55.90 61.29 90.16 1.91 - -
SKEME 37.71 37.05 29.64 54.49 59.04 88.55 1.99 - -

Table 3: Main result on DocMEdit. "DR", "DE", "ER", "EE", "RSE", "ESE", "SC", "Ti", and "Me" stand for
Document-ROUGE, Document-Entity, Edit-ROUGE, Edit-Entity, ROUGE Side Effect, Entity Side Effect, semantic
coherence, time consumption, and memory requirements, respectively. "w/o Edit" represents the unedited original
model. Bold indicates the best-performing method, while underlining denotes the second-best. In the evaluation of
editing efficiency, comparisons are made only among methods that involve model editing. "-": Editing efficiency is
unavailable for DeepSeek, as it is evaluated via API calls.

5.4 Main Result

Table 3 shows the results of our main experiments.
It can be observed that all the base models fail to
handle the document-level model editing. We have
the following conclusions.

The overall performance of the methods was
below expectations. For each base model, when
they have not been edited, they achieved a relatively
high DR, indicating that the generated documents
are quite similar to the target edits. However, since
no editing facts were provided to the base models,
both DE and EE are low, which suggests that a high
DR may be attributed to hallucinations, whereas
DE and EE better reflect fact-based modifications.

We found that methods involving parameter
modifications have lower ER and EE compared
to RAG-based methods, implying that they have
a lower ability to edit facts in the document-level
model editing task setup. The methods for modify-
ing parameters all cause a certain degree of degra-
dation in the generation quality of LLMs, which
may be due to partially impairing the generative

capability of these models.

For RAG-based methods, EREN does not
achieve satisfactory results. We found that the
core objective of EREN is to determine whether a
given fact is relevant to the input. However, in our
dataset, every provided fact is related to the doc-
ument being edited. The challenge for the model
is to decide which facts should be utilized and
where they should be incorporated, which differs
from the relevance problem tackled by EREN. For
SKEME and IKE, since SKEME relies on knowl-
edge graph search while IKE uses vector knowl-
edge base search, and fact retrieval based on docu-
ments is more challenging, SKEME has a signifi-
cant advantage (see Appendix D for comparisons).

All models suffer from significant side effects.
We found that each model exhibits serious side
effects. For the base model, the ESE of all LLMs
is below 60, meaning that they lose more than 40%
of the entity information. After editing, all models
show a significant decrease in both RES and ESE,
indicating that these methods have a substantial
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impact on parts of the document unrelated to the
edited facts.

6 Analysis

In this section, we conduct a deeper analysis to ex-
amine the key differences between document-level
model editing and traditional model editing, as well
as the challenges posed by these differences.

We contend that the main differences between
document-level model editing and traditional
model editing are: 1) the length of the input and
facts to be edited is longer, and 2) multiple paral-
lel facts to be edited are allowed within a single
editing objective.

To substantiate our conclusions, we design a se-
ries of research questions (RQs) and analyze their
impact on editing effectiveness. For the first as-
pect, we propose the following research questions:
RQ1a: The impact of context length on editing.
RQ1b: The impact of fact length on editing. For
the second aspect, we propose: RQ2a: The im-
pact of the number of edited facts per document on
the results. RQ2b: The impact of fact updates on
model editing performance.

According to the findings of the main experi-
ments, entity-based metrics are more indicative of
fact-based modifications. Therefore, in the analy-
sis, we use DE to evaluate document-level RQ1a
and RQ2b, and adopt EE to assess edit-level RQ2a.
For all RQs, we conduct experiments on Llama2.

6.1 RQ1a: The Impact of Context Length on
Editing.

To analyze the impact of context length on the
model’s output, we categorized the data based on
context length and then evaluated the performance
of each method within each context length range,
the results are shown in Figure 3.

Figure 3 presents the results of RQ1. For shorter
documents (length 0-512), the base model can al-
ready handle some cases, while IKE and SKEME
further improve performance. However, FT and
MEMIT actually degrade the model’s performance.
For longer documents (length 512-1024), only
RAG-based learning methods (IKE and SKEME)
are effective. For even longer documents, almost
all methods fail to generate successfully edited doc-
uments.

0-512 512-2048 2048-4096 4096+

20

40

60

Context Length

D
E

w/o Edit
FT

MEMIT
IKE

SKEME

Figure 3: result of RQ1a. The x-axis represents the
context length of the data, while the y-axis represents
the corresponding DE.

6.2 RQ1b: The Impact of Fact Length on
Editing.

To analyze the impact of fact length on editing
performance, we measure the EE of each fact and
arrange them according to the length of the facts.

Figure 4 presents the results of RQ1b. The find-
ings indicate that as the length of the facts increases,
the editing performance of all methods declines.
Additionally, we observe that when the facts are rel-
atively short, FT can achieve a certain level of edit-
ing effectiveness, whereas for longer facts, RAG-
based methods become a better choice.

Further analysis of the two RAG-based methods
reveals that as fact length increases, the perfor-
mance of IKE drops rapidly, while SKEME expe-
riences a more gradual decline. We attribute this
to the increased difficulty of retrieving longer facts
using vector-based retrieval in IKE, while entity-
based retrieval in SKEME remains relatively robust.
Therefore, although both IKE and SKEME are af-
fected by the LLM’s ability to utilize knowledge,
IKE also suffers from the negative impact of fact
length on its retrieval capability.

0-32 32-64 64-128 128-256 256+

10

20

30

40

Facts Length

E
E

w/o Edit
FT

MEMIT
IKE

SKEME

Figure 4: result of RQ1b. The x-axis represents the
length of the facts to be edited, while the y-axis repre-
sents the corresponding EE.

19731



6.3 RQ2a: The Impact of the Number of
Edited Facts per Document on the Results.

We track the number of editing facts involved in
each document, and figure 5 shows our experimen-
tal results. We found that the performance of all
methods declines as the number of editing facts in-
creases. When the number of editing facts is small,
RAG-based methods perform better. However, as
the number of editing facts grows, their perfor-
mance rapidly deteriorates. When the number of
editing facts reaches 5 or more, the FT method
outperforms the RAG-based methods.

1 2 3 4 5+

10

20

30

40

Number of Facts

D
E

w/o Edit
FT

MEMIT
IKE

SKEME

Figure 5: result of RQ2a. The x-axis represents the
number of edits corresponding to each document, while
the y-axis represents its DE.

6.4 RQ2b: The Impact of Fact Updates on
Model Editing Performance.

To test the impact of fact updates on document-
level model editing, we followed the same pro-
cess as in DocMEdit. We collected updates from
Wikipedia between 20220420 and 20231101 and
merged them with the updates in DocMEdit based
on the document. As a result, we obtained a se-
ries of document updates between 20220420 and
20241101, along with their corresponding facts
to be edited. Since these facts to be edited were
derived from two separate updates, there are contra-
dictions between them. We used this data construc-
tion method to simulate real-world fact updates in
the model.

Method Accuracy
DR↑ DE↑ ER↑ EE↑

w/o Edit 24.86-1.25 17.83-1.14 16.83+1.06 0.47-0.03
FT 22.61-2.17 13.19-4.76 9.75-4.90 6.22-0.95

MEMIT 16.14-3.49 8.70-0.92 12.15-3.01 2.48-0.02
IKE 18.52-1.27 22.13-4.17 19.88-2.89 10.83-1.37

SKEME 19.97-1.11 27.45-1.89 22.16-3.59 19.59-4.33

Table 4: Result of RQ2b. The numbers in the subscript
represent the difference between the results and the main
experiment results.

Table 4 presents the experimental results. The
analysis shows that almost all methods experienced
a decline in performance when dealing with fact
updates. Specifically, since the input document
was switched from the 20231101 version to the cor-
responding 20220420 document, the output qual-
ity of the unedited model also decreased. FT and
MEMIT showed significant declines both at the
document level and at the edit level. This decline
is attributed to excessive continuous editing, which
caused the internal parameters of the LLM to di-
verge too far from the initial state, leading to a drop
in output quality (Gupta et al., 2024).

IKE and SKEME experience a noticeable de-
crease in edit-level accuracy. We speculate this
is due to the fact conflicts and the overwhelming
number of facts affect the context learning ability.
Although SKEME was shown in its original paper
to handle fact updates (Zeng et al., 2024), the ex-
periments reveal that it struggles with unstructured,
document-level fact updates as seen in DocMEdit.

6.5 Discussion of Analysis

In the aforementioned RQs, we confirmed that both
longer inputs and facts influence the effectiveness
of model editing. Moreover, multiple parallel facts
and structured facts also degrade the performance
of existing model editing methods. To address this
issue, we argue that decomposing the overall edit-
ing task (Zhong et al., 2023; Fei et al., 2024), ad-
justing the prompt structure and the positioning of
facts (Liu et al., 2024b), simultaneously attending
to shallow and deep neurons as well as attention
heads (Zhang et al., 2024e), and managing conflicts
between internal and external knowledge within the
model (Zhao et al., 2024) are all beneficial strate-
gies.

7 Error Analysis

We conducted an error analysis to identify the chal-
lenges in document level model editing.

7.1 Error categorization

As shown in Table 5, there are four main types of
errors: Hallucination, Unexpected Style Change,
Ignoring Fact Update, and Misunderstanding Facts.

Hallucination The model incorrectly adds con-
tent to the document without factual support.

Unexpected Style Change The model incor-
rectly alters the narrative style of the document
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Error Type Document and Facts Target and Generated Ratio
Hallucination Document: Ian David George (1953–2016)

was...

Facts: None

Ian David George (1953–2016) (also Tata Ian
George or simply Tata) was...
Ian David George (1953–2016) was...

78.4

Unexpected Style
Change

Document: The middle class refers to a class
of people in the middle of a social hierarchy,
often defined by occupation, income, educa-
tion, or social status...

Facts: None

The middle class is a social class that
traditionally is defined by occupational, in-
come, educational, or social status level that
is neither high nor low in a hierarchy....
The middle class refers to a class of people in
the middle of a social hierarchy, often defined
by occupation, income, education, or social
status.

7.7

Ignoring Fact Up-
date

Document: Ashaghy Gushchular is a village
in the Shusha District of Azerbaijan...

Facts: ’Yuxari Quscular: It was part of
Shusha District with Malibeyli and Ashaghy
Gushchular villages till 5 December 2023.’

Ashaghy Gushchular is a village in the
Shusha District of Azerbaijan...
Ashaghy Gushchular is a village in the
Shusha District of Azerbaijan... It was part
of the Shusha District with Malibeyli and
Yuxari Quscular villages till 5 December
2023.

8.6

Misunderstanding
Facts

Document: Aremark is a municipality in
Viken county, Norway...

Facts: Østfold have 17 (former 18) munici-
palities: # Aremark...

Østfold is a county and former municipality
in Norway.
Aremark is a municipality in Østfold county,
Norway.

5.3

Table 5: The four main error types that occur in DocMEdit. Red represents the generated output, green represents
the target output. The underscored tilde represents the missing/incorrect/extraneous parts. Some of the output has
been truncated for clearer presentation. We only selected facts relevant to the displayed input. "None" indicates that
there are no relevant supporting facts for the corresponding text. "Ratio" refers to the proportion of this error type
among all erroneous outputs.

without factual support. Unlike hallucination, an
Unexpected Style Change does not involve changes
to facts or entities, but modifies the style of narra-
tion.

Ignoring Fact Update Despite the provided edit-
ing facts containing the necessary information for
document updates, the model fails to make the cor-
responding changes.

Misunderstanding Facts The model matches
facts with the document and attempts edits, but
fails to produce the correct result, instead mistak-
enly altering unrelated content.

7.2 Detailed Analysis and Discussion

We manually annotated 100 output samples for
each model-method combination to identify their
corresponding error types. Table 5 presents the
distribution of several common error categories.
Among them, hallucination errors are the most fre-
quent, which is consistent with the findings of our
main experiments.

For potential solutions, we recommend using the
following approaches to address the four types of
errors. For Hallucinations, Wang et al. (2025) sug-
gest focusing on attention weights during editing

rather than the commonly used FFN. For Unex-
pected Style Change, the key is to ensure that the
model modifies facts while remaining faithful to
the original text (Yao et al., 2025). For Ignoring
Fact Update, adjusting the placement of relevant
facts can help the model focus on crucial contex-
tual information (Liu et al., 2024b; Parasaram et al.,
2024). For Misunderstanding Facts, enhancing the
LLM’s comprehension ability, particularly in long-
context scenarios, is essential (An et al., 2024).

8 Conclusion

We introduce document level model editing, a
model editing task that is more aligned with real-
world applications. To advance research in this
task, we present DocMEdit, a dataset focused on
document-level model editing. Experiments con-
ducted on this dataset show that existing methods
struggle with document-level model editing. Fur-
ther experiments indicate that the challenges of doc-
ument level model editing stem from long contexts
and the presence of multiple facts to edit within
a single document, aspects that are overlooked by
current methods. We hope that our research will
propel the field of model editing forward and in-
spire further research in this area.
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Limitation

Since DocMEdit focuses on document-level model
editing, the inputs and outputs are relatively long,
encompass numerous facts. This imposes substan-
tial demands on the context length supported by
LLMs and requires greater computational resources
for processing.
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A Terminology Explanation

In this section, we will explain some of the terms
we used and their calculation methods.

Target Len Target Len is used to describe the
content expected to be generated by the LLM.
For question-answering or sentence completion
datasets (Zsre, CounterFact, MQUaKE, FAME),
it refers to the expected generated phrases. For
Wikibio, it refers to the content generated after the
original document. For DocMEdit, it refers to the
updated document.

Facts Len Facts Len refers to the length of the
facts to be edited. For question answering or sen-
tence completion datasets, it refers to the concate-
nation of all questions and answers. For Wikibio,
it refers to the content expected to be generated by
the model. For DocMEdit, it refers to the facts to
be edited for each document.

Context Len Context Len refers to the context
length that the model needs to process throughout
the entire task, which is the length of the concate-
nated input and output.

B Dataset Samples and Detail Statistics

B.1 Dataset Samples
Figure 6 gives an example from DocMEdit, where
"Input" and "Target" correspond to the document
before and after the update, respectively. "Facts"

represents the facts to be edited, "Title" denotes
the title of the document, which is also used as
the subject during the update process, "Inputs_sro",
"Targets_sro", and "Facts_sro" represent the triples
extracted from the input, output, and facts, respec-
tively.

B.2 Data distribution
Table 7 presents the distribution of the length
of facts and contexts used for each data item in
DocMEdit. Figure 6 shows the distribution of con-
text length. Figure 7 shows the distribution of fact
length.
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Figure 7: The distribution of fact length.

C Experimental Details

C.1 Experimental Environment
All experiments were conducted on 2 ∗ NVIDIA
A100-PCIE-40GB GPUs. The main software en-
vironment we used includes CUDA version 11.4,
PyTorch version 2.0.1 (Ansel et al., 2024), and
Transformers library version 4.45.2 (Wolf et al.,
2020).
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Data Example

Title: Asagi Quscular

Inputs: Ashaghy Gushchular () or Ghushchular () is a village in the Shusha District
of Azerbaijan. Until 2023 it was controled by the self-proclaimed Republic of
Artsakh. The village had an Azerbaijani-majority population before the First Nagorno-
Karabakh War. During the capture of the village, the Azerbaijani population was
expelled, and it was reported that 8 civilians were killed.

Targets: Ashaghy Gushchular () is a village in the Khojaly District of Azerbaijan.
Until 2023 it was controlled by the self-proclaimed Republic of Artsakh. The village
had an Azerbaijani-majority population before the First Nagorno-Karabakh War.
During the capture of the village, the Azerbaijani population was expelled, and it was
reported that 8 civilians were killed. It was part of Shusha District with Malibeyli and
Yuxari Quscular villages till 5 December 2023.

Facts: [’Yuxari Quscular INTRODUCTION It was part of Shusha District with
Malibeyli and Ashaghy Gushchular villages till 5 December 2023.’, ’Malibeyli IN-
TRODUCTION It was part of Shusha District with Asagi Quscular and Yuxari
Quscular villages till 5 December 2023.’]

Inputs_sro: [[’Ashaghy Gushchular’, ’instance of’, ’village’], [’Shusha District’,
’country’, ’Azerbaijan’], [’Ashaghy Gushchular’, ’ethnic group’, ’Azerbaijani’]]

Targets_sro: [[’Ashaghy Gushchular’, ’instance of’, ’village’], [’Shusha District’,
’country’, ’Azerbaijan’], [’Ashaghy Gushchular’, ’ethnic group’, ’Azerbaijani’],
[’Malibeyli’, ’part of’, ’Shusha District’], [’Yuxari Quscular’, ’part of’, ’Shusha
District’]]

Facts_sro: [[’Malibeyli’, ’part of’, ’Shusha District’], [’Yuxari Quscular’, ’part of’,
’Shusha District’]]

Table 6: An example of DocMEdit. In the input and target, red represents the parts deleted in the target, yellow
represents the parts that have changed in the target, and green represents the newly added parts in the target.

19738



Facts Per Data Item

1 2 3 4 5+
18002 7233 3451 2078 7226

Context Len

0-512 512-2048 2048-4096 4096+
4572 23283 8981 1154

Table 7: Distribution of the Length of Facts and Con-
texts.

C.2 Data

We used all the data from DocMEdit in our ex-
periments. For each document edit, in the param-
eter modification methods (FT, MEMIT), we uti-
lized all the editable facts, while in the RAG-based
methods (IKE, SKEME, EREN), we used the top
5 retrieved facts to prevent exceeding the model’s
context length limit.

C.3 Input Format

To ensure that the large language model can cor-
rectly perform the document-level model editing
task, we controlled the output format of the model.
Specifically, we provided the original document
to the model and instructed it to make updates.
For all models, we used 1-shot learning to control
the format while avoiding exceeding the model’s
context length limit. For RAG-based models (IKE,
SKEME, EREN), we also prompted them to use the
provided facts following previous research (Zeng
et al., 2024; Zheng et al., 2023). For EREN, we
slightly modified the prompt of the original docu-
ment to better align with our task. The complete
list of prompts can be found in Appendix C.7.

C.4 Metrics Definition

In this section, we formally define the calculation
methods for our metrics.

First, let the original document be denoted as
y, the target document as y′, and the facts to be
edited as F = {f1, f2, . . . , fn}. The model’s ac-
tual output is denoted as y′′. Define the operation
Update(a, b) as the computation of the difference
between a and b, and Res(a, b) as the part of a
and b excluding the updated portions, i.e., the un-
changed parts, E(x) as the extraction of triples
from x, and ROUGE(a, b) as the calculation of the
ROUGE score between a and b.

DR DR (Document ROUGE) represents the doc-
ument update metric computed using ROUGE. Fol-
lowing Iv et al. (2022), we actually consider only
the updated sentences rather than the full texts, i.e.,

DR = ROUGE(Update(y, y′′),Update(y, y′))

DE DE (Document Entity) is a document update
metric calculated using the entity. Compared to
ROUGE, it focuses more on the actual factual up-
dates. We similarly compute only the updated enti-
ties, i.e.,

Update(E(y), E(y′′)) ∩ Update(E(y), E(y′)))
len(Update(E(y), E(y′)))

ER ER (Edit ROUGE) represents the ROUGE-
based metric for triple updates. It is a finer-grained
evaluation metric designed to assess whether each
fact has been successfully updated. It is calculated
as:

ER = ROUGE(Update(y′′, y), fi)

EE EE (Edit Entity) is the edit success rate calcu-
lated using triples. It is similarly used to evaluate
whether each fact has been successfully updated.
We calculate the proportion of updates in y′′ rela-
tive to y that are supported by fact fi in the updates
of y′ relative to y, i.e.,

A = Update(E(y), E(y′′))

Bi = E(fi) ∩ Update(E(y), E(y′))

EE =
A ∩Bi

len(Bi)

RSE ROUGE Side Effect (RSE) is used to cal-
culate the ROUGE score for the correctly retained
parts of the document. It is computed based on the
unmodified portions in the model’s output and the
expected output. Specifically, it is calculated as:

RSE = ROUGE(Res(y, y′′),Res(y, y′))

ESE ESE (Entity Side Effect) is used to calcu-
late the correctly retained entities in the document,
which refers to the entities that remain unchanged
in the model’s output, similar to how ROUGE Side
Effect (RSE) deals with the unmodified text. It is
calculated as:

Res(E(y), E(y′′)) ∩ Res(E(y), E(y′)))
len(Res(E(y), E(y′)))
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Method Precision Recall F1 Score
IKE 47.20 89.71 53.45

EREN 47.60 89.86 53.77
SKEME 100.00 93.03 95.55

Table 8: Retrieval Result

C.5 Semantic Coherence Evaluation Criteria

Figure 9 shows the scoring criteria used to evaluate
semantic coherence.

C.6 Implementation Details of Baselines

For FT, MEMIT, and IKE, we use the framework
provided by Wang et al. (2024b)2. For EREN, we
used the original implementation but modified the
prompt to fit tasks3. For all methods, we use greedy
decoding to obtain the LLM’s output after editing
and then perform evaluation.

FT Following previous research (Meng et al.,
2023), We apply Fine-Tuning (FT) to the given
layer of the model. For GPT2-XL, we select layer
0, and for GPT-J and Llama2, we choose layer 21.

MEMIT For GPT2-XL and GPT-J, we employ
default hyperparameters. For Llama2, we update
the parameters of layers {4, 5, 6, 7, 8}. Across all
models, we calculate covariance statistics using
50,000 instances from Wikitext. We use the docu-
ment title as the subject of the edited facts.

IKE We use the retrieval model settings from the
original paper4, retrieving the top 5 facts to pre-
vent the output length from exceeding the LLM’s
context length limit.

EREN We adopt the retrieval model setup from
the original paper5, retrieving the top 5 facts to
prevent the output length from exceeding the LLM
limit. We slightly modified the prompt to adapt it
to our task, which can be found in Section C.7.

SKEME Due to the length of the document con-
text, we use the title of the document as the subject
in place of the subject generated by the LLM in
the original paper to improve accuracy. We retain
the top 5 facts to prevent the output length from
exceeding the LLM limit.

2https://github.com/zjunlp/EasyEdit
3https://github.com/thunlp/EREN
4https://huggingface.co/sentence-transformers/

all-MiniLM-L6-v2
5https://huggingface.co/facebook/contriever

C.7 Prompts Used
In this section, we present the prompts used for
various methods. Figure 8 shows the prompts used
for the base model, FT, and MEMIT. Figure 9 dis-
plays the prompts used for IKE and SKEME, while
Figure 10 presents the prompts used for EREN.

D Retrieval Result

For all RAG models, we follow the EREN (Chen
et al., 2024) setup and use topk = 5 to ensure a fair
comparison.

Table 8 shows the results of data retrieval for
several RAG methods. It can be observed that
IKE and EREN, which retrieve data via vector
databases, have poorer retrieval results, while
SKEME, which retrieves facts through entity-based
searches, achieves better results.

E Relations

Table 10 presents the top 40 relations by frequency,
extracted from the triples in DocMEdit.

F Running Example

Table 11 presents a running example obtained on
Llama2.
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Scoring Criteria

0: The text is severely incoherent, with disjointed or contradictory ideas that lack
logical flow. Sentences may be unrelated or nonsensical.
1: The text has partial coherence but contains noticeable inconsistencies, abrupt topic
shifts, or repetitive/redundant statements that disrupt understanding.
2: The text is fully coherent, with clear logical progression, consistent ideas, and
smooth transitions between sentences.

Table 9: Evaluation criteria for semantic coherence.

Document: <few -shot input >
Updated version: <few -shot output >

Document: <input >
Updated version:

Figure 8: Prompt for w/o Edit, FT and MEMIT. "Few-shot input" and "few-shot output" refer to the input and output
of few-shot samples. The "input" contains the actual document to be updated.

Document: <few -shot input >
Facts: <few -shot facts >
Updated version: <few -shot output >

Document: <input >
Facts: <retrieved facts >
Updated version:

Figure 9: Prompt for IKE and SKEME. "Few-shot input" refers to the input of a few-shot samples. "Few-shot
facts" refers to the facts to be edited in few-shot samples, which are directly obtained from the dataset. "Few-shot
output" refers to the output of few-shot samples. The "input" contains the actual document to be updated, while the
"retrieved facts" are the facts obtained through the retrieval method.

Read facts and update the document. If the document is unupdatable ,
say 'unupdatable '.

Document: <few -shot input >
Facts: <few -shot facts >
Updated version: <few -shot output >

Document: <input >
Facts: <retrieved facts >
Updated version:

Figure 10: Prompt for EREN. System instructions were added to the figure 9 to guide the model in following the
task.
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Wikidata Label Wikidata ID Relevant Triples The proportion of all relations
of P642 243694 17.27 %

including P1012 31768 2.25 %
competition won P2522 30580 2.17 %

replaced by P1366 21881 1.55 %
award received P166 19690 1.4 %

founded by P112 18149 1.29 %
destroyed P3082 16459 1.17 %

in operation on service P10788 15441 1.09 %
name P2561 15143 1.07 %

release of P9831 15102 1.07 %
had as last meal P3902 15020 1.06 %

position held P39 14608 1.04 %
has cause P828 14524 1.03 %
location P276 13992 0.99 %
has tense P3103 13573 0.96 %
has use P366 13138 0.93 %

start point P1427 13059 0.93 %
uses P2283 12609 0.89 %

followed by P156 10576 0.75 %
lighting P8228 9286 0.66 %

acknowledged P7137 8804 0.62 %
maintained by P126 8617 0.61 %

contains P4330 8376 0.59 %
time played P9140 7862 0.56 %

develops from P3094 7760 0.55 %
moved by P6939 7702 0.55 %

named after P138 7688 0.54 %
place of birth P19 7542 0.53 %

location of formation P740 7334 0.52 %
points for P1358 7032 0.5 %
follows P155 6919 0.49 %

made from material P186 6852 0.49 %
for work P1686 6716 0.48 %

dedicated to P825 6552 0.46 %
produced by P2849 6502 0.46 %
merged into P7888 6489 0.46 %

towards P5051 6485 0.46 %
damaged P3081 6384 0.45 %
based on P144 6271 0.44 %
winner P1346 6227 0.44 %

Table 10: Statistics of relations. Wikidata Label refers to the name of the relation in Wikidata, while Wikidata ID
refers to the ID assigned to it by Wikidata.
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Data
Input The Belle Bay Formation is a metamorphosed formation cropping out in New-

foundland.
Target The Belle Bay Formation is a metamorphosed formation cropping out in New-

foundland. It is locally overlain by of the Andersons Cove Formation.
Facts Andersons_Cove_Formation INTRODUCTION The Andersons Cove Forma-

tion is a formation which overlies the Belle Bay Formation in Newfoundland,
Canada.

Output

w/o Edit The Belle Bay Formation is a metamorphosed formation cropping out in New-
foundland. It is exposed in high-grade gneiss terranes east of Belle Bay. It
is metamorphosed at a contact with the Bonavista formation. It crops out in
a similar high-pressure setting in eastern Quebec (O’Hare, 1987, Geological
Survey of Canada, p. 42) and near Gogama, Ontario (Lorna, 1979; Ridgway,
1985).

FT The Belle Bay Formation is a metamorphosed formation cropping out in New-
foundland, Canada. It is a member of the North America-wide group of rock
formations known as the Taconian Orogeny. The Belle Bay Formation is over
800 million years old.

MEMIT The Bay Formation, a late Devonian geologic formation, is exposed along
Southeastern Newfoundland between Bay Bulls, Bay de Verde, L’Anse aux
Meadows, and Point Amour on the Northern Peninsula.

IKE The Belle Bay Formation is a metamorphosed formation cropping out in New-
foundland, Canada. It is overlain by the Andersons Cove Formation.

SKEME The Belle Bay Formation is a metamorphosed formation cropping out in New-
foundland, Canada. It is overlain by the Andersons Cove Formation.

Table 11: The running example obtained on Llama2, where "data" refers to the input data, and "output" refers to the
results generated by each method. Note that, since this data item is relatively simple, the facts retrieved by IKE and
SKEME are the same, so the outputs do not differ.
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