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Introduction

With billions of individual pages on the web providing information on almost every conceivable topic,
we should have the ability to collect facts that answer almost every conceivable question. However, only
a small fraction of this information is contained in structured sources such as Wikidata; we are therefore
limited by our ability to transform free-form text to structured knowledge. There is, however, another
problem that has become the focus of a lot of recent research and media coverage: false information
coming from unreliable sources.

To ensure accuracy, any content must be verified. However, the volume of information precludes human
moderators from doing so. Hence, it is paramount to research automated means to verify accuracy and
consistency of information published online and the downstream systems (such as Question Answering,
Search and Digital Personal Assistants) which rely on it.

The eighth edition of the FEVER workshop collocated with ACL 2025 aims to continue promoting on-
going research in above area, following on from the first seven collocated with EMNLP 2018, EMNLP
2019, ACL 2020, EMNLP 2021, ACL 2022, EACL 2023, EMNLP 2024, and four shared tasks in 2018,
2019, 2021, and 2024. This year’s workshop consists of 3 oral and 14 poster presentations of accepted
papers (64% overall acceptance rate), 3 poster presentations from ACL Findings papers, and presenta-
tions from 5 invited speakers. FEVER 2025 also hosts the second AVeriTeC shared task on open-weights,
reproducible and efficient fact verification systems of real-world claims. The annotation of the new sha-
red task test set was conducted by a donation from Google. The workshop is held in hybrid mode with
in-person and virtual poster sessions, live-streamed panel discussion, oral presentations, and invited talks.

The organisers would like to thank the authors of all submitted papers, the reviewers, the panelists, and
the invited speakers for their efforts, and we are looking forward to next year’s edition.

Best wishes,
The FEVER organisers

Y
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Automated Claim—Evidence Extraction for Political Discourse Analysis:
A Large Language Model Approach to Rodong Sinmun Editorials

Gyuri Choi, Hansaem Kim"
Interdisciplinary Graduate Program of Linguistics and Informatics, Yonsei University

{gyuril345,

Abstract

This study investigates the feasibility of
automating political discourse analysis using
large language models (LLMs), with a focus
on 87 editorials from Rodong Sinmun, North
Korea's official newspaper. We introduce a
structured  analytical  framework  that
integrates Chain-of-Thought prompting for
claim—evidence extraction and a GPT-4o—
based automated evaluation system (G-Eval).
Experimental results demonstrate that LLMs
possess emerging discourse-level reasoning
capabilities, showing notably improved
alignment with expert analyses under one-
shot prompting conditions. However, the
models often reproduced ideological rhetoric
uncritically or  generated interpretive
hallucinations, highlighting the risks of fully
automated analysis. To address these issues,
we propose a Hybrid Human-in-the-Loop
evaluation framework that combines expert
judgment with automated scoring. This study
presents a novel approach to analyzing
politically sensitive texts and offers empirical
insights into the quantitative assessment of

ideological discourse, underscoring the
scalability and potential of automation-driven
methodologies.

1 Introduction

Editorials in Rodong Sinmun, North Korea’s
official newspaper, function both as journalistic
reports and instruments of political discourse that
aid in the internalization and justification of the
state's ideology and policies. As noted in
Baek(2023), these editorials are structured more
around persuasion than formal argumentation, with
topics and supporting grounds intricately
intertwined. Consequently, the discursive structure
of these texts is difficult to discern without
familiarity with the North Korean language and
culture. Traditional rule-based information
extraction and keyword-centric  analytical

1

khss}@yonsei.ac.kr

approaches have shown limitations in capturing the
indirect and ideologically laden nature of these
texts, leading to a predominance of qualitative
analyses. In South Korea, several studies (Lee,
1997; Kim, 2003; Jin, 2013; Kim and Cho, 2022)
have examined Rodong Sinmun to investigate
shifts in North Korean political policy, but these
have also relied primarily on qualitative methods.
This study presents the first framework designed to
automatically extract and evaluate the core claims
and supporting arguments of North Korean
editorials by leveraging the step-by-step reasoning
capabilities of large language models and
automated evaluation metrics for text generation
quality. By comparing the automated output with
human analyses, we assess both the potential and
interpretive risks of automation and propose a
structure-based analytical method that extends
beyond traditional qualitative approaches.

2 Related Work

LLMs have shown strong performance across
various NLP tasks, including information
extraction and automatic evaluation. However,
their application to complex texts involving
rhetoric, emotion, and ideology—such as political
discourse—remains limited. In information
extraction, Liu et al. (2024) used few-shot
prompting to identify executable directives in
emergency planning documents, and Xu et al.
(2024) proposed ChatUIE, a unified framework
for named entity recognition, relation extraction,
and event extraction, addressing task imbalance
and consistency. Yet, these methods are primarily
designed for technical or practical texts, with
limited applicability to political content.
The "LLM-as-a-judge" paradigm has emerged as
an alternative to human evaluation. For instance,
Afzal et al. (2024) introduced G-Eval to assess
responses from a RAG-based HR chatbot,

Proceedings of the Eighth Fact Extraction and VERification Workshop (FEVER), pages 1-17
July 31, 2025 ©2025 Association for Computational Linguistics



showing high alignment with human judgments.
Le Mens and Gallego (2025) found that LLMs can
infer ideological positions in political texts with
expert-level consistency. However, Stureborg et
al. (2024) highlighted that evaluation results can
vary significantly depending on prompt design,
criteria, and temperature settings, indicating the
need for more robust and systematic evaluation
protocols.

Concerns over LLMs’ political bias have also
been raised. Yang et al. (2024) demonstrated that
responses vary by model origin, size, and training
time, while Kronlund-Drouault (2024) argued that
model alignment may reflect dominant capitalist
ideologies.

In sum, although progress has been made in
information extraction, evaluation automation,
and bias detection, integrated approaches for
inferring and  evaluating  claim—evidence
structures in  political discourse remain
underexplored. While Gao and Feng (2025)
attempted stance analysis in journalistic texts, this
study extends such methods to political texts,
experimentally examining the combination of
structural inference and automatic evaluation as a
means of analyzing political rhetoric as a mode of
governance.

3 System Architecture & Methodology

This section outlines the architecture and
implementation of our LLM-based system for
analyzing political discourse. We focus on 87
editorials from Rodong Sinmun, the official
newspaper of North Korea, aiming to automatically
extract political messages and quantitatively
evaluate them based on criteria such as coherence,
factuality, and relevance.

Based on pilot experiments regarding North
Korea-related content and potential bias, GPT-40
demonstrated relatively stable performance in both
understanding and restrained expression. As a
result, all automated evaluations in this study were

conducted using GPT-4o0.
The evaluation consists of three main
components:

(1) Logical coherence between the identified
claim and its supporting evidence.

(2) Response quality, which include accuracy,
relevance, and logical consistency.

(3) Hallucination rate, which detects external
insertions or excessive rhetorical language beyond
the source text.

Following the automated assessment, a subset of
outputs was manually reviewed by human
evaluators to verify the validity of the evaluations
and identify common error types.

The overall system pipeline is summarized in
Figure 1.

Rodong Sinmun Editorial Data
LLM-based Evaluation

| !

- .
Editorial Text Analysis — TR

Analysis of Models

cial
Consistency Evaluation

Response Quality
Evaluation

Factuality

Relevance

Logical Consistency

—»Fabricated Information Insertion

Charged Language
[ uUnwarranted Causal Inference

? L»- 1deological Abstraction

Human Evaluation

Figure 1: Structured Evaluation Pipeline for Analyzing
Claim—Evidence Relations in Political Editorials. The
pipeline systematically evaluates extracted claim—
evidence pairs across coherence, response quality, and
hallucination dimensions.

3.1 Prompt Design and Response Structure

To address the repetitive narrative structure and
symbolic rhetoric typical of Rodong Sinmun
editorials, we designed prompts that explicitly
elicit chain-of-thought (CoT) reasoning. Inspired
by Baek (2023), our CoT-based analysis prompt
guides the model through three sequential steps:

(1) Identifying the main argument.

(2) Citing supporting evidence.

(3) Interpreting the underlying political objective.
This structure is intended to help the model
uncover the implicit logic embedded in
ideologically charged discourse.

You are an expert analyst specializing in
political propaganda and editorial discourse. The
following editorial text covers multiple
domains—including politics, economics, and
society—and embeds a specific political goal or
ideological message.

Please analyze the editorial by following the
Chain-of-Thought (CoT) procedure below to
uncover its political strategy and messaging
intent:

Step 1. Specify the editorial's metadata,
including the title, publication date, and source.




Step 2. Read the entire editorial carefully and
identify the central argument that is emphasized
repeatedly or serves as the core theme.

Step 3. Provide at least one direct quotation from
the editorial that supports the identified
argument.

Step 4. Interpret the political objective or
strategic message the editorial seeks to convey.
Step 5. Synthesize your analysis in a clear and
concise summary using the format below:

Table 1: Example of Chain-of-Thought Prompt Design
for Political Editorial Analysis.

The model is instructed to produce responses in a
fixed format, as shown below Table 2.

4 Summary of Key Themes

e Evidence

[Provide justification based on a direct quote
from the editorial or the editorial's title.]

e Interpretation of Political Strategy or
Message

[Analyze and explain the intended political
objective or strategic messaging embedded in
the editorial.]

Table 2: Prompt Design for Format

Standardization in Editorial Analysis.

Output

To elicit structured reasoning from the model, the
response format was designed to guide it beyond
simple summarization by prompting it to
autonomously construct a logical connection
between the central claim and supporting evidence
within the editorial. This allowed the model to
demonstrate discourse-level analytical capabilities.

The experiment was designed to evaluate the
language models’ capacity for structured inference,
using two prompting conditions: zero-shot and
one-shot. The zero-shot setting assessed the
model’s ability to autonomously infer rhetorical
structure without guidance, while the one-shot
condition tested whether the model could
reproduce a structured response based on a single
expert-provided example. Only one demonstration
was used in the one-shot setting; variations across
examples or prompt sensitivity were not examined
within the scope of this study. The number of shots
was  deliberately restricted to  maintain
experimental control, and multi-shot prompts were
excluded due to potential risks of overfitting.

3.2 G-Eval-Based Automated Evaluation
Framework

Model outputs were quantitatively assessed using
the G-Eval framework. We adopted three
evaluation dimensions tailored to claim—evidence
extraction tasks: (1) Coherence, (2) Response
Quality, and (3) Hallucination. All scores were
generated automatically on a scale from 1-5 using
GPT-4o.

The Coherence dimension evaluates the logical
connection and inferential validity between the
model-generated claim and the cited evidence from
the original text. Rather than surface-level

similarity, this metric focuses on semantic
reasoning, aligning with prior research
emphasizing  structure-aware evaluation in

discourse tasks (Yin and Roth, 2018).

The Response Quality dimension can be further
subdivided into accuracy, relevance, and logical
consistency. These subdimensions measure factual
alignment with the source, reflection of the central
theme, and the internal coherence of the generated
response, respectively. This multidimensional
approach mitigates the limitations of single-metric
evaluation (Zhong et al., 2022).

The Hallucination dimension identifies instances
where the model introduces unsupported content,
rhetorical exaggerations, or ideologically skewed
interpretations. This is particularly critical in the
context of political discourse, as highlighted in
recent work on hallucination in NLG systems (Ji et
al., 2023). We assessed four types of hallucination:
factual insertion, emotional overstatement, logical
leap, and thematic generalization.

Detailed scoring guidelines for each category are
provided in Appendix A.

4 Dataset & Models

This study analyzes the complete set of Rodong
Sinmun editorials published in 2021, which consist
of 87 articles in total. All texts were collected in
their original Korean form. The editorials span a
variety of topics, including politics, diplomacy, and
economics. Each editorial was individually
processed by the model for discourse-level analysis.

Four LLMs were selected for comparison: GPT-
03 Mini (OpenAl, 2024), Claude 3.7(Anthropic,
2024), Gemini 2.0 (Google, 2025), and EXAONE
7.8B (Research LG et al., 2025). The selection was
based on general-purpose capability and adaptation
to the Korean language. In particular, EXAONE
7.8B, although smaller in scale than the other



models, was included under the hypothesis that its
linguistic alignment would offer advantages in
interpreting the unique rhetorical patterns and
ideological expressions found in Rodong Sinmun.

This setup aims to explore how differences in
language  adaptation affect the models'
performance in political discourse analysis.
Detailed model characteristics and configurations
are summarized in Table 3.

Model Key Characteristics
GPT-03 Lightweight and fast; respons.ive to
Mini structured reasoning and chain-of-
thought prompts.
Emphasizes consistency over
C?};_de cofflnplgx reasmclling; supports
retlective an pragmatic
Sonnet generation.
Optimized for long form
Gemini  processing and summarization;
2.0-Flash  handles large context windows and
multimodal input.
Korean-specialized; includes CoT
EXAONE reasoning capabilities; excels in
7.8B Korean style and vocabulary
adaptation.

Table 3: Key Characteristics of Language Models Used
in Political Editorial Analysis

The evaluation relied on GPT-40 (OpenAl), to
serve as an automated judge to assess the outputs
of each model. Scoring was performed along three
dimensions: logical coherence between claims and
evidence, overall response quality (accuracy,
relevance, consistency), and hallucination
detection.

4.1 Ground-Truth

To validate model outputs and ensure the external
reliability of the evaluation results, we employed
expert-written analytical reports 'from the Korea
Institute for National Security Strategy (KINSS).
These reports were manually curated by specialists
in North Korean politics, military affairs, and inter-
Korean relations, providing in-depth qualitative
interpretations of the political messages and
rhetorical structures of each editorial. An example
of individual editorial analysis is provided in
Appendix B.

Using these expert analyses as reference, we
conducted a secondary human review on a

! https://www.inss.re kr/publication/bbs/nk_list.do

randomly sampled subset of model outputs
following the automated evaluation. This step was
intended to complement the Al-based scoring by
enhancing the precision and trustworthiness of the
results, through human verification.

5 Results & Analysis

This section presents the quantitative results of
model responses to Rodong Sinmun editorials, as
evaluated using GPT-40. Detailed scoring criteria
are provided in Appendix A.

Overall, the models failed to detect certain
strategic rhetorical features such as the de-
mystification of the Supreme Leader and exhibited
limitations in integrating complex or contradictory
issues into a coherent interpretation. However, in
the 1-shot condition, model outputs showed greater
structural and interpretive alignment with human
analysis compared to the 0-shot condition,
suggesting that prompt-based guidance positively
influences discourse reasoning.

Based on these findings, we provide a
comparative analysis in the following sections of
how each model responds to political discourse,
examining their capabilities in interpreting,
structuring, and evaluating ideologically driven
texts.

5.1 Analysis of Claim—Evidence Coherence

To assess the models’ actual reasoning capabilities,
we focused on the logical coherence between the
claims and their corresponding evidence within
each editorial. This metric goes beyond surface-
level response quality and aims to evaluate whether
the model can accurately identify and connect
semantic units through a valid inferential structure.
It serves as a core indicator of the model’s ability
to engage in discourse-level reasoning. The
coherence metric result from which model are
summarized in the table below.

Model 0-shot 1-shot
GPT-03 Mini 4.99 5.00
Claude 3.7 4.99 4.95
Gemini 2.0 4.95 4.99
EXAONE 7.8B 4.95 4.80

Table 4: Average Scores for Claim—Evidence

Coherence Evaluation.



GPT-03 Mini demonstrated the most consistent
performance across all prompt settings, achieving
coherence scores close to the maximum (5.0). It
reliably identified core claims, presented
corresponding evidence in concrete terms, and
explicitly established sentence-level logical
connections.

Claude 3.7 also received favorable evaluations,
particularly under the 1-shot condition, where its
performance closely approached that of GPT-03
Mini. However, approximately 4.6% of its
responses were rated at level 3, as the supporting
evidence tended to be explanatory rather than
directly aligned with the central claim—
indicating a relative weakness in evidential
precision.

Gemini 2.0 consistently maintained a Claim—
Evidence—Summary structure, demonstrating
strength in formal coherence. Nevertheless, in
approximately 1.1% of cases involving abstract
topics, the evidence lacked sufficient specificity,
leading to slightly weaker logical linkage.
Although this had minimal impact on the overall
average, it suggests a marginal decline in
performance for more abstract editorial content.
EXAONE 7.8B exhibited relatively natural
performance in identifying claims. However, in
approximately 12.6% of its responses, relevant
evidence was either missing or only weakly
connected. This was particularly evident when the
model overly fixated on the emotional and
symbolic rhetoric of Rodong Sinmun editorials,
repeatedly failing to shift toward logic-based
analysis.

Overall, GPT-03 Mini outperformed the other
models in both structural explicitness and logical
stability. Claude 3.7 showed strong consistency
but lacked fine-grained alignment between claims
and evidence. Gemini 2.0 offered solid structural
scaffolding but weaker inferential integration,
while EXAONE 7.8B showed a tendency to
prioritize rhetorical affect over semantic
reasoning. These findings suggest a persistent gap
between surface-level fluency and genuine
semantic inference in large language models. The
Claim—Evidence coherence evaluation thus serves
as a meaningful metric for quantifying this gap
and may prove valuable for assessing LLM
applicability in downstream NLP tasks involving
reasoning over political discourse.

5.2  Response Quality Analysis

In this section, we quantitatively evaluate the
response quality of each language model based on

three sub-criteria: accuracy, relevance, and logical
consistency. Each response was scored on a 5-point
scale using the automated evaluation framework.
The results are summarized as follows:

Model Accuracy  Relevance C Logical
onsistency

GPT-03 4.94/ 4.98/ 5.00/
Mini 4.85 4.96 5.00
Claude 4.90/ 4.90/ 5.00/
3.7 4.75 4.95 4.96
Gemini 4.80/ 4.85/ 4.84/
2.0 4.72 4.84 4.83
EXAONE 431/ 4.84/ 4.82/
7.8B 3.86 4.20 4.33

Table 5: Average Scores for Response Quality
Evaluation(Oshot/1shot)

GPT-03 Mini consistently achieved near-perfect
scores across all categories, demonstrating the
highest overall response quality. It reliably
identified key arguments, maintained factually
grounded and logically coherent reasoning, and
exhibited stable performance regardless of prompt
configuration.

Claude 3.7 also performed well, particularly in
logical consistency and structured response
construction. While 1-shot prompting improved
its overall output quality, it occasionally
introduced unsupported information or omitted
critical details, resulting in slightly lower
accuracy.

Gemini 2.0 excelled in structural composition,
frequently utilizing repetitive rhetorical formats
and summarization strategies. It was particularly
effective in sequentially presenting leadership-
oriented messages or policy narratives. However,
its propensity to generalize topics or incorporate
information not grounded in the source text
resulted in a marked decline in accuracy.
EXAONE 7.8B showed consistently low
response quality, with the weakest performance
particularly in the 1-shot accuracy setting. Its
outputs frequently included off-topic content and
exhibited abrupt logical transitions. Performance
gains remained minimal even with increased shot
counts. For example, despite prompts designed to
highlight Kim Jong II’s achievements in party-
building and to signal the emergence of



Kimjongunism?, the model often focused instead
on Kim Jong Un’s own contributions or produced
analyses unrelated to the intended theme,
indicating a lack of output reliability.

Content

Editorial on the 24th Anniversary
of Kim Jong II’s Appointment as
General Secretary (Oct 8, 1994)

Emphasizes that the foundation
of Party-building lies in Kim
Jong II’s ideology and theory.
Calls for the thorough
establishment of the monolithic
ideological system throughout
the Party.

Commemorates Kim Jong 1II’s
leadership and achievements.

Category

Editorial
Title

Ground
Truth

Focuses on Kim Jong Un’s
Party-building achievements and
reinforcement of  socialism.
Emphasizes organized Party
operations in absolute obedience
to Kim Jong Un. Highlights self-
reliance and internal
mobilization to solve funding
and production issues.

EXAONE
7.8B
Output

Accuracy score: 1
The Al misinterprets the
editorial, which is intended to
commemorate Kim Jong II’s
legacy in Party-building and
ideological leadership. While
Kim Jong Un 1is briefly
Reasons  referenced in the original,
for EXAONE 7.8B places undue
evaluation emphasis on his role, effectively
shifting the main theme away
from Kim Jong Il. This indicates
a failure to distinguish symbolic
continuity from thematic
centrality in North Korean

political discourse.

Table 6: A Case of Accuracy Error in EXAONE
7.8B’s Interpretation of North Korean Political
Discourse

2 “Kim Jong-un-ism" was made known to the outside world
through a report released by South Korea’s National
Intelligence Service on October 28, 2021. Although it has not
been officially adopted as North Korea’s state ideology, it has
been used internally to establish Kim Jong-un’s independent

In summary, GPT-03 Mini provided consistently
high-quality responses across all metrics. Claude
3.7 offered structurally sound outputs but lacked
precision in content. Gemini 2.0 demonstrated
strong formatting ability but limited inferential
accuracy. EXAONE 7.8B struggled most with
factual precision, though its Korean specialization
suggests potential for future domain-specific
tuning.

These findings highlight the partial success of
CoT-based structuring while underscoring the
persistent challenge of achieving fine-grained
semantic inference. They suggest that although
LLMs can simulate aspects of discourse analysis,
their application to politically charged texts
remains constrained.

In particular, despite its relatively low accuracy,
EXAONE 7.8B demonstrated sensitivity to
Korean rhetorical structures, indicating its
potential as a domain-specific model. This points
to the possibility of future performance
improvements through model scaling and targeted
fine-tuning.

Furthermore, human annotators were able to
engage in deeper contextual interpretation.
For instance, they inferred that the editorial
commemorating Kim Jong II’s appointment
as General Secretary was strategically framed
to reflect Kim Jong Un’s recent title change at
the 8th Party Congress. In contrast, LLMs
restricted their responses to the immediate
content of the editorial, failing to account for
broader historical or institutional context.

5.3  Analysis of Hallucination Types

In our evaluation, hallucination was assessed
using a single composite score (1-5) per response,
rather than assigning separate scores for each
hallucination type. The rubric defines four
representative types—factual insertion, emotional
or ideological embellishment, causal overreach,
and thematic abstraction—not as independent
evaluation axes, but as qualitative indicators that
guided holistic judgment. This approach was
adopted to reflect the entangled nature of
hallucination in political discourse, where
multiple error types often co-occur or reinforce
one another in a single output.

leadership system. This can be interpreted as an attempt to
construct a new ideological framework following Kim II-
sung-ism and Kim Jong-il-ism.



Model 0-shot 1-shot
GPT-03 Mini 4.52 4.21
Claude 3.7 4.75 4.52
Gemini 2.0 4.92 4.92
EXAONE 7.8B 4.47 4.57

Table 7: Average Scores for Hallucination Detection
Evaluation.

GPT-03 Mini recorded the lowest hallucination
score ‘4.21° under the 1-shot condition, indicating
the most factually grounded output among all
models. The hallucination rate decreased under the
few-shot setting, and the responses remained stable
and centered on verifiable content.

Claude 3.7 produced structurally consistent
outputs but frequently included emotionally
charged phrases in leader-centric or mobilization-
themed editorials. The uncritical reproduction of
ideological rhetoric contributed to slightly elevated
hallucination scores of ‘4.75° in the O0-shot
condition, and °‘4.52° in 1-shot condition.
Gemini 2.0 recorded the highest hallucination
score of ‘4.92° across both 0-shot and 1-shot
settings. Although its outputs exhibited structural
consistency, they frequently employed symbolic or
ideologically charged language that compromised
factual grounding. Such hallucinations appeared to
be systematically embedded in its output patterns.

Content

Let Us Thoroughly Implement
the Tasks Set Forth in the First
Year of the Five-Year Plan,
Upholding the Spirit of the 2nd
Plenary Meeting of the 8th
Central Committee of the WPK
(Feb 14, 2021)

The editorial calls for the full
implementation of the first-year
tasks of the new Five-Year Plan,
as set forth by the 2nd Plenary
Meeting of the 8th Party Central
Committee, which was held just a
month after the 8th Party
Congress.
Describes  the
emphasizing unconditional
obedience to the Party’s
decisions, framing it as a typical
example of North Korean
propaganda.

Category

Editorial
Title

Ground
Truth

editorial  as

Gemini2.0
Output

The editorial’s call for practical
implementation of Party
decisions is reduced to a narrative

of “unconditional obedience,”

Reasons . . . .

for reflecting interpretive bias. This

. reframes the text’s original
evaluation . . .

policy- and  action-oriented

message as ideological

compliance, resulting in a

distortion of its core intent.

Table 8: Case of Hallucination Induced by Ideological
Framing in Gemini2.0’s Interpretation of a North
Korean Editorial

EXAONE 7.8B exhibited an increase in
hallucination scores despite the addition of more
shots, with the score rising from ‘4.47’ in the 0-shot
condition to ‘4.57 in the 1-shot setting. The model
showed a marked tendency to overreact to North
Korean rhetorical expressions—such as “great,”
“absolute,” and “historic”—frequently producing
formulaic  constructions, overly generalized
summaries, and nonfactual content. Although the
outputs were linguistically fluent, they consistently
demonstrated low semantic precision.

Content

The editorial was interpreted as
emphasizing the strengthening
of North Korea’s political-
ideological capabilities and the
continued advancement of
socialism, in response to Kim
Jong Un’s historic policy
speech.

Hallucination score: 5

The term “historic” was not
used in the source text to
glorify Kim Jong Un’s speech.
The model introduces a value-
laden interpretation that is
absent from the original,
resulting in semantic distortion.

Category

Model
Output

Reasons
for
evaluation

Table 9: Example of Hallucination in EXAONE

7.8B’s  Output: Overreaction to Rhetorical
Expressions
Overall, GPT-03 Mini exhibited the lowest

hallucination frequency and highest factual
alignment, with few-shot prompting further
reducing rhetorical deviation. Claude maintained
structural stability but was prone to rhetorical
interference. Gemini demonstrated a distinctive
tendency to produce outputs in which



hallucinations were structurally embedded, driven
by interpretive framing that distorted the intended
meaning. EXAONE 7.8B tended to prioritize
rhetorical surface features—such as “great” and
“absolute”—over semantic fidelity, frequently
leading to repeated factual inaccuracies. These
findings suggest that hallucination in political
discourse is not merely a factual error but a higher-
order generation failure where rhetorical form
distorts intended meaning. The uncritical
reproduction of ideological content by LLMs,
especially in texts like North Korean editorials,
demonstrates how hallucination can emerge as a
structural phenomenon. This highlights the need
for heightened model accountability when
applying LLMs to politically sensitive discourse
tasks.

5.4 Reliability of Automated Evaluation and
Overall Model Interpretability

In this section, we compare the automated
evaluation results generated by GPT-40 (G-Eval)
with human assessments based on approximately
30% of the dataset. The goal is to analyze the
alignment and reliability of the automated scoring
system. The evaluation criteria were consistent
across both approaches: claim—evidence coherence,
response quality, and hallucination severity. The
average Pearson correlation coefficients are
reported below.

Dimension 0-shot 1-shot
Avg. Avg.
Accuracy 0.64 0.78
Relevance 0.59 0.75
Logical 0.73 0.64
Consistency
Coherence 0.55 0.60
Hallucination 0.65 0.77

Table 10: Average Spearman correlation coefficients
between model predictions and human judgments
across evaluation dimensions in 0-shot and 1-shot
settings. Most correlations are statistically significant
(p < 0.05), indicating meaningful alignment between
model and human evaluations.

As shown in the table, GPT-40 generally produced
judgments that were well aligned with those of
human evaluators, exhibiting high correlation
across all evaluation criteria. In particular,
correlation coefficients improved across most
dimensions under the 1-shot prompt setting,

suggesting that example-based prompting helped
the model better internalize evaluation criteria and
align more closely with human judgments.

However, for logical consistency, the 1-shot
setting resulted in a lower correlation compared to
0-shot. This may indicate that the model became
overly dependent on the prompt example,
simplifying its reasoning process.

In addition, while G-Eval showed generally
strong correlations with human raters, its score
distribution tended to be skewed toward the higher
end. For instance, in the coherence dimension,
several responses received scores of 4.0 or above
from the automatic evaluator, despite containing
clear logical inconsistencies or stylistic issues. This
pattern suggests that the model applies the scoring
rubric conservatively and is relatively reluctant to
assign lower scores. It indicates that GPT-40 tends
to make more lenient judgments than human
evaluators. While G-Eval achieves a reasonable
degree of quantitative reliability, these findings
underscore the need for calibrated interpretation
when relying on its absolute scores.

When comparing the performance across models,
clear differences emerged. While all models
demonstrated a baseline capacity for structured
generation and output stability, their ability to
interpret political discourse varied significantly.
GPT-03 Mini and Claude 3.7 responded stably to
the rhetorical structure and stylistic patterns of
Rodong Sinmun editorials, maintaining thematic
flow and coherent response composition. In
contrast, EXAONE 7.8B and Gemini 2.0
frequently overreacted to political symbolism and
emotional rhetoric, resulting in repeated
hallucinations and semantic distortion.

These findings suggest that beyond surface-level
fluency, LLMs still face structural limitations in
interpreting the ideological abstraction and
rhetorical complexity inherent in political
discourse. This study empirically delineates the
boundary between what LL.Ms can and cannot do
in the context of political discourse analysis and
underscores the need for a Hybrid Human-in-the-
Loop framework where human interpretation
complements, rather than simply post-processes,
automated outputs.

6 Conclusion

This study empirically examined the potential for
automating political discourse analysis by applying
LLMs and an automated evaluation framework to
North Korea's Rodong Sinmun editorials. Unlike



traditional approaches to political text analysis that
rely primarily on rule-based methods or qualitative
interpretation, this research proposed a structure-
based framework that automatically extracts
Claim—Evidence structures through CoT-based
prompting and quantitatively evaluates the
generated responses using the G-Eval framework.
This approach offers a scalable and systematic
methodological alternative that maintains the
interpretive depth of qualitative analysis while
ensuring the consistency and reproducibility of
automation.

Experimental results show that LLMs can
produce responses with a reasonable level of
coherence and logical linkage. In particular, under
the 1-shot condition, model outputs demonstrated
high alignment with expert evaluations. The study
also revealed differences in rhetorical structure
interpretation across models and quantified
tendencies in hallucination generation. These
findings suggest that LLMs can serve not only as
generative tools but also as potential instruments
for analyzing and structuring ideological discourse.

At the same time, the models tended to reproduce
or overinterpret political symbolism and emotional
rhetoric without critical reasoning. This often
manifested as exaggerated ideological framing or
uncritical mimicry of rhetorical forms, revealing
interpretive risks inherent in politically sensitive
text generation.

G-Eval, the GPT-40-based automatic evaluation
system, achieved a fair degree of correlation with
human assessments but failed to fully capture
subtle contextual errors or rhetorical distortions.
This highlights that automatic evaluation may also
reflect model-internal biases, and excessive
reliance on a single model could undermine both
reliability and interpretive precision. Accordingly,
a Hybrid Human-in-the-Loop framework that
complements automatic scoring with expert
judgment is proposed as a necessary strategy for
high-fidelity political discourse analysis.

This study’s methodology is distinguished from
prior CoT prompting approaches by its design
innovation. The prompt structure not only
extracted claims and evidence but also guided
higher-order inference by incorporating a political
objective interpretation step. Evaluation criteria
were also tailored to political discourse, including
coherence, ideological consistency, and rhetorical
hallucination. The experimental design aligned
prompt  construction, response  generation,

automatic scoring, and human reference evaluation
in a tightly structured sequence, making it a well-
organized empirical attempt to assess both the
capabilities and limitations of LLM-based analysis.
As a pioneering study, this work demonstrates the
viability of quantifying rhetorical structures in
political texts and empirically evaluates the
promise and constraints of automatic scoring
systems. Future research may extend this
framework to various languages and genres of
political discourse, thereby further validating the
generalizability and real-world applicability of
LLM-based analytical methods.

7 Limitations

This study represents an empirical attempt to
automate political discourse analysis, but it also has
several limitations.

First, the evaluation of generated responses was
conducted by a single expert, which may introduce
subjective bias. The classification of hallucination
errors also relied solely on GPT-40’s automated
judgment, lacking inter-rater agreement measures
or explicit annotation guidelines.

Second, the prompt was designed as a fixed five-
step structure, but no ablation study was conducted
to assess the contribution of each step. In addition,
the one-shot prompt relied on a single
demonstration, and its sensitivity to prompt
selection was mnot systematically evaluated.
Third, while hallucination scores were calculated
as composite values across four error types, the
individual frequency and influence of each type
were not analyzed. This limits the ability to make
fine-grained comparisons of model-specific error
patterns.

Lastly, the analysis focused on Rodong Sinmun
editorials from a specific period, meaning the
temporal scalability and cross-genre
generalizability of the proposed methodology
remain untested.

These limitations highlight the need for further
research to improve the precision of automated
systems and to capture the multilayered nature of
political discourse. Future work could include
ablation analyses of prompt components, few-shot
designs with diverse examples, the development of
annotation protocols with multiple evaluators, and
the application of this framework across genres and
languages to enhance both the robustness and
scalability of automated political text analysis.
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A Appendix: Evaluation Criteria

1. Claim—Evidence Coherence Evaluation Criteria

Score Description Example Evaluation Rationale
The supporting - The editorial calls for honoring The claim and supporting
evidence clearly aligns Kim Jong II’s immortal evidence are organically
with the claim, and the revolutionary achievements on the connected, coherently
overall logical occasion of Gwangmyeongseong linking theoretical
structure and meaning Day, and for implementing the legitimacy, leadership
flow are consistent and decisions of the 8th Party Congress succession, and actionable
coherent. to advance socialism. goals. Logical structure and

- Emphasis is placed on advancing persuasive force are both
socialism through the ideological strong.
and leadership continuity between
Kim Jong Il and Kim Jong Un.
5 - Citations from classical works like
Socialism is a Science reinforce
ideological legitimacy.
- Statements such as "Respected
Comrade Kim Jong Un is fulfilling
the patriotic and strong nation-
building aspirations of the great
General" reinforce  leadership
succession.
- The Party Congress is framed as a
concrete political and economic
action plan.
The supporting - The editorial reaffirms Kim Jong The response emphasizes
evidence includes 1II’s achievements while socialist continuity, but the
partial contradictions emphasizing the importance of evidence introduces
or tension with the implementing the 8th Party interpretive tension:
claim, slightly Congress decisions. theoretical-practical  gaps,
weakening the - Citations of Kim Jong IlI’s dual leadership focus, and
legitimacy of the ideological works are presented, but incomplete outcomes. This
4 response. also suggest a gap with current weakens coherence and
realities. justification.
- Leadership  succession is
emphasized yet focus fluctuates
between Kim Jong Il and Kim Jong
Un.
- References to the Party Congress
include future goals, but also allude
to unresolved challenges.
The relationship - The editorial commemorates Kim While evidence exists, it
between the claim and Jong II’s achievements and vaguely lacks sufficient clarity or
evidence is unclear, connectsthem to future direction. strength to justify the claim.
3 and the justification - Kim Jong Un’s leadership is Semantic links between

lacks sufficient detail,
making judgment
difficult.

highlighted, with Kim Jong II’s
ideology only symbolically
mentioned.

ideological succession and
practical content are weak or
vague.
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- Citations like "Socialism is a
Science" are disconnected from
concrete policy.

- The Party Congress is mentioned,
but without detail or evaluative
substance.

The evidence includes

- The editorial commemorates Kim

The response expresses dual

both  support and Jong Il while centering current emphasis but lacks
implicit contradiction, leadership on Kim Jong Un. cohesion. It does not clearly
leading to interpretive - Kim Jong Un's leadership is justify the original
ambiguity. emphasized as the practical driver ideological claim, and
2 of socialism, while Kim Jong II’s contradictory focus on past
ideology remains symbolic. vs. present undermines
- Party Congress content is consistency.
referenced, but with limited
mention of implementation or
results.
The response relies on - The editorial introduces Kim Jong The claim of ideological
irrelevant, fragmented, Un’s international standing and succession is not
or selectively cited recent achievements, rather than substantively supported.
content that artificially substantiating the ideological The response introduces
1 supports the claim. continuity from Kim Jong II. unrelated  topics  (e.g.,
- Citations from Kim Jong II’s foreign evaluation, defense)
works are missing or peripheral. and lacks logical
- Party Congress goals are sidelined justification.

in favor of recent military or
technological advancements.

Table A 1. Scoring Criteria for Claim—Evidence Coherence

2. Response Quality Evaluation Criteria

To evaluate the quality of model-generated responses, we adopt a three-dimensional framework

comprising:

e Accuracy: The degree to which the response faithfully reflects factual content presented in the

original editorial.

¢ Relevance: The extent to which the response directly captures the core themes, ideological
messages, and strategic intent of the source text.

e Logical Consistency: The internal coherence of the response, including the logical
progression of ideas, structural clarity, and stability of the narrative.

Each dimension is scored on scale from 1-5, with detailed scoring rubrics are provided in Tables A2-

1~3.
Score Description Example Rationale
The response - The editorial commemorates The  response  accurately
fully and Gwangmyeongseong Day by reflects all key elements of the
precisely matches glorifying the revolutionary legacy of editorial—textual citations,
5 the facts in the Kim Jong II and calls for leadership references, and
source text. implementing the 8th Party Congress policy phrases—without

decisions to achieve new victories in
socialism.

distortion or exaggeration. It

12



- The model highlights Kim Jong II’s
ideological contributions, the
leadership of Kim Jong Un, and their
joint role in advancing North Korean-
style socialism.

- Citations from classic texts such as
"Socialism is Science” and "Our
Socialism Centered on the Masses Is
Invincible" are used to emphasize
ideological legitimacy.

- The response reflects Kim Jong Un’s
role in realizing Kim Jong II’s
patriotic vision and the Party’s five-
year plan goals.

faithfully reproduces the core
message.

Most information
1S accurate, but
some details are

- The editorial emphasizes Kim Jong
II’s legacy while highlighting the
importance of completing a ten-year

Although the overall context is
preserved, certain terms (e.g.,
mislabeling “five-year plan” as

slightly national  economic  development “ten-year  strategy”)  and
exaggerated or strategy from the 8th Party Congress. emphasis (e.g., focus shifting
inaccurate. - The model blends Kim Jong II’s from Kim Jong Il to Kim Jong

classical thought with Kim Jong Un’s Un) reduce factual precision.

pragmatic economic policies,

focusing on self-reliance and science-

based development.

- However, the editorial actually refers

to a five-year plan, not a ten-year

strategy.
Some factual - The editorial commemorates both Although the response touches
inaccuracies Kim Jong II’s revolutionary legacy on socialist legitimacy, the
exist, but the and Kim Il Sung’s anti-Japanese main message—emphasizing
main idea is struggle. Kim Jong II’s leadership and
generally - The model emphasizes Juche the 8th Party Congress—is
retained. ideology and identifies military diluted by unrelated content.

buildup and  foreign  policy Core intent is partially retained

independence as Kim Jong Un’s main but weakened.

agenda.

- Kim Il Sung is referenced more than
Kim Jong IlI, whose writings are
underrepresented.

- The economic and ideological
themes of the actual editorial are not
sufficiently addressed.

Frequent factual

errors lead to
confusion in
conveying  the

- The editorial is framed around Kim
Jong Un’s 10th year in power,
emphasizing defense strategy and
self-reliant military buildup.

The key theme—celebrating
Kim Jong II’s
accomplishments—is missing.
The focus is shifted to unrelated

core message. - Kim Jong 1II’s legacy and topics (e.g., military policy),
Gwangmyeongseong Day’s causing thematic distortion and
ideological significance are omitted.  confusion.

The response is - Gwangmyeongseong Day is The  description  entirely

largely fabricated
or factually
inconsistent.

described as Kim Jong Un’s birthday.
- The editorial is said to focus on
capitalist reforms and reconciliation
with the U.S., citing a fictional quote
from Kim Jong Un: “True socialism is

contradicts the actual editorial.
Key terms, individuals, and
messages are either fabricated
or misrepresented. Factual and
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impossible without the inflow of
capital and technology.”

contextual integrity is severely
compromised.

Table A 2-1. Scoring Rubric for Accuracy

Score Description Example Rationale
The response - The editorial commemorates The response reflects all key
accurately captures Gwangmyeongseong Day by honoring elements:  the  holiday’s
the editorial’s core Kim Jong II’s revolutionary legacy significance, leadership
themes. and calls for implementing the 8th succession, and ideological
Party Congress decisions to achieve continuity. Topic alignment
5 new socialist victories. and internal structure are
- The model emphasizes the coherentand consistent.
ideological centrality of Kim Jong II’s
contributions and Kim Jong Un’s
leadership, citing key texts and Party
goals.
Minor divergence - The editorial commemorates Kim While the response remains
occurs as the Jong Il but focuses on Kim Jong Un’s within the broader thematic
response includes recent economic policies and scope, the main focus leans
peripheral leadership philosophy. toward peripheral content.
4 information. - While ideological continuity is Core themes are partially
mentioned, emphasis  shifts to reflected but slightly diluted.
economic achievements.
- References to the 8th Party Congress
are included but secondary.
Only part of the - The editorial highlights Kim Jong The response emphasizes a
main theme is Un’s governance and international different priority (e.g., foreign
captured; strategy under sanctions. strategy), only lightly
secondary content - Kim Jong Il is referenced touching on the intended
3 dominates. symbolically, and policy content ideological focus of the
focuses on foreign relations. editorial. Central themes are
- The 8th Party Congress is framed as marginally addressed.
a diplomatic rather than ideological
initiative.
The response - The editorial discusses Kim Jong The response shifts away
misinterprets the Un’s military leadership and weapons from the intended subject—
topic or lacks clear development as key to the nation's Kim Jong II’s legacy—and
) connection to the future. misrepresents the thematic
source. - Gwangmyeongseong Day is core. Ideological continuity is
mentioned symbolically but largely absent.
disconnected from its ideological
context.
The response is - The editorial focuses on North The response bears no
entirely unrelated Korea’s youth policy and university thematic connection to the
1 to the editorial’s education reform. original editorial. It discusses

main themes.

- No mention is made of Kim Jong Il,
Kim Jong Un, or the 8th Party
Congress.

unrelated content, making the
response irrelevant.

Table A2-2 Scoring Rubric for Relevance

14



Score Description Example Rationale
The response is - The editorial commemorates The flow from Kim Jong II’s
logically coherent Gwangmyeongseong Day, thought — Kim Jong Un’s
and maintains a celebrates Kim Jong II’s leadership — Party policy is
consistent tone and revolutionary legacy, and clear and cohesive. Paragraph

structure
throughout.

emphasizes implementing the 8th
Party Congress decisions.
- The narrative connects Kim Jong

transitions are smooth, and the
logical structure is firm and
well-developed.

5 II’s ideological works to Kim Jong
Un’s leadership and the Party’s
five-year plan, presenting them as
a unified framework.
- The overall discourse links past
ideology with present execution,
achieving both ideological and
practical persuasiveness.
The overall tone is - The editorial underscores Kim The response generally
consistent, but Jong II’s thought and ties it to Kim maintains  consistency, but
minor gaps or Jong Un’s leadership and the certain thematic transitions
4 ambiguities in importance of implementing Party (e.g., ideological — economic
logical flow appear. decisions. emphasis) are underdeveloped
- However, the final connection to or weakly linked.
economic self-reliance is slightly
abrupt.
There are some - The editorial highlights Kim Jong While the initial structure is
logical issues, but II’s legacy, justifies Kim Jong coherent, the later introduction
the overall flow is Un’s socialist path, and introduces of unrelated themes weakens
3 intact. the 8th Party Congress. cohesion. The response contains
- However, unrelated themes such logical  fragmentation  but
as youth enthusiasm and national retains general structure.
defense appear toward the end.
The logical flow is - The editorial references Kim The narrative lacks smooth
frequently broken, Jong IlI’s achievements, then transitions, and the logical
with unclear abruptly shifts to Kim Jong Un’s linkage between ideas is weak
2 transitions or diplomacy and traditional cultural or missing. Shifts in topic
inconsistent restoration. reduce  persuasiveness and
development. - Connections between ideological structural integrity.
and policy narratives are unclear.
The response is - The editorial commemorates The response mixes unrelated
logically  unstable North Korea—China friendship, topics without a coherent central
and lacks consistent Kim Il Sung’s anti-Japanese thread. The lack of logical
structure. resistance, and Kim Jong Un’s progression or consistent focus
inter-Korean diplomacy. severely undermines credibility.
1 - The discourse shifts to sports

diplomacy and peaceful socialism,
suggesting reinterpretation of Kim
Jong I1’s life.

- These themes are unrelated to the
editorial’s original purpose.

Table A2-3. Scoring Rubric for Logical Consistency
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3. Hallucination

Hallucination is assessed based on the presence of factual inaccuracies, emotionally or ideologically
exaggerated rhetoric, speculative causal inferences, or abstraction that distorts the original intent of the
editorial. Four primary types are considered:

Factual Insertion: Mentions of people, policies, or events not found in the source.
Ideological/Emotional Embellishment: Rhetorical flourishes or glorifying language absent

from the original text.

Causal Overreach: Speculative or ideologically motivated inference not supported by the

editorial.

Thematic Abstraction: Specific claims reduced to vague ideological values.

Score Description Example Rationale
The response is heavily - Gwangmyeongseong Day is A combination of extreme
distorted with pervasive described as honoring “the exaggeration, ideological
embellishment, greatest thinker in human inflation, and factual
ideological exaggeration, civilization,” and Kim Jong II’s fabrication severely
or speculative philosophy is said to guide undermines the editorial’s
interpretation that global politics for the next 1,000 meaning. This is a
5 severely undermines the years. prototypical example of
factual structure. - Kim Jong Un is claimed to have Level 5 hallucination.
“defeated all imperialist
powers,” and the 8th Party
Congress is described as
“humanity’s final revolutionary
blueprint.”
Multiple sentences - The editorial declares Kim Phrases like “global
include ideological Jong II’s thought a “universal unification” and “end of
overreach or speculative ideological guide for humanity,” capitalism” are ideologically
narratives that diverge and predicts global socialist motivated hallucinations not
4 from the editorial’s unification under Kim Jong Un’s supported by the editorial.
meaning. leadership. Interpretation diverges
- It frames the 8th Party significantly from  the
Congress as a final confrontation source.
to end capitalism.
Promotional rhetoric or - The editorial says the people Phrases such as “genius
emotional ~ expressions are “engraving in their hearts the leadership” and “red
limit the clarity of factual legendary love and genius banner” introduce
3 content. leadership of the General.” sentimentality that dilutes
- Kim Jong Un is portrayed as factual clarity. While the
upholding “the red banner of intent remains, persuasive
Juche socialism with blood and value declines due to
sweat.” rhetorical overload.
Minor flowery or - Gwangmyeongseong Day is Although  phrases like
rhetorical expressions are called a “sacred day” to “sacred day” and “immortal
added, but the meaning commemorate Kim Jong II’s thought” are
2 and facts remain intact. immortal thought. embellishments, they don’t
- The editorial praises Kim Jong distort the factual core or
Un’s leadership in achieving a argument.  Rhetoric  is
socialist powerhouse. present but  minimally
invasive.
1 No hallucinations - The editorial commemorates The response is factual,
observed; the response is Kim Jong II’s revolutionary concise, and objective.
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factually grounded and achievements and affirms new There is no exaggeration,
faithful to the source. socialist victories under Kim distortion, or ideological
Jong Un’s leadership. inflation—making it a
- Citations from Kim Jong II’s reliable and hallucination-
writings support the legitimacy free summary.
of socialism, and the Party’s
five-year plan is emphasized.

Table A3. Scoring Rubric for Hallucination

B Appendix: Analysis Report on Rodong Sinmun Editorial

“Let Us Internalize the Juche Ideology as Our Worldview and Philosophy of Life” (May 7
Editorial)

O These editorial urges readers to thoroughly embody the Juche ideology as both a worldview
and a philosophy of life, applying it comprehensively to work and daily life.

O Juche is framed as “the eternal guiding ideology of our revolution,” with emphasis placed
on the roles of Kim Il-sung, Kim Jong-il, and Kim Jong-un:

— Kim Il-sung is credited with founding the ideology, Kim Jong-il with its systematization and
theoretical development, and Kim Jong-un with its succession and further advancement.

— Notably, the editorial highlights Juche ideology instead of the officially codified Kimilsung—
Kimjongilism stated in the Party Charter, suggesting a renewed focus on internal strength and
subjective power.

O The editorial elaborates on what it means to internalize Juche as a worldview and
philosophy of life:

— Taking it as the starting point for all thought and action, and treating it as an absolute standard in
life and struggle

— A necessary condition for preserving ideological purity and unity within the revolutionary ranks
— A key requirement for significantly strengthening internal power and achieving new victories in
the revolution

— The fundamental guarantee for fully carrying through and completing the revolution

O It also outlines the tasks required to internalize Juche ideology:

— Deep understanding of its significance:

A Recognizing that Juche is the sole guiding ideology for our era and future

A Studying and fully internalizing its principles, legitimacy, scientific basis, and vitality

A Arming oneself with the proud history and revolutionary traditions

A Engaging in systematic and comprehensive study of the classical works of Kim Il-sung, Kim
Jong-il, and Kim Jong-un

— Integrating ideological study with revolutionary practice:

A Grasping the truth and traction of Juche through the tangible superiority of socialism in our style
A Engraving the Party’s line and policies, which embody Juche, onto one’s consciousness

A Creating more socialist wealth through struggles aimed at comprehensive development of
socialism in our style

— Enhancing the roles of Party and working people’s organizations

Table B: Structured Expert Interpretation of One of the Rodong Sinmun Editorials Published in May 2021
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Abstract

Language model (LM) re-rankers are used to
refine retrieval results for retrieval-augmented
generation (RAG). They are more expensive
than lexical matching methods like BM25 but
assumed to better process semantic information
and the relations between the query and the re-
trieved answers. To understand whether LM
re-rankers always live up to this assumption,
we evaluate 6 different LM re-rankers on the
NQ, LitQA2 and DRUID datasets. Our results
show that LM re-rankers struggle to outperform
a simple BM25 baseline on DRUID. Leverag-
ing a novel separation metric based on BM25
scores, we explain and identify re-ranker errors
stemming from lexical dissimilarities. We also
investigate different methods to improve LM
re-ranker performance and find these methods
mainly useful for the more popular NQ dataset.
Taken together, our work identifies and explains
weaknesses of LM re-rankers and points to the
need for more adversarial and realistic datasets
for their evaluation.

1 Introduction

Retrieval-augmented generation (RAG) is used to
alleviate problems arising from imperfect paramet-
ric knowledge of language models (LMs) (Gao
et al., 2024; Vu et al., 2024). However, the effi-
ciency of RAG hinges on the retrieval of useful
information (Wang et al., 2024b). To this end, LM
re-rankers are increasingly used to provide more
accurate retrieval results for RAG, superseding sim-
pler methods based on keyword matching, such
as BM25 (see Figure 1). While there are many
benchmark results for LM re-rankers (Thakur et al.,
2021; Petroni et al., 2021), little is known about
when the computationally expensive LM re-rankers
are worth the cost and whether they always can be
expected to outperform simpler methods.

In this paper, we evaluate LM re-rankers to better
understand when they work well and when they
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Figure 1: An overview of a RAG pipeline.

fail to outperform less expensive alternatives.' The
contributions of this paper are as follows:

* We evaluate 6 LM re-rankers on the NQ, LitQA2
and DRUID datasets to compare re-ranker perfor-
mance for scenarios of varying aspects of diffi-
culty and domain. NQ is focused on generic QA,
LitQA?2 on scientific information extraction and
DRUID on claim verification.

* We explain variations in LM re-ranker perfor-
mance using passage-query similarities, leverag-
ing BM2S5 scores and our novel separation metric
Dg. All LM re-rankers underperform on samples
corresponding to low Dg values and we tie these
to high rates of distractors (non-gold passages
with high lexical similarity to the query) and lack
of document context.

* We evaluate a set of methods for improving LM
re-ranker performance, such as adding contextual
information. Our results show that while most
methods work well on NQ, they are less effective
for LitQA2 and DRUID.

Taken together, our paper identifies and measures
novel aspects of difficulty for LM re-rankers; dis-
tractors and lack of contextual information. These
aspects are likely to occur in real-world scenar-
ios relying on e.g. information retrieval from the

LOur code is available at https: //github.com/lovhag/
rerankers-and-lexical-similarities.

Proceedings of the Eighth Fact Extraction and VERification Workshop (FEVER), pages 18-33
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web, such as in a fact-checking setting. Our work
points to the need of more adversarial and real-
world aligned evaluation datasets to better under-
stand and address LM re-ranker deficiencies.

2 Related Work

The goal of using a re-ranker in an information
retrieval context is to refine the outputs of an ini-
tial retrieval step based on a lexicographical or se-
mantic database search. LM-based re-rankers are
more expensive to run compared to simpler meth-
ods based on lexical matching, like BM25, but
are expected to increase the performance of the
overall retrieval system thanks to their semantic
understanding (Glass et al., 2022; Li et al., 2023).
Sun et al. (2023) also showed how standard LLMs,
like GPT-4, can be used as re-rankers.

Two popular benchmarks for re-rankers are the
BEIR and KILT benchmarks by Thakur et al.
(2021); Petroni et al. (2021). Compared to our
work, these benchmarks focus on high-level re-
ranker performance and do not consider fine-
grained aspects of difficulty for re-rankers.

Similarly to our work, Sturua et al. (2024) iden-
tify and investigate fine-grained aspects of diffi-
culty for their jina models, of which one is mis-
leading syntactic similarities. This describes the
case when passages with high syntactic similarity
to the query are favoured over gold documents with
lower syntactic overlap. Henceforth referred to as
distractors. Wang et al. (2024a) instead consider
an aspect of difficulty related to missing document
context, for which a re-ranker may fail to identify a
gold passage if its identification hinges on knowing
that the passage comes from a relevant document
or webpage. By prepending page titles to passages
they were able to alleviate this issue on NQ.

In contrast to these works, we expand on the
analysis of distractors and missing document con-
text to include multiple SOTA re-rankers, datasets
from diverse domains and better tuned metrics. We
also tie these aspects of difficulty to a more fun-
damental question of whether LM re-rankers are
fooled by lexical similarities. To measure this, we
develop a new metric which allows us to identify
problematic samples.

3 Method

This section describes the re-rankers, datasets, met-
rics and alleviation methods investigated.
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3.1 Re-rankers

We evaluate a wide cohort of LM re-rankers to
enable comprehensive comparisons between dif-
ferent model types and sizes. Three closed-source
LM re-rankers are evaluated: the industrial grade
re-ranker Cohere? (Cohere), a re-ranker based on
GPT-40 (GPT-40) and a lightweight re-ranker based
on GPT-40 mini (GPT-40 m) (Sun et al., 2023) (Ap-
pendix E).3

We also evaluate three open-source re-
rankers from Hugging Face: the large-scale
LM re-ranker bge-reranker-v2-gemma
(BGE), the lightweight re-ranker
jina-reranker-vi-turbo-en (Jina turbo) and
jina-reranker-v2-base-multilingual (Jina
base), a larger re-ranker from the same model
family. As a baseline, we consider BM25 scores,
leveraging lexical matching, similar to TF-IDF (Lu,
2024). See Appendix D to get a rough estimate of
the runtime of each re-ranker.

3.2 Evaluation datasets

We evaluate the re-rankers on three datasets repre-
sentative of different domains and aspects of diffi-
culty: NQ, LitQA?2 and DRUID. All datasets have
already undergone an initial retrieval step and are
thus suitable for the evaluation of re-rankers. Nat-
ural Questions (NQ) is a popular dataset for re-
ranker evaluations with passages from Wikipedia
pages (Kwiatkowski et al., 2019). LitQA2 mea-
sures the ability of a system to extract informa-
tion from scientific literature (Laurent et al., 2024),
containing a high rate of domain-specific biomed-
ical language. LitQA2 can be expected to test
the robustness to domain-shifts of LM re-rankers.
DRUID (Dataset of Retrieved Unreliable, Insuf-
ficient and Difficult-to-understand contexts) con-
tains fact-checked claims and corresponding poten-
tial evidence automatically retrieved from the web
(Hagstrom et al., 2024). It can be expected to con-
tain more noisy passages and to test the capability
of re-rankers to identify relevant information for
fact-checking. More details and examples can be
found in Appendix C.

3.3 Evaluation metrics

We mainly use Precision@1 (P@1) for our re-
ranker evaluations to accommodate the small num-

2r’erank—english—v&@ from https://docs.cohere.
com/v2/docs/models#rerank
3gpt-40-2024-08-06 and gpt-40-mini-2024-07-18.
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ber of passages available in DRUID.* To under-
stand when LM re-rankers fail to outperform sim-
pler methods, we also compare to alignment with
BM25 relevance scores, as follows.

AP@1(R) = PQ1(R) — P@lpyos(R) (1)

Given re-ranker predictions R, PQ1(R) denotes
the score measured when document relevance is
given by gold labels (default) and PQ1ppo5(R)
when relevance is given by BM25 scores. Lever-
aging this metric, we can investigate whether re-
rankers align with gold labels over BM25 scores,
which corresponds to positive AP@1 values. Neg-
ative AP@1 values correspond to when the re-
ranker predictions align more with BM25 scores
over gold labels.

3.4 Gold from similar separation metric

To better understand why and when re-rankers fail
to identify gold passages in a document, we define a
gold-from-similar separation metric Dg for a given
text similarity measure S. Given a query ¢, a set
of passages p = {p1,...,pn} and corresponding
gold labels y indicating whether a passage p; is
gold (y; = 1) or not (y; = 0), we compute the
metric Dg by subtracting the maximal similarity of
the non-gold standard passages from the maximal
similarity of the gold standard passages:

Ds(q,p,y) = max S(q,p;) — max S(q,p;)
it yi=1 i =0
2
This metric indicates whether the most similar gold
standard passage is more or less similar to the query
than the most similar non-gold standard passage.
We assume there to exist at least one gold pas-
sage per (g, p) sample. The similarity measure .S
can be any measure of choice that takes two docu-
ments as input. A larger value of .S should signify
greater similarity between the two documents.

3.5 Alleviation methods

We investigate two known methods previously
shown to improve re-ranker performance: prepend-
ing page titles (Prepend titles) (Wang et al.,
2024a) and incorporating contextual informa-
tion generated by GPT-40 mini (Incorporate
context).> Prepending titles is quite straightfor-
ward for NQ and LitQA2, while the more noisy

*Metrics are defined by TREC in https://trec.nist.
gov/pubs/trec16/appendices/measures.pdf.

5https://www. anthropic.com/news/contextual-r
etrieval
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webpage text in DRUID yields low-quality titles,
with missing values and inaccuracies. The DRUID
samples also lack complete contexts, barring the
Incorporate context method. We instead ex-
periment with adjusting the re-ranker prompt to
better suit the fact-checking setting represented by
DRUID (Prompt) (Appendix F).

4 Results

The zero-shot performance of the re-rankers consid-
ered in this paper are shown in Table 1. Additional
results can be found in Appendix G. Based on these
results, we reach the following conclusions.

Re-ranker NQ LitQA2 DRUID
Standard mode

Cohere 0.65 (0.13) 0.76 (0.08)  0.68 (—0.21)
BGE 0.68 (0.17) 0.78 (0.10) 0.73 (-o0.15)
Jina turbo 0.56 (0.08) 0.61 (0.03)  0.69 (—0.20)
Jina base 0.68 (0.15) 0.65 (0.06) 0.65 (—0.20)
GPT-4om 0.83 (0.37) 0.51 (0.10)  0.72 (—0.10)
GPT-40 0.85 (0.40) 0.50 (0.10) 0.73 (—o0.10)
BM25 0.46 0.67 0.66
Prepend titles

Cohere 0.77 (0.23) 0.79 (0.09) 0.71 (-0.17)
BGE 0.76 (0.23) 0.80 (0.10) 0.74 (—0.14)
Jina turbo 0.69 (0.16) 0.66 (0.02) 0.71 (-0.17)
Jina base 0.78 (0.24) 0.77 (0.07)  0.69 (-o0.18)
GPT-4om  0.85 (0.34) 0.50 (0.08) 0.72 (—0.08)
GPT-40 0.85 (0.36) 0.51 (0.07)  0.74 (-o0.06)
BM25 0.50 0.70 0.68
Incorporate context ‘ Prompt
Cohere 0.72 (0.24) 0.69 (0.06) 0.69 (-o0.18)
BGE 0.72 (0.26) 0.70 (0.05)  0.77 (-0.06)
Jina turbo 0.62 (0.15)  0.60 (—0.04) 0.72 (-0.17)
Jina base 0.74 (0.27) 0.63 (0.09) 0.72 (-0.14)
GPT-40 m 0.80 (0.37) 0.47 (0.12)  0.79 (-0.02)
GPT-40 0.81 (0.38) 0.46 (0.11) 0.83 (0.05)
BM25 0.44 0.58 0.68

Table 1: PQ1 of all re-rankers. Values in (parenthesis)
indicate AP@1 (Equation (1)). Values in bold indicate
top scores.

LitQA2 is generally easier and NQ generally
more difficult. The majority of the LM re-
rankers perform best on LitQA2, followed by
DRUID and NQ. The only exceptions are the Jina
models and GPT-40 models. The GPT-40 models
likely struggle on LitQA2 due to token limitations.

Large LM re-rankers struggle to outperform a
BM25 baseline on DRUID. The best-performing
re-ranker (BGE) outperforms the BM25 baseline
by 10% on DRUID. This is smaller than the 46% on
NQ (for GPT-40) and 15% on LitQA2 (for BGE).
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Figure 2: Distribution of Dgy25 (Equation (2)) for NQ,
LitQA2 and DRUID. Correctness is based on PQ1 of
the BGE re-ranker. The dashed vertical lines indicate
the mean values.

We also note that the smaller Jina LM re-rankers
clearly outperform the BM25 baseline on NQ while
they perform worse than or equal to BM25 on
LitQA2 and DRUID.

LM re-rankers align more with BM25 scores
than gold labels on DRUID. The AP@1 values
are negative for all LM re-rankers on DRUID in
Table 1, indicating that the re-rankers align more
with BM25 scores than gold labels on DRUID.
We note that while DRUID is easier compared
to NQ with respect to LM re-ranker accuracy, it is
harder with respect to how LM re-rankers struggle
to outperform simpler methods like BM25. We hy-
pothesise that DRUID provides a greater challenge
in this sense as it contains passages from the web
and popular claims that may have seen frequent
discussion, increasing the rate of distractors.

4.1 Query-passage similarities

To understand why LM re-rankers struggle to out-
perform BM25 on DRUID, we apply our separa-
tion metric Dg to the passages in NQ, LitQA2
and DRUID and make comparisons to re-ranker
precision. D25 results are found in Figure 2 (re-
sults for other similarity metrics can be found in
Appendix G). A summary of the distribution and
corresponding re-ranker performance can be found
in Table 7. To better understand the re-ranker per-
formance on DRUID we also partition the dataset
by Dgos value and report the re-ranker scores in
Table 8. Our conclusion is as follows.
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LM re-rankers struggle to identify gold samples
with markedly low BM2S scores. The results
in Figure 2 show that LM re-rankers are generally
good at identifying gold samples if they are suffi-
ciently similar to the query. However, if the gold
passage is too dissimilar to the query (correspond-
ing to low Dppo5 values), the LM re-rankers are
prone to make mistakes.

We see how NQ and DRUID pose a greater chal-
lenge by including gold passages that are relatively
dissimilar to the query. An inspection of some sam-
ples with low Dpy25 scores in Appendix H reveals
a high rate of distractors and gold passages lacking
document context. LitQA?2 samples, on the other
hand, have generally high Dgye5 values and we
hypothesise this makes the dataset easier for LM
re-rankers. Seemingly, the domain-specific queries
and passages of LitQA?2 are less of a challenge com-
pared to the lexical dissimilarities between gold
passage and query in the other datasets.

4.2 Alleviation methods

The results from the investigations described in
Section 3.5 can be found in Table 1. We reach the
following conclusions.

Prepending page titles yields the greatest effects
on NQ. Prepending page titles to the passages
yields performance improvements for large LM
re-rankers on NQ and unchanged performance on
LitQA2 and DRUID. For LitQA2, this could be
caused by the more distracting details from the
scientific paper titles (Wang et al., 2024a). For
DRUID it likely stems from the noisy webpage ti-
tles. Seemingly, the method of prepending page
titles is more suitable for nicely formatted datasets,
such as NQ. We also observe that the method of in-
corporating contexts is inferior to prepending page
titles.

Adjusting the prompt yields significantly im-
proved results for GPT-40 on DRUID. Table 1
shows how GPT-4o0 benefits the most from an ad-
justed prompt, indicating significance of prompt
for the performance of LLMs as re-rankers.

5 Conclusion

Our paper identifies and explores an important
weakness of LM re-rankers: they struggle to
identify gold samples with markedly low BM25
scores. We hypothesise that real-world datasets
like DRUID, with passages from the web, contain



more distractors, resulting in gold samples with
low BM25 scores. However, most current datasets
for re-ranker evaluation fail to capture this aspect
of difficulty and methods for improving LM re-
ranker performance are less effective for the noisier
LitQA2 and DRUID samples. Our work points to
the need of more adversarial and real-world aligned
datasets to better understand LM re-rankers and
their weaknesses in realistic settings.

Limitations

The datasets used in this study were not specifically
designed to measure the preference of re-ranking
models for similar over gold passages. A dataset
specifically curated for this purpose, potentially
complemented by synthetically generated samples,
would allow a deeper analysis of our research ques-
tions. We leave this for future work.

Our work only investigated a subset of the alle-
viation methods that exist for improving re-ranker
performance. For example, there are also meth-
ods focused on adapting chunk sizes, and methods
avoiding chunking all together. It would be inter-
esting to also expand our analysis to incorporate
additional alleviation methods.

Ethical Considerations

There are no major ethical concerns related to our
work on LM re-ranker performance. The datasets
used and methods investigated are not associated
with any ethical concerns.
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A Computational resources

All open-source re-rankers are evaluated without
fine-tuning on one T4, V100 or A100 Nvidia GPU
per evaluation. The choice of GPU type depended
on the model size (see Table 6 for detailed informa-
tion on what GPU type was used for what model).
The closed-source models were accessed via APIs
so it is unclear as to exactly what GPU devices
were involved. The total computational budget for
the evaluations was about 50 GPU hours.

B Use of AI assistants

Al assistants like Copilot and ChatGPT were in-
termittently used to generate template code and
rephrase sentences in the paper, etc. However, no
complete paper sections or code scripts have been
generated by an Al assistant. All generated text
content has been inspected and verified by the au-
thors. ChatGPT was also used and evaluated as a
re-ranker in this work.

C Evaluation datasets

The evaluation datasets are described in further de-
tail below. High-level statistics for the datasets can
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be found in Table 2 and examples of samples from
each dataset can be found in Tables 3 to 5. From
each dataset we extract a set of guestions, corre-
sponding passages to choose between and corre-
sponding gold labels indicating whether a passage
contains the answer to the given question or not.

Dataset  #samples  #passages/sample #gold

mean  min max /sample
NQ 3,759 16 4 244 1
LitQA2 124 145 33 359 1
DRUID 875 4 2 5 2

Table 2: Statistics for the evaluation datasets. Ex-
actly one gold passage is found per sample for NQ
and LitQA2. DRUID samples may contain more than
one gold passage.

C.1 Natural Questions

Natural Questions (NQ) by Kwiatkowski et al.
(2019) is a popular dataset for re-ranker evalua-
tions that contains real search engine queries and
corresponding Wikipedia pages with the gold pas-
sage annotated. The gold passage annotators were
instructed to identify the first paragraph on the
Wikipedia page that contains the answer to the
query, which means that there may be multiple
unidentified gold passages for each query. To avoid
issues stemming from this, we only retain all pas-
sages up to and including the gold passage as the
retrieval corpora.

Chunking approach The chunking is based on
html elements, for which each passage is made
out of one html element (e.g. a table <Table> or
paragraph <P>), similarly to the approach used by
the NQ authors to annotate gold passages. These
passages are then matched to the annotated gold
labels based on token indices.

C.2 LitQA2

LitQA2 by Laurent et al. (2024) measures the abil-
ity of a system to extract information from scien-
tific literature. The dataset contains a high rate
of domain-specific biomedical language compared
to the more generic queries of NQ and can be ex-
pected to test the robustness to domain-shifts of LM
re-rankers. The dataset consists of multiple-choice
questions that are intended to be only answerable
based on the full text, not on the abstract, of a given
paper and nowhere else in the literature. PubMed-
Central® was used to scrape the full articles. Only

®https://pmc.ncbi.nlm.nih.gov
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Question

Passages

Gold labels

when did hyderabad
became a part of india?

“<H1> Hyderabad state (1948-56) </H1>"

“Jump to: navigation, search This article is about a State of the Indian Union
1948-1956 . For other uses, see Hyderabad (disambiguation).”

“<Table> <Tr> <Td colspan=3> Hyderabad State (1948 - 1956) </Td> </Tr>
<Tr> <Td colspan=3> State of India </Td> </Tr> <Tr> <Td colspan=3> <Ta-
ble> <Tr> <Td> \u2190 </Td> <Td> 1948-1956 </Td> <Td>\u2192 </Td>
</Tr> </Table> </Td> </Tr> <Tr> <Td colspan=3> 1956 map of Southern India
showing Hyderabad state in yellowish green . After the States reorganisation in
1956, regions west of the red and blue lines merged with Bombay and Mysore
states respectively and the remaining part (Telangana) was merged with Andhra
state to form Andhra Pradesh . </Td> </Tr> <Tr> <Td colspan=2> History
</Td> <Td> </Td> </Tr> <Tr> <Td> </Td> <Td> Hyderabad State formed from
Hyderabad Princely State </Td> <Td> 1948 </Td> </Tr> <Tr> <Td> </Td>
<Td> Reorganized and renamed Andhra Pradesh </Td> <Td> 1956 </Td> </Tr>

0
0

0

<Tr> <Td colspan=3> States of India since 1947 </Td> </Tr> </Table>"

“Hyderabad state until 1956

“<P>Hyderabad State was a state in Independent India, formed after the accession

—_ O

of the princely state of Hyderabad into the Indian Union on 24 November 1949 .
It existed from 1948 to 1956 . </P>”

Table 3: Data sample from NQ.

124 out of 200 samples were retained from this
dataset as some articles were unavailable. We de-
cided to include the dataset in the analysis despite
the small sample size as this is the only high-quality
dataset that enables evaluations of re-rankers for
the biomedical domain.

Chunking approach The chunking is based on
newlines, for which each passage is made out by
a new paragraph. Passages can then be matched
to the manually extracted gold passage via fuzzy
matching, to get the gold labels for each passage.

C.3 DRUID

DRUID (Dataset of Retrieved Unreliable, Insuf-
ficient and Difficult-to-understand contexts) by
Hagstrom et al. (2024) contains fact-checked
claims and corresponding potential evidence pieces
retrieved from the web. Each evidence piece has
been annotated for whether it contains sufficient
information to conclude whether the correspond-
ing claim is true or false. The claims from the
dataset are used as questions to the re-rankers and
the collected DRUID passages corresponding to the
given claim make out the passages for the query.
Passages with sufficient information to reach a fact-
check verdict, i.e. marked as ‘refuting’ or ‘sup-
porting’, are considered gold and each sample cor-
responds to at least two potential passages from
different webpages, of which at least one has to
be gold and at least one not gold. The Cohere
re-ranker was used for the automated retrieval of
evidence pieces so the samples in DRUID can be
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expected to be more adversarial in the sense that
they already have been pre-selected by a LM re-
ranker (and then manually annotated for quality).

Chunking approach The passages have already
been chunked in a previous automated retrieval
pipeline by the DRUID authors. Each passage is
based on text snippets from a webpage, for which
multiple snippets may have been extracted across
the same webpage.



Question Passages Gold labels
Neonatal male mice “The incidences of neurodevelopmental disorders (NDDs) have been increasing 0
injected with NIF, a in recent decades, suggesting a role for non-genetic environmental factors. Fur-
glycoprotein produced ~ thermore, sex is a significant risk factor for these disorders, with a strong male
by a canine hookworm,  bias.”
show a significant “Air pollutant exposure during pregnancy or the first year of life is one of the 0
reduction in microglial ~ most consistent environmental risk factors for NDDs. However, the associations
phagocytic capacity and  of single environmental agents with NDDs have been relatively weak, and
engulfment of which thus causality has been difficult to determine. Non-chemical stressors such as
neurotransmitter limited resources or social support of the mother can increase the vulnerability
transporter? (A) of the fetus to toxic exposures, which could explain why certain populations
VGlut2, (B) VGlutl, are disproportionately affected. In fact, neighborhood quality is a significant
(C) VGlut3, (D) GAT1, modifier of air pollution risk, suggesting that environmental and social stressors
(E) GAT2, (F) GAT3, or  synergize to increase vulnerability to pollutant exposure, but how these exposures
(G) not enough info? alter fetal brain development and affect offspring behavior is largely unknown.”
“Inflammatory events during pregnancy, such as maternal infection with bacte- 0
ria or viruses, lead to maternal immune activation (MIA), which is linked to
NDDs in offspring. Recent transcriptome-wide studies in postmortem brains of
individuals diagnosed with an NDD have identified expression modules with
enrichment of genes involved in neuroinflammatory function, with a particular
dysregulation of microglial genes. Microglia are the primary immunocompetent
cells of the brain and are exquisitely sensitive to perturbations of homeostasis
and thus may be poised to act as immediate responders to environmental insults.
Microglia are also essential regulators of activity-dependent synaptic remodeling
during development, in which they prune inappropriate/weak synapses while
sparing appropriate/strong connections. Importantly, transcriptome studies have
found that immune changes co-occur with gene enrichment modules affecting
synaptic function, suggesting the possibility that neuroimmune changes during
development could lead to aberrant synapse development by altering microglial
function.”
“A recent analysis found that MIA was more common in male children with ASD 0

than female children, suggesting that a sex difference in response to maternal
inflammation may be one mechanism that underlies increased male vulnerability.
Furthermore, we and others have found sex differences in microglial develop-
ment, maturation, and function, including an increased relative expression of
microglial genes in male brains, compared with females. Interestingly, the mi-
croglial genes enriched in male brains are also implicated in ASD. Together these
data point to a mechanism by which sexually dimorphic microglial responses to
prenatal stressors could lead to aberrant brain development, primarily in males.”
[...]

“In this experiment, WT neonatal male mice received bilateral microinjections of
PBS or NIF (200 ng) into the ACC at P7, and brain tissue was collected 24 h later
(Figure 7A). To confirm the effects of NIF on microglial phagocytic capacity,
we quantified changes in the microglial lysosomal volume of CD68 (Figure 7B).
As expected, microglia from animals microinjected with NIF had a significant
reduction in the phagocytic index ( 50%) and a significant decrease in the total
lysosomal content within each microglia (Figures 7C and 7D). To determine
whether this reduction in CD68 impaired microglial interactions with VGlut2
synapses, we once again performed Imaris reconstructions and quantified the
volume of VGlut2 within microglia (Figure 7E). Microglia from NIF-treated
animals are significantly smaller ( 25%) than PBS control animals (Figure 7F);
furthermore, this size reduction is accompanied by a significant decrease in
the volume of internalized VGlut2 in microglia cells (Figure 7G). Last, we
quantified the co-localization of VGlut2 and PSD95 and found that NIF-injected
animals had about a 20% increase in VGlut2+ synapses (Figure 7H). Thus, NIF
injections at P7 effectively reduce microglial phagocytic capacity and engulfment
of VGlut2, which induces an abnormal increase in VGlut2 synapse density.”

(]

Table 4: Data sample from LitQA2. “[...]” indicates that we are skipping across passages in the sample to save
space.
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Question

Passages

Source Gold labels DRUID labels

WikiLeaks has
published the
Ist list of black
money holders
in Swiss banks.

“WikiLeaks has never published the
list of Indians who have stashed their
money in Swiss banks. Hence, the
claim stands FALSE.”

“Various posts on social media claim
that WikiLeaks has released the
"first list" of black money holders
in Swiss Bank. The post is go-
ing viral on all social media plat-
forms. DigitEye Team also received
the message on its Whatsapp fact-
checking number. The list contains
24 names \u2014 Sonia Gandhi, A
Raja, Rahul Gandhi, Sharad Pawar,
P Chidambaram to name a few. All
the money listed next to the names
are figures in dollars. The first name
on the alleged list is Congress leader
Sonia Gandhi who it claimed to be
holding more than $56 billion. The
numbers are not in chronological or-
der and neither the names are in any
set order. According to the alleged
list, the lowest amount is held by P
Chidambaram. [...] WikiLeaks has
not published any report on the same
on its website. The latest report was
published in October 2019. Wik-
iLeaks took to Twitter and tweeted
about a similar list of Indian black
money holders. In the 2011 tweet,
it clarified that such list "never ap-
peared on WikiLeaks".”
“INDIA/SWIZERLAND-  Black
money trail: 2nd list of Indian
Swiss accounts to be shared [...]
TNN | Sep 14,2011, 11.11AM IST
http://timesofindia.indiatimes.com/
india/Black-money-trail-2nd-list-
of-Indian-Swiss-accounts-to-be-
shared/articleshow/9977871.cms
NEW DELHI: A second list con-
taining names of Indians, who have
stashed black money in Swiss banks,
will be shared by the Germans,
Times Now reported.”

“(See attached file: List of Black
Money Holders from Wiki”

https://factly.in/wikile 1 refutes
aks-list-of-black-money
-holders-in-swiss-bank-i

s-a-fake-one/

https://digiteye.in/vira 1 refutes
1-list-of-black-money-h
olding-accounts-in-swiss

-bank-is-fake/

https://wikileaks.org/gi 0 insufficient
files/docs/70/703306_ind
ia-swizerland-black-money
-trail-2nd-list-of-india

n-swiss.html

https://groups.google.co 0 insufficient
m/g/yeida/c/V2gxTIXY-sQ

Table 5: Data sample from DRUID. “[...]” inside a passage does not indicate additional information included to the
re-ranker, it simply indicates that the passage was retrieved as snippets from a webpage, for which there is additional
page content between the snippets.
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D Runtime comparison

To exemplify the difference in efficiency between
different re-rankers, we compare runtimes of the
investigated re-rankers in Table 6. Unfortunately,
the models could not be run on the same devices
due to space and other practical reasons.

Re-ranker = Runtime [mins] Device
Cohere 15 Cohere API
BGE 42 A100:1
Jina turbo 3 V100:1
Jina base 80 T4:1
GPT-4om 145 OpenAl API
GPT-40 135 Azure API
BM25 0.5 MacBook Pro

Table 6: Runtimes of the different re-rankers for get-
ting scores corresponding to all samples from NQ (no
prepended titles or context) on their corresponding de-
vices. The MacBook Pro device is using a 2.3 GHz
Quad-Core Intel Core i7.

E Implementation details of RankGPT

LLMs demonstrate strong capabilities in under-
standing long texts and handling complex tasks,
making them suitable for use as re-rankers in pas-
sage re-ranking tasks. Building on the prompt-
ing strategies proposed by Sun et al. (2023), we
explore the use of LLM-based re-rankers, specif-
ically leveraging two advanced OpenAl models:
GPT-40 (gpt-40-2024-08-06) and GPT-40 mini
(gpt-40-mini-2024-07-18). As illustrated in Fig-
ure 3, the re-ranking process with LLMs is facil-
itated via prompting. Specifically, a set of text
chunks, each assigned a unique identifier (e.g.,
[1]1,[2]) is provided as input to the LLM. The
model is then instructed to reorder the chunks in
descending order of relevance to a given query.
The output is a ranked list of identifiers in a for-
mat such as [3] > [4] > [1] > [2]. Notably,
this approach directly generates a ranking without
calculating intermediate relevance scores.

For datasets such as NQ and DRUID, we apply
this direct permutation generation strategy without
modification. However, for the LitQA2 dataset,
the samples of which contain a significantly larger
number of candidate chunks (an average of 145
per query), the token limitations of LLMs pose a
challenge. To address this, we employ the sliding
window strategy, following Sun et al. (2023). This
method processes the chunks iteratively, using a
sliding window size w and a step size s, to re-

27

rank the chunks in a back-to-first order. In our
experiments on LitQA2, we set the window size to
20 and the step size to 2. However, we note that the
GPT-40 re-ranker performance suffers on LitQA2
in spite of these adaptations.

F Adjusted prompt for DRUID

The prompts used for the prompt adjustment inves-
tigations for DRUID are as follows:

* Default prompt: “<claim>"

* Adjusted prompt: “Is the following claim
accurate\nClaimant: <claimant>\nClaim:
<claim>"

Here, “<claim>" and “<claimant>" are replaced by
the corresponding values in DRUID. This prompt
is tuned to adapt re-rankers to the fact-checking
setting, as opposed to a QA setting. The results for
these prompts can be found in Table 1 and Figure 4.

G Additional re-ranker results

Additional results corresponding to Table 1 can be
found in Figures 5 and 6. We also report additional
Dpnios results in Tables 7 and 8.

Dataset  Partition % of data P@1
NQ Dpmas < —0.5 32 0.31
—0.5 < Dm2s 68 0.85
LitQA2 Dgpmas < —0.5 31 0.47
—0.5 < DBm2s 69  0.92
DRUID Dgpmas < —0.5 20 0.24
—0.5 < DBm2s 80 0.85

Table 7: Re-ranker accuracy on the different datasets
partitioned by Dpyes values. PQ1 is reported for
bge-reranker-v2-gemma.

DRUID
Re-ranker Dgpyos < 0.5 0.5 < Dpumas
Cohere 0.10 (-o0.78) 0.83 (-0.07)
BGE 0.24 (—o0.56) 0.85 (—0.05)
Jina turbo 0.13 (-0.72) 0.83 (—0.07)
Jina base 0.18 (—0.64) 0.77 (—0.09)
GPT-40om 0.34 (—0.41) 0.82 (-0.02)
GPT-40 0.32 (—0.40) 0.83 (—0.02)
BM25 0.00 0.83

Table 8: Re-ranker zero-shot alignment with gold mea-
sured using PQ1 on DRUID partitioned by Dpnos
values. Values in parenthesis indicate APQ1 (Equa-
tion (1)).

Additional separation results for the similarity
measures Jaccard similarity (Djg) and BERT score



system:

You are RankGPT, an intelligent assistant
that can rank passages based on their
relevancy to the query.

user:
I will provide you with {{num}} passages,
each indicated by number identifier [].
Rank them based on their relevance to

query: {{query}}.

assistant:
Okay, please provide the passages.

user:
[1] {{passage_1}}

assistant:
Received passage [1]

user:
[2] {{passage_2}}

assistant:
Received passage [2]

(more passages) ...

user
Search Query: {{query}}.

Rank the {{num}} passages above based on
their relevance to the search query. The pas-
sages should be listed in descending order
using identifiers, and the most relevant pas-
sages should be listed first, and the output
format should be [] > [], e.g., [1] > [2]. Only
response the ranking results, do not say any
word or explain.

Figure 3: Prompt template for GPT-40 and
GPT-40-mini as re-rankers (Sun et al., 2023).
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Adjusted prompt

Figure 4: Re-ranker zero-shot alignment with gold la-
bels on DRUID for different prompts.
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NQ LitQA2 DRUID

Figure 5: Re-ranker zero-shot alignment with gold la-
bels for different datasets. The error bars indicate 95%
confidence intervals.

(Dpgrr) can be found in Figures 7 and 8. Dpnas
scores with correctness evaluated based on GPT-
40 and Jina base scores can be found in Figures 9
and 10.

H Samples with different separation
values

Tables 9 to 11 contain samples from NQ, LitQA?2
and DRUID with corresponding Dgpj25 values.
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Figure 7: Djg (Equation (2)) on NQ, LitQA2
and DRUID. Correctness is based on P@1 for
bge-reranker-v2-gemma.

Figure 9: Dgyes (Equation (2)) on NQ, LitQA2 and
DRUID. Correctness is based on P@1 for GPT-4o.
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Dgwnos Question Gold passage Most similar passage
-4.92 who  won the  <Table><Tr><Th> Year </Th><Th> Film </Th><Th>  <P> The Academy began awarding movies for their
academy award for ~ Nominees </Th> </Tr> <Tr> <Td> (83rd) </Td> </Tr>  scores in 1935 . The category was originally called Best
best original musical ~ <Tr> <Td> The Social Network </Td> <Td> Trent  Scoring . At the time, winners and nominees were a mix
score? Reznor & Atticus Ross </Td> </Tr> <Tr> <Td> How  of original scores and adaptations of pre-existing material
to Train Your Dragon </Td> <Td> John Powell </Td> . Following the controversial win of Charles Previn for
</Tr> <Tr> <Td> Inception </Td> <Td> Hans Zimmer ~ One Hundred Men and a Girl in 1938, a film without a
</Td> </Tr> <Tr> <Td> The King’s Speech </Td><Td>  credited composer that featured pre-existing classical mu-
Alexandre Desplat </Td> </Tr> <Tr> <Td> 127 Hours  sic, the Academy added a Best Original Score category in
</Td><Td> A.R. Rahman </Td> </Tr> <Tr> <Td> 2011 1939 . In 1942, the distinction between the two Scoring
(84th) </Td> </Tr> <Tr> <Td> The Artist </Td> <Td>  categories changed slightly as they were renamed to Best
Ludovic Bource </Td> </Tr> <Tr> <Td> The Adven-  Music Score of a Dramatic Picture and Best Scoring of
tures of Tintin </Td> <Td> John Williams </Td> </Tr>  a Musical Picture . This marked the first time the cat-
<Tr> <Td> Hugo </Td> <Td> Howard Shore </Td>  egory was split into separate genres, a distinction that
</Tr> <Tr> <Td> Tinker Tailor Soldier Spy </Td><Td>  technically still lasts today, although there haven’t been
Alberto Iglesias </Td> </Tr> <Tr> <Td> War Horse  enough submissions for the musical category to be acti-
</Td> <Td> John Williams </Td> </Tr> <Tr> <Td>  vated since 1985 . From 1942 to 1985, musical scores
2012 (85th) </Td> </Tr> <Tr> <Td> Life of Pi </Td>  had their own category, with the exception of 1958, 1981
<Td> Mychael Danna </Td> </Tr> <Tr> <Td> Anna  and 1982 . During that time, both categories had many
Karenina </Td> <Td> Dario Marianelli </Td> </Tr>  name changes: </P>
<Tr> <Td> Argo </Td> <Td> Alexandre Desplat </Td>
</Tr> ... </Td> </Tr> </Table>
-3.68 tumhi ho bandhu  <Ul> <Li> Chandni Bhagwanani as Sanjana Ajay Pethe- ~ <P> The show began with the working title Pethawala
sakha tumhi castreal ~ wala </Li> <Li> Sreejita De as Shreya Bhushan Pethe-  before being named Tum Hi Ho Bandhu Sakha Tumbhi .
name? wala </Li> <Li> Kabeer K as Ajay Pethewala </Li> <Li>  The show ended due to low trp ratings . </P>
Neil Bhatt as Bhushan Trilokchand Pethewala </Li> <Li>
Dimple Jhangiani as Avni Pethawala </Li> <Li> Lavina
Tandon as Shaina </Li> ... </Ul>
-0.33 when did the movie ~ <P> Jaden Christopher Syre Smith (born July 8, 1998) [same as gold]
karate kid come out?  is an American actor, rapper, singer and songwriter . He
is the son of Jada Pinkett Smith and Will Smith . Jaden
Smith’s first movie role was with his father in the 2006
film The Pursuit of Happyness . He also acted in the
2008 remake of The Day the Earth Stood Still and the
2010 remake of The Karate Kid, and was in the 2013 film
After Earth with his father . </P>
5.84 who said i think  <P> Although Watson is well known for his alleged 1943 [same as gold]

there is a world mar-
ket for maybe five
computers?

statement, "I think there is a world market for maybe five
computers,” there is scant evidence he said it . Author
Kevin Maney tried to find the origin of the quote, but
has been unable to locate any speeches or documents of
Watson’s that contain this, nor are the words present in
any contemporary articles about IBM . One of the very
first attributions may be found in The Experts Speak, a
book written by Christopher Cerf and Victor S. Navasky
in 1984, however Cerf and Navasky just quote from a
book written by Morgan and Langford, Facts and Falla-
cies . Another early article source (May 15, 1985) is a
column by Neil Morgan, a San Diego Evening Tribune
writer who wrote: "Forrest Shumway, chairman of The
Signal Cos., doesn’t make predictions . His role model is
Tom Watson, then IBM chairman, who said in 1958:" T
think there is a world market for about five computers ."”
The earliest known citation on the Internet is from 1986
on Usenet in the signature of a poster from Convex Com-
puter Corporation as "’ I think there is a world market for
about five computers’~Remark attributed to Thomas J.
‘Watson (Chairman of the Board of International Business
Machines), 1943". All these early quotes are questioned
by Eric Weiss, an editor of the Annals of the History of
Computing in ACS letters in 1985 . </P>

Table 9: Examples of samples from NQ with relatively high and low Dpyie5 values. Passages lacking document
context are marked in purple. Passages containing distractors are marked in green with the distracting terms in bold.
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Dpma2s

Question

Gold passage

Most similar passage

-5.97

How long do mouse neu-
rons survive following
CRISPR inactivation of
HSPA5? (A) 14 days, (B)
3 days, (C) 5 days, (D) 10
days, (E) 28 days, or (F) not
enough info?

We selected Hspa5, a top hit that was not previously
identified as a hit in iPSC-derived neurons, for indi-
vidual validation. In mouse embryonic fibroblasts
expressing CRISPRi machinery, we confirmed that
an sgRNA targeting Hspa5 (sgHspa5) suppresses ex-
pression of the endogenous Hspa5 transcript (Fig.
5a). In primary neurons cultured from conditional
CRISPRi mice, AAVs delivering sgHspa5 led to
marked Cre-dependent neuronal death within 2 weeks
of expression (Fig. 5b,c). Furthermore, injection of
this sgRNA into neonatal mice led to a severe motor
phenotype after approximately 2 weeks in mice co-
expressing hSyn1-Cre, but not the sgRNA alone (Sup-
plementary Videos 1 and 2), and the brains from mice
with sgHspa5 + hSyn1-Cre were markedly smaller
in size relative to sgHspaS-only littermates (Fig. 5d).
This confirms the capability of our platform to un-
cover neuron-essential genes.

For mouse primary neurons transduced with AAV,
live imaging was performed every other day using
an ImageXpress Micro Confocal HT.ai High-Content
Imaging System (Molecular Devices). The imaging
chamber was warmed to 37°C and equilibrated with
5% CO2. The system used an Andor Zyla 4.5 cam-
era with a Plan Apo x10/0.45NA objective lens, an
89 North LDI laser illumination unit, 10-500 ms ex-
posure time, 1x1 binning, and 10% laser intensity
using 405-nm, 475-nm, and 555-nm lasers, running
MetaXpress (version 6.7.1.157). Resulting images
were imported into Cell Profiler (version 4.2.1)28 and
analyzed using a custom pipeline. hSyn1-Cre-GFP+
nuclei were segmented using the ‘IdentifyPrimaryOb-
jects’ module, with expected diameter 8-40 pixels, us-
ing an Adaptive threshold (size 50) and the Minimum
Cross-Entropy method, with a 1.5 smoothing scale,
1.0 correction factor, and lower- and upper-bound
threshold at 0.435 and 1, respectively. Segmented
objects were exported, and counted in each field, then
summed across all fields within a well to calculate the
number of objects per well (n=29 fields per well, n=4
wells per condition), using a custom R script. This
was repeated for each timepoint. Data was normal-
ized to fluorescent intensity at day 8 (as before that
day, fluorescence intensity increased linearly with
time in all channels as cells manufactured fluores-
cent proteins) and percentage change was calculated
for each well from day 8, for subsequent timepoints
through day 16.

11.62

Based on whole genome
bisulfite sequencing data
(WGBS) from publicly
available datasets (the
ROADMAP  epigenome
project and the ENCODE
data portal), what is the
relationship between DNA
methylation patterns be-
tween introns and exons
(after excluding considera-
tion of the first intron and
first exon)? (A) There are
no significant differences,
(B) Introns have more DNA
methylation, (C) Exons
have more DNA methyla-
tion, (D) Neither introns nor
exons can be methylated,
(E) only areas very close to
the transcription start site,
or (F) not enough info?

Further, we considered a possible association between
these gradients in DNA methylation, and the muta-
tion risk in comparing exonic versus intronic DNA,
in light of reports of subtly different mutation rates
and subtly different DNA methylation in exons ver-
sus introns . We checked the DNA methylation level
of exons and introns, separately for each exon/intron
in sequence, for a representative gene set (middle
tertile of genes by length, and middle tertile in expres-
sion level). While methylation in the first exon was
substantially lower compared to the first intron, con-
sistent with the exon’s more 5’ positioning, the DNA
methylation levels across the subsequent introns and
exons were highly similar (Supplementary Figure S7).
Thus, in human WGBS data, after accounting for 5’
gene end hypomethylation, we see no notably differ-
ent DNA methylation in the exonic versus intronic
loci, and if there are any differences between introns
and exons in mutation rates, these do not stem from
different DNA methylation.

[same as gold]

Table 10: Examples of samples from LitQA?2 with relatively high and low Dgyo5 values. Passages lacking
document context are marked in purple. Passages containing distractors are marked in green with the distracting
terms in bold.
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Dpm2s

Gold passage

Most similar passage

-4.71

Question
"Before the pan-
demic, just over

40,000 were on con-
tinuing UI claims.
Now, there are well
over 100,000 on
state or federal UI
benefits."

Department of Workforce Development datashows that
in the week ending on March 7, 2020, there were 41,015
unemployment claims statewide. For the week of May
22,202, there were 127,745 claims.

Lisa Subeck stated on February 16, 2024 in X, formerly
Twitter: "The United States is an outlier, one of only
about half a dozen countries, without any guarantee
of paid leave for new parents and/or other health care
needs." Tim Kaine stated on March 15, 2022 in a tweet.:
"Virginia women are paid 80 cents for every dollar paid
to Virginia men." Mandela Barnes stated on May 23,
2021 in Twitter: "It’s been over 50 years since minimum
(wage) and inflation parted ways, then over a decade
since the federal minimum went up at all." Glenn Groth-
man stated on June 8, 2021 in Twitter: "We have a record
9.3 million job openings in the U.S." Mark Born stated
on June 2, 2021 in Twitter: ''Before the pandemic, just
over 40,000 were on continuing UI claims. Mandela
Barnes stated on May 23, 2021 in Twitter: "Since 1978,
CEO compensation rose over 1,000% and only 11.9%
for average workers." Joe Biden stated on April 15, 2020
in comments at a virtual town hall meeting: "Until this
week, they [OSHA] weren’t even enforcing these guide-
lines [for coronavirus]. [...] Mark Born stated on June
2, 2021 in Twitter: "Before the pandemic, just over
40,000 were on continuing UI claims.

-3.59

that Pres-
ident George
Washington  once
said, "Government
is not reason; it is
not eloquence; it
is force. Like fire,
it is a dangerous
servant and a fearful
master."

Claims

There is no record of Washington ever making this state-
ment.

FACT CHECK: Did George Washington Call Govern-
ment ‘A Dangerous Servant And A Fearful Master’?
An image shared on Facebook claims that President
George Washington once said, ""Government is not rea-
son; it is not eloquence; it is force. [...] According to
the website Quote Investigator, the depiction of govern-
ment as "'a dangerous servant and a fearful master"
is reminiscent of a centuries-old saying about water and
fire. "Water is a very good seruaunt, but it is a cruell
mayster," reads an excerpt from 1562.

3.88

The Police Service
of Northern Ireland
(PSNI) are to pilot a
Snapchat social me-
dia platform initia-
tive to monitor so-
cial mitigation com-
pliance in Northern
Ireland.

The PSNI have no plans to introduce any monitoring
scheme on any social media platform. Complaints about
social mitigation compliance can be registered on the
PSNI website. A claim was published on social media,
that the Police Service of Northern Ireland (PSNI) is "to
roll out a new ‘Snap-fish’ pilot scheme" on the Snapchat
social media platform "to help catch individuals not ad-
hering to social distancing, social bubbles and gathering
more than six people" (often referred to as "social mitiga-
tion compliance"). [...] "The Police Service of Northern
Ireland has no plans to introduce a ‘snap-fish’ scheme ...
nor indeed any new social media platforms around the
enforcement of COVID-19 restrictions."

[same as gold]

Families of the de-
ceased persons to be
given an assistance
of 4 lakh rupees, up
from 2.5 lakh ru-
pees.

Is assistance of Rs. 4 lakh being provided for families
of deceased persons? The third claim is that ‘families
of the deceased persons to be given an assistance of 4
lakh rupees, up from 2.5 lakh rupees’. It is true that the
revised norms of assistance from the SDRF increase the
assistance per deceased persons to Rs. 4 lakh from the
existing Rs. 1.5 lakh per person. It has to be noted that is
not for farmers alone, but for any deceased person during
a notified natural disaster.

[same as gold]

Table 11: Examples of samples from DRUID with relatively high and low Dpgyos values. Passages lacking
document context are marked in purple. Passages containing distractors are marked in green with the distracting
terms marked in bold.

33



Portuguese Automated Fact-checking: Information Retrieval with Claim
Extraction

Juliana Gomes, Eduardo Garcia, Arlindo Rodrigues Galvao Filho

Advanced Knowledge Center for Immersive Technologies - AKCIT
Institute of Informatics, Federal University of Goids

Correspondence: juliana.resplande @discente.ufg.br

Abstract

Current Portuguese Automated Fact-Checking
(AFC) research often relies on datasets lacking
integrated external evidence crucial for com-
prehensive verification. This study addresses
this gap by systematically enriching Portuguese
misinformation datasets. We retrieve web evi-
dence by simulating user information-seeking
behavior, guided by core claims extracted using
Large Language Models (LLMs). Additionally,
we apply a semi-automated validation frame-
work to enhance dataset reliability.

Our analysis reveals that inherent dataset char-
acteristics impact data properties, evidence re-
trieval, and AFC model performance. While
enrichment generally improves detection, its
efficacy varies, influenced by challenges such
as self-reinforcing online misinformation and
API limitations. This work contributes en-
riched datasets, associating original texts with
retrieved evidence and LLM-extracted claims,
to foster future evidence-based fact-checking
research.

The code and enriched data for this study is
available at https://github.com/ju-resp
lande/pt_afc.

1 Introduction

News fact-checking agencies, such as Agéncia
Lupa and Boatos.org in Brazil, manually inves-
tigate the veracity of claims (Faustini and Covdes,
2019; Couto et al., 2021). However, the speed at
which viral messages spread surpasses the capacity
of investigative journalists to verify the accuracy of
the information.

This inherent limitation has spurred the develop-
ment of Automated Fact-Checking (AFC) systems,
which aim to verify claims by leveraging exter-
nal knowledge sources through techniques from
Information Retrieval (IR) and Natural Language
Processing (NLP) (Guo et al., 2022).

Despite advances in AFC, a significant gap per-
sists within the Portuguese language context. Our
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investigation reveals that existing approaches and
datasets for misinformation detection in Portuguese
predominantly focus on intrinsic content analysis,
such as writing style or bias (Monteiro et al., 2018),
rather than incorporating the crucial step of exter-
nal evidence verification.

This work aims to directly address this lacuna.
Our objective is to develop, apply, and analyze
a methodology for enriching existing Portuguese-
language misinformation datasets with relevant ex-
ternal evidence retrieved through web search mech-
anisms. This process mimics how users might seek
corroborating information online. To guide the
search effectively, especially when initial queries
yield suboptimal results, we employ Large Lan-
guage Models (LLMs) to extract the main claim
from each news item, which then serves as an opti-
mized query.

The key contributions of this work are: (i)
A comparative analysis of Portuguese-language
misinformation-related datasets, detailing their
characteristics, including domains, sources, and
data collection methodologies (top-down vs.
bottom-up (Hangloo and Arora, 2022)); (ii) A semi-
automatic data validation process, addressing near-
duplicates, instances referencing the same URL,
and cross-verification using the Google FactCheck
Claim Search API; (iii) A methodology for enrich-
ing Portuguese misinformation datasets with ex-
ternal evidence retrieved via web search, guided
by LLM-based claim extraction, alongside an ex-
perimental evaluation of this enrichment’s impact
on the performance of misinformation detection
models.

2 Related work

Large Language Models (LLMs), such as Gem-
ini and ChatGPT, are increasingly central to fact-
checking. They offer a cost-effective alternative
to manual methods like crowdsourcing or expert

Proceedings of the Eighth Fact Extraction and VERification Workshop (FEVER), pages 34-53
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review (Ali et al., 2022; Aimeur et al., 2023), with
performance often comparable to human crowd-
sourcers (Maia and da Silva, 2024; Ni et al., 2024).
A key advantage of LLMs is their proficiency in
zero-shot or few-shot learning and their ability
to generate explanations, frequently without the
need for supervised fine-tuning (Gangi Reddy et al.,
2022; Chen and Shu, 2024). This marks a notable
distinction from smaller language model architec-
tures (SLMs), which typically require substantial
supervised training for specific tasks (Qiu and Jin,
2024).

In automated fact-checking pipelines (Guo et al.,
2022), LLMs are employed at various stages.
These include claim identification (extracting main
claims (Kotitsas et al., 2024; Ni et al., 2024), multi-
ple claims (Tang et al., 2024), or generating search
queries (Cho et al., 2022)), claim verification (the
detection task itself) (Tan et al., 2023; Choi and
Ferrara, 2024), and the generation of justifications
for verification outcomes (Kim et al., 2024; Zeng
and Gao, 2024).

While prior work has utilized LLMs for claim
extraction (Kotitsas et al., 2024; Ni et al., 2024)
or for zero-shot classification of claims (Tan et al.,
2023; Choi and Ferrara, 2024), our research dis-
tinctly focuses on enriching existing Portuguese
datasets. We achieve this by retrieving web-based
evidence, where the search process is triggered by
main claims extracted from the news items using
LLMs.

Numerous Portuguese-language datasets for mis-
information detection exist (Monteiro et al., 2018;
Moreno and Bressan, 2019; Vargas et al., 2023;
Nielsen and McConville, 2022). However, a signif-
icant challenge is that few of these datasets provide
directly accessible external evidence. Many only
offer tweet identifiers or indirect references, which
hinders the direct use of evidence for verification
(Cordeiro and Pinheiro, 2019; da Silva et al., 2020;
Shahi and Nandini, 2020). Our work aims to ad-
dress this critical gap by systematically augmenting
these resources with verifiable, web-retrieved evi-
dence.

3 Methods

The core of our methodology involves enriching
misinformation datasets with external evidence.
This process, depicted in Figure 1, begins with an
input text from a selected misinformation dataset.
If an initial web search for this text (or a query
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Figure 1: Flowchart for evidence retrieval from an in-
put text. The web search was conducted using Google
Custom Search Engine (CSE), and claim extraction was
performed by Gemini 1.5 Flash.

derived from it) yields results with strong lexical
correspondence to the query, claim extraction is
bypassed. Otherwise, an LLM extracts the main
claim from the text, and this extracted claim is used
for a subsequent, more targeted web search. Each
component is detailed below.

3.1 Dataset Selection

We selected datasets for public availability, a mini-
mum of 1000 examples, and a peer-reviewed publi-
cation. We excluded those solely comprising fact-
checking reports (not original misleading content).
Table 1 details the three selected datasets:

Fake.br (Monteiro et al., 2018). Relevant for
its canonical status in Portuguese misinformation
research, this dataset consists of news articles from
web pages, covering general domains, collected
between 2016 and 2018. It uses a bottom-up col-
lection approach, directly gathering content from
these web pages (Hangloo and Arora, 2022).

COVID19.BR (Martins et al., 2021; de Sa et al.,
2021). Contains messages from the WhatsApp
platform from 236 public groups, focusing on the
health topic (COVID-19), collected between April
and June 2020. It also follows a bottom-up collec-
tion approach.

MuMiN-PT (Nielsen and McConville, 2022)
is a Portuguese corpus of X (formerly Twitter)
posts from general domains (2020-2022). It pro-
vide a crucial methodological contrast to the others,
having been collected using a top-down approach
(Hangloo and Arora, 2022) by finding posts cor-
responding to claims verified by fact-checkers. It
is a subset of the multilingual MuMiN corpus, ex-
tracted with Lingua (Stahl, 2023).

3.2 Dataset Validation and Cleaning

To ensure the quality and integrity of our datasets,
we implemented a rigorous semi-automatic valida-
tion and cleaning pipeline. This multi-stage process
combined automated scripts with targeted manual



Dataset Domain Source Collection Approach  Size per label =~ Temporal Coverage Fact-Checking Sources
estadao.com.br
Fake.BR News 3,600 true
R 1 . B - ’ 2016-201 folha.uol. .
(Monteiro et al., 2018) Genera Websites ottom-up 3,600 fake 016-2018 olha.uol.com.br
gl1.globo.com
COVID19.BR 1,987 true boatos.org
(Martins et al., 2021) Health  WhatsApp Bottom-up 912 fake 2020 lupa.uol.com.br
afp.com/pt
aosfatos.org
. . projetocomprova.com.br
MuMiN-PT Twitter 1,339 fake
. . 1 Top- y 2020-2022 .
(Nielsen and McConville, 2022) O™ 00 %) op-down 65 true 020-20 observador..pt

oglobo.globo.com
piaui.folha.uol.com.br
uol.com.br

Table 1: Characteristics of datasets enriched with external verification evidence in this study.

Collection approaches

follow the classification by Hangloo and Arora (2022), where top-down involves collecting posts for known,
long-standing rumors (often starting from fact-checking websites), and bottom-up involves gathering all relevant
posts from a given time frame to identify emerging misinformation. While original publications list verification
sources, they typically do not provide the specific evidence snippets used for fact-checking each item.

review by one of the authors to identify and rec-
tify issues ranging from formatting errors to label
inconsistencies. The primary steps in our pipeline
were as follows:

1. Automated Initial Filtering: Removal of ex-
act duplicates and entries with fewer than 15
tokens after removing emojis, URLs, stop-
words, and punctuation’.

Language Filtering: Automatic Portuguese
detection via Lingua (Stahl, 2023), followed
by manual verification and exclusion of non-
Portuguese examples.

Contradictory Duplicate Removal: Manual
review of near-duplicate pairs that were auto-
matically identified via MinHash LSH (Sec-
tion 4.1.1) with inconsistent labels. The con-
flicting instances were subsequently removed
to maintain dataset integrity.

External Label Verification: Manual review
of instances where a dataset’s label poten-
tially conflicted with results from the Google
FactCheck Claim Search API. The original
labels were corrected when the external evi-
dence provided a clear refutation or confirma-
tion.

URL Reference Removal: Manual review of
instances that referenced the exact same URL
within their text but possessed differing ve-
racity labels. The conflicting instances were
subsequently removed to maintain dataset in-
tegrity.

Random Inspection: Manual check of a ran-
dom subset from each dataset for overall qual-

1using cl100k_base tokenizer from https://github.com
/openai/tiktoken
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ity.

Specific Treatment for Fake.br: (a) Re-
moved near-duplicates from the same source
URL, as the source in this corpus is a URL;
(b) Examples lacking full text were removed
from the original authors’ normalized set 2. (¢)
Maintained pair integrity by removing items
whose pair was previously excluded.

The number of instances corrected or removed
at each stage is quantified in Table 2. For a detailed
breakdown of case counts and illustrative examples,
please see Appendix A.

Validation Stage COVID19.BR Fake.br MuMiN-PT
Initial Automated Filtering 804 1 0
Language Filtering 8 0 11801
Contradiction Resolution 20 0 0
External Label Verification 23 0 4
Subset Inspection 88 0 0
Fake.br Specific Treatment 0 61 0

Table 2: Number of examples corrected or removed in
the corpora during the semi-automatic validation work-
flow.

As a final preprocessing step, all explicitly men-
tioned URLs were removed from the original texts
to mitigate potential biases from URL domains, as
shown in Appendix B.

3.3 LLM-based Claim Extraction

For claim extraction, we utilized the Gemini 1.5
Flash model. To simulate a user’s initial scan of
a text for its core assertion, we provided the LLM
with up to the first 75 words of the news item or
message.

2https://github.com/roneysco/Fake.br—Corpus/i
ssues/7
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We experimented with variations on a small data
subset. We opted for single main claim extraction,
excluding multi-claim splitting to avoid generating
multiple queries per input item. The final prompt
used is shown in Figure 2. This zero-shot prompt
proved effective for our goal of generating con-
cise search queries, without requiring specific role
instructions or few-shot examples.

What is the main fact presented in the text?
1. Extract a passage of up to 20 words from the
following text.
2. Return only the claim, without any title or
preamble.
Text: [INPUT TEXT]
Claim:

Figure 2: Prompt template used with Gemini 1.5 Flash
for main claim extraction.

3.4 Evidence Retrieval via Web Search

Our evidence retrieval process involves up to two
stages of web searching.

Initial Web Search Strategy. The initial input
text (from the dataset) is queried using the Google
Custom Search Engine (CSE) API®. Query parame-
ters for CSE were gl=pt-BR (geographical restric-
tion to Brazil), and 1r=1ang_pt (language restric-
tion to Portuguese).

To simulate how a user might create a concise
search query, we developed a set of empirically-
determined heuristics. The logic was designed to
quickly extract the core assertion from a given text.
For short texts of 20 words or less, the entire text
was used as the query. For longer texts, we first
extracted the initial sentence. If this sentence was
long enough to likely contain the main claim (7
words or more), it became the query. However,
if the first sentence was too brief (fewer than 7
words), the query was then formed by taking the
longer of either the full first paragraph or the first
20 words of the text. Emojis and specific Unicode
quote characters were removed from queries.

Correspondence Check. The lexical contain-
ment of the query (excluding stopwords) within
CSE snippets is assessed. The proportion of the
query’s non-stopword terms found in the snippet
is calculated. Empirically, if >80% of the query’s
non-stopwords are present in the snippet, claim
extraction is bypassed.

3https: //developers.google.com/custom-search/
vl/reference/rest/vi/cse/list
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FactCheck API Search. The input
text is also searched using the Google
FactCheck Claim Search API* with parame-
ters languageCode=pt-BR, and pageSize=5. The
same query preprocessing from CSE search was
applied.

Claim-based Fallback Search. If the initial
CSE search is unsuccessful, a claim is extracted,
and the claim initiates a second search using both
CSE and FactCheck Claim Search APIs with origi-
nal parameters.

If a CSE result links to a page indexed by
Google FactCheck, a ClaimReview schema might
be present in the CSE result’s metadata. While this
schema typically does not include the veracity label
itself directly in the CSE metadata, we store the
first such linked result if found via CSE.

4 Cleaned and Enriched Data Analysis

4.1 Cleaned Dataset

After applying the validation and cleaning steps
from Section 3.2, we analyzed the remaining data.
Table 3 shows statistics for the cleaned datasets.

Suats,  MuMIiN-PT Fake.br COVID19.BR

fake true fake true fake true
count 1339 65 3580 3580 848 1139
%URL 03% 00%  10% 0%  289% 565%
#words 189 163 1814 183.1 1677  111.1
Xﬁ;‘i;)e“ 50 49 48 50 49 66
# sents 1.4 1.4 10.4 9.0 10.9 5.8
#words 45 123 186 221 192 229

sent

Table 3: Cleaned dataset statistics: overall size and

word/sentence counts per label.

Table 3 summarizes the textual statistics. The
average text length varies significantly, reflecting
the source platform: posts on X (MuMiN-PT)
are the shortest, followed by WhatsApp messages
(COVID19.BR), and web news articles (Fake.br).
The average word length, however, was remarkably
stable across datasets and labels, hovering around
4.8-5.0 characters.

In terms of labels, MuMiN-PT does not show
variation in word and sentence statistics between
true and false labels, possibly due to the low char-
acter limit imposed on X. Fake.br’s true news is

4https://developers.google.com/fact—check/too
ls/api#the-google-factcheck-claim-search-api


https://developers.google.com/custom-search/v1/reference/rest/v1/cse/list
https://developers.google.com/custom-search/v1/reference/rest/v1/cse/list
https://developers.google.com/fact-check/tools/api#the-google-factcheck-claim-search-api
https://developers.google.com/fact-check/tools/api#the-google-factcheck-claim-search-api

typically longer, so its original paper (Monteiro
et al., 2018) normalized text length by truncation
for fair classification. This work uses this nor-
malized version (see Section 3.1). Conversely, in
COVID19.BR, fake texts are longer and more vari-
able, which its authors attribute to different writing
styles (Martins et al., 2021).

COVIDI19.BR leads in link count (889 examples,
44.7%), likely because WhatsApp environments
foster more link sharing than websites or X. True
news in both COVID19.BR and Fake.br feature
more links. MuMiN-PT, as expected for X posts,
has virtually no links.

4.1.1 Near-Duplicates Analysis

Near-duplicate detection used the Akin library?
(v0.1.0) with MinHash LSH (char 5-grams, 128
hash bits, 50 bands, Jaccard threshold 0.7, seed=3).

COVID19.BR had the most (271 examples,
13.6% of cleaned data), likely due to easy sharing
of short, similar messages on WhatsApp. Fake.br
had the fewest (6 examples, 0.08%), while MuMiN-
PT had 28 (2.0%). In Fake.br, near-duplicates
were all true news articles, often minor updates
republished by the same outlet (see Appendix C).
Conversely, near-duplicates in MuMiN-PT (all ex-
amples) and COVID19.BR (186 examples) were
predominantly false. This pattern, especially the
volume in COVID19.BR, likely reflects viral misin-
formation spread via short, easily shared messages
on WhatsApp

4.1.2 Observed Data Limitations

Beyond near-duplicates, we noted other challenges:

Topic Temporality: Misinformation topics
and associated vocabulary are volatile and time-
dependent. Evidence found today might not reflect
the context when the claim first appeared.

Label Temporality: The truthfulness of a claim
can change over time (e.g., “Mask use is mandatory
in Goids” depends on the specific date).

Degrees of Veracity: Fact-checking employs
a spectrum of veracity labels beyond a simple
true/false dichotomy, such as “misleading,” “partly
false,” and “unproven” (Wang, 2017; Hangloo and
Arora, 2022; Couto et al., 2021).

Claim Verifiability: Some texts express per-
sonal experiences or uncheckable anecdotes (e.g.,
“I want to stay quietly at home. Today a gentle-
man with coronavirus passed away here.” from
COVID19.BR).

Shttps://github.com/justinbt1/Akin/tree/vo.1.0
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URL Dependence: Analyzing text without
linked content misses crucial verification data. Ad-
ditionally, URL domains can act as strong veracity
heuristics due to varying frequencies in true/false
claims (Appendix B).

4.2 Claim Extraction Outcomes

Per Section 3, Gemini 1.5 Flash extracted claims
when the initial CSE search failed to find strong cor-
respondence, which was for 94.0% (1,868/1,987)
of COVID19.BR, 80.1% (5,738/7,160) of Fake.BR,
and 70.7% (992/1,404) of MuMiN-PT examples.

The lower need for extraction in MuMiN-PT
might relate to its bottom-up construction (starting
from verified claims, potentially leading to posts
that closely match searchable claims) and the con-
cise nature of posts on X. Conversely, Fake.BR of-
ten required extraction, possibly because full news
articles are less likely to directly match concise
search results without summarizing the core claim.
COVID19.BR (WhatsApp messages) frequently re-
quired extraction, perhaps due to conversational
context or less structured claims.

Analysis of the successfully extracted claims
(using the prompt in Figure 2) showed an average
length of 11-12 words per claim, with an average
word length of 4.9 characters, consistent across the
corpora. Appendix E shows examples of the full
enrichment process.

4.3 Search Engine Results Analysis

The top three domains found in the Google CSE re-
sults (combining results from both initial searches
and searches using extracted claims) were consis-
tent across searches for all three datasets: Brazilian
government sites (‘gov.br*), Globo (major media
network), and the BBC. Brazilian government sites
accounted for 34.0% of results for COVID19.BR,
25.0% for Fake.BR, and 23.1% for MuMiN-PT.
Globo represented 3.9%, 11.0%, and 7.0% respec-
tively, while the BBC appeared in 2.8%, 3.7%, and
3.7% of results for the same datasets.

Table 4 presents the domains corresponding to
fact-checking search results. These results refer to
instances where a CSE search result links to a page
containing a ClaimReview schema, as indicated in
the CSE result’s metadata. However, this metadata
from CSE typically does not include the actual
veracity label (e.g., true, false) of the claim.

In particular, the domains e-farsas.com,
sbt.com.br, and sapo.pt noted in our search re-
sults (Table 4) do not appear as source agencies


https://github.com/justinbt1/Akin/tree/v0.1.0

COVID19.BR Fake.br

10
11

MuMiN-PT
154

Domain

oo

afp.com

uol.com.br
observador.pt
estadao.com.br
e-farsas.com
sbt.com.br

globo.com
projetocomprova.com.br
sapo.pt

4
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Table 4: Count of fact-checking agency domains found
within CSE search results containing ClaimReview
metadata. Parent domains aggregate related subdomains
(e.g., uol.com.br includes lupa.uol.com.br).

in Table 1. Alternatively, boatos.org is indicated
as a source agency there but is absent from our
CSE-retrieved ClaimReview findings.

Some CSE results from agency domains in-
cluded publication dates. Figure 3 plots these dates.
Results associated with COVID19.BR peaked in
2020, and MuMiN-PT results clustered in 2020-
2022, aligning well with their collection periods
(Table 1). Fake.br results showed a broader date
distribution, often more recent than the original
2016-2018 collection period.

COVID19.BR

1 l H —— MuMiN-PT

T =

S 79’7’\ W2 ’),Q’f)

s qﬁia Vs

SN o\

Figure 3: Publication dates of agency results from the
CSE search that included ClaimReview metadata.

The Google FactCheck Claim Search API
yielded results in 58.8% of MuMIiN-PT, 5.0% of
COVIDI19.BR, and 0.9% of Fake.br cases. The
high rate for MuMiN-PT is expected, as Google
FactCheck Claim Search was involved in its cre-
ation process. The low rate for Fake.br might be
due to its age and website source (less likely in-
dexed by the ClaimReview schema compared to
social media or recent news). COVID19.BR’s rate
is intermediate, reflecting its WhatsApp origin and
timing during the pandemic.

The FactCheck API directly provides the verac-
ity label assigned by the reviewing organization.
Table 5 summarizes the labels found across 986
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claims retrieved successfully via this API for all
datasets combined. The labels predominantly indi-
cate falsity or related categories. Only 11 claims
were explicitly labeled “true”. This supports the ob-
servation that fact-checking efforts predominantly
target content perceived as problematic or false.

Compared to the CSE results with ClaimReview
metadata (Table 4), the direct FactCheck API query
retrieved results from boatos.org but not from
e-farsas.comor sbt.com.br.

The label distribution generally aligns with find-
ings by Couto et al. (2021), although direct com-
parison is limited by differences in data collection
scope and time period.

4.4 Evidence Patterns from Search Results

Analysis of CSE and FactCheck API search results
revealed distinct evidence patterns for true/false
claims:

For TRUE claims:

T1: Corroboration: Links to original/reliable
sources confirming the information (Appendix
E, T1 Ex.).

Absence of Explicit Confirmation: Fact-
checkers rarely explicitly confirmed true
claims via CSE/API (as they primarily debunk,
Table 5).

For FALSE claims:

F1: Direct Debunk: Reputable articles/fact-
checks directly refute the claim (Appendix
E, F1 Ex.).

Misinformation Reinforcement: Results of-
ten surface the same misinformation from un-
reliable sources, amplifying it (Appendix E,
F2 Ex.).

Academic Recognition as Misinformation:
Scholarly articles identify the claim as known
misinformation (Appendix E, F3 Ex.).

While T1/F1 provide clear veracity signals, F2
can propagate misinformation, and F3 offers meta-
evidence of falsity. (Examples: Appendix E).
While T1 and F1 offer clear veracity signals, F2
can propagate misinformation. F3 provides unique
meta-evidence of a claim’s dubious nature. Illustra-
tive examples are in Appendix E.

T2:

F2:

F3:

5 Experimental Strategy and Setup

To assess the impact of our data enrichment, we
established the following experimental configura-
tions, which were applied to the COVID19.BR and
Fake.BR datasets. While MuMIiN-PT was invalu-



Fact-checking Source

Total Claims Retrieved

Assigned Veracity Labels (Count)

aosfatos.org 283
uol.com.br 150
observador.pt 147
lupa.uol.br 114
boatos.org 99
afp.com/pt 71
estadao.com.br/estadao-verifica 47
projetocomprova.com.br 45
g1.globo.com/fato-ou-fake 11
bol.uol.com.br 2
folha.uol.com.br 2
piaui.folha.uol.com.br 2

false (246), distorted (29), not quite so (2), unsustain-
able (2), exaggerated (2), contradictory (2)

false (130), misleading (10), unsustainable (7), dis-
torted (2), satire (1)

wrong (124), misleading (23)

false (100), true (5), true but (5), exaggerated (2),
under review (1), too early to tell (1)

false (99)

false (48), misleading (17), unverified (2), true (1),
no evidence (1), out of context (1), lacks context (1)
misleading (25), false (20), out of context (2)

false (24), misleading (21)

fake (11)

false (2)

misleading (1), false (1)

false (2)

Table 5: Veracity labels assigned by fact-checking agencies as retrieved via the Google FactCheck Claim Search
API across all datasets. The most frequent labels, primarily indicating falsity or deception, are highlighted in bold.
These results were used to guide our manual “External Label Verification” step (Section 3.2), where conflicts with
an original dataset’s binary label prompted a review. Appendix A.4 details which labels were considered evidence

for FAKE NEWS or TRUE.

able for the preceding comparative analyses of data
characteristics and evidence retrieval patterns (Sec-
tions 4.1 to 4.4), it was excluded from classification
experiments due to severe class imbalance (Table
3).

1. Validated-only Data (Baseline): Datasets af-
ter our full semi-automatic validation work-
flow (Section 3.2). This configuration serves
as the baseline to measure the impact of en-
richment.

Validated and Enriched Data: Validated
datasets supplemented with external web
search evidence, evaluated under two condi-
tions:

(a) Complete Enrichment: Using the first
Google API CSE search result as con-
text.

(b) Filtered Enrichment (No Social Me-
dia): Excluding social media results
(e.g., Twitter/X, Facebook) from CSE
searches.

For comparability, both COVID19.BR
and Fake.br used a standardized 80/10/10
train/validation/test split. For Fake.br, news pairs
from the original dataset were kept together
within each partition to ensure methodological
consistency.

Model performance per data configuration was
measured via: 1) supervised fine-tuning of the Por-
tuguese SLM Bertimbau base (Souza et al., 2020),
and 2) few-shot learning with the Gemini 1.5 Flash
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LLM (Reid et al., 2024).

5.1 Evaluation Environment

For few-shot learning, the prompt for each test
instance included the same set of 15 randomly se-
lected examples from the training set. All exper-
iments were run 3 times to be averaged, but the
result between each experiment was the same. Fig-
ure 4 presents the base prompt used for inference
by the model.

The following are texts from messages and news in
Portuguese. Your task is to classify each text as con-
taining FAKE NEWS or as being TRUE.

To assist in the classification, extra context will also
be provided, corresponding to a Google search for the
terms of the text to be classified.

Respond only with one of the following tags: “FAKE
NEWS” or “TRUE”.

Figure 4: Base prompt for misinformation detection.
The underlined section is included when external con-
text (retrieved evidence) is incorporated.

Fine-tuning experiments used PyTorch with
SimpleTransformers (Rajapakse et al., 2024) on
NVIDIA V100 (32GB VRAM) or A100 (80GB
VRAM) GPUs. Runs typically required 8-12 GB
VRAM, varying with data configuration and batch
size. Hyperparameter grid search details are in Ap-
pendix F. Best hyperparameters were chosen via
validation F1-score.


aosfatos.org
uol.com.br
observador.pt
lupa.uol.br
boatos.org
afp.com/pt
estadao.com.br/estadao-verifica
projetocomprova.com.br
g1.globo.com/fato-ou-fake
bol.uol.com.br
folha.uol.com.br
piaui.folha.uol.com.br

6 Experimental Results and Discussion

This section presents misinformation detection
results for fine-tuned Bertimbau base and few-
shot Gemini 1.5 Flash, comparing performance
on validated-only data against data enriched with
external evidence (Table 6).

The introduction of external evidence through
enrichment generally led to performance gains over
the validated-only baseline, although the impact
varied by dataset and model. For COVID19.BR,
complete enrichment improved the F1-macro score
for both Bertimbau (+1.0) and Gemini (+2.4).

The introduction of external evidence through
enrichment generally led to performance gains over
the validated-only baseline, though the impact var-
ied. On COVID19.BR, it improved the F1-macro
score for both Bertimbau (+1.0) and Gemini (+2.4).
In contrast, on Fake.BR, enrichment provided a
modest improvement for Bertimbau (+0.3) but de-
graded performance for Gemini, a result potentially
explained by temporally mismatched evidence for
this older dataset (Figure 3).

A notable result is Bertimbau’s near-perfect per-
formance on the canonical Fake.br dataset, a score
suggesting the dataset may be ’saturated’ for mod-
ern models. The original corpus authors (Monteiro
et al., 2018; Silva et al., 2020) explain this by not-
ing significant, systematic differences between the
classes: true news was sourced from professional
journalistic outlets while fake news came from am-
ateur sites, resulting in disparate writing quality
and style. Although we use a length-normalized
version of the dataset, these other strong intrinsic
signals likely contribute to the exceptionally high
baseline performance, making it difficult to mea-
sure the marginal impact of our evidence enrich-
ment. This underlines the importance of evaluating
on more varied datasets like COVID19.BR, which
proved to be a more challenging benchmark for
assessing the value of external evidence.

Filtering social media from enriched data (Fil-
tered vs. Complete) generally reduced performance
for Bertimbau on both datasets and for Gemini on
COVIDI19.BR. This suggests that the excluded so-
cial media content contained relevant signals for
the models.

Overall, the fine-tuned Bertimbau base model
consistently outperformed the few-shot Gemini 1.5
Flash across all configurations and datasets, which
is expected given its supervised training on a larger
volume of task-specific data.
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7 Conclusion

Our analysis included three distinct datasets: the
canonical Fake.br, the topic-specific COVID19.BR,
and the bottom-up collected MuMiN-PT. While
Fake.br and MuMiN-PT presented limitations for
our final classification task, they were instrumental,
alongside COVID19.BR, for our broader investiga-
tion. Fake.br, while foundational, exhibited signs
of saturation, with models reaching near-perfect
accuracy, making it a less sensitive benchmark for
measuring evidence enrichment. MuMiN-PT was
excluded from classification entirely due to severe
class imbalance. This left COVID19.BR as our
primary dataset for evaluating the impact of en-
richment, as it provided a more challenging and
less saturated baseline. Nevertheless, the inclusion
of all three was invaluable for a comprehensive
comparative analysis: they provided contrasting
examples of collection methodologies (top-down
vs. bottom-up), domains (general vs. health), and
highlighted challenges such as temporal evidence
misalignment (most prominent in the older Fake.br)
and the varying effectiveness of evidence retrieval
APIs across different data sources.

While a validation pipeline improved dataset re-
liability by removing various issues, models trained
on the cleaned data sometimes performed slightly
worse. This suggests the cleaning process, despite
enhancing quality, might remove useful heuristic
signals, thereby increasing the task’s intrinsic dif-
ficulty before external contextual evidence is ap-
plied.

A qualitative analysis of the retrieved evi-
dence revealed significant variability in the use-
fulness of recovered content for fact-checking pur-
poses. While true claims often found corroboration
through reliable news sources and official state-
ments, false claims presented more complex evi-
dence patterns. The ideal evidence for false claims
consisted of direct refutations from established
fact-checking organizations, but such explicit de-
bunking was not consistently available through our
search methodology. Crucially, the retrieved evi-
dence cannot be uniformly considered golden evi-
dence for automated verification. Our analysis iden-
tified several quality issues: (1) the self-reinforcing
nature of online misinformation; (2) varying cover-
age by the Google FactCheck Claim Search API;
and (3) temporal misalignment between claims
and available evidence, particularly affecting older
datasets like Fake.BR. These findings highlight



. COVID19.BR Fake.br
Model Processing
Accuracy Fl-macro Accuracy Fl-macro
Validated-only 81.1 81.4 98.9 98.9
Bertimbau base (Souza et al., 2020) +Enriched (Complete) 82.1 82.4 99.2 99.2
+Enriched (Filtered) 77.9 78.3 98.7 98.8
Validated-only 76.9 76.9 81.0 80.4
Gemini 1.5 Flash (Reid et al., 2024) +Enriched (Complete) 79.3 79.3 77.6 76.7
+Enriched (Filtered) 79.0 78.9 78.1 77.2

Table 6: Accuracy and F1-Macro results for Bertimbau base (fine-tuned) and Gemini 1.5 Flash (few-shot) on the
test set. Performance is compared between validated-only data (baseline) and validated data enriched with external
evidence. The best scores for each model and dataset are in bold.

that evidence retrieval quality significantly impacts
the potential effectiveness of evidence-based fact-
checking systems.

Fine-tuned Bertimbau (SLM) consistently out-
performed few-shot Gemini 1.5 Flash (LLM).
While external web content enrichment generally
improved performance over validated-only data
(notably for COVID19.BR), its benefits varied. Ef-
ficacy depended on search quality, claim extraction
accuracy, API coverage, and temporal alignment
of claims and evidence.

The enriched datasets generated in this study,
which associate original claims with retrieved web
evidence snippets and LLM-extracted main claims,
offer valuable resources for future research. Po-
tential applications include developing more so-
phisticated evidence-based fact-checking models,
exploring stance detection between claims and evi-
dence, and investigating the temporal dynamics of
misinformation and its verification.

Our findings underscore that robust misinfor-
mation detection likely requires a hybrid approach,
combining sophisticated textual analysis with a crit-
ical and nuanced evaluation of external evidence.

Limitations

The inherited binary veracity labels (true/false)
do not capture the full veracity spectrum (e.g.,
“misleading”) used by fact-checkers (Hangloo and
Arora, 2022; Wang, 2017), although our FactCheck
API retrieval offered some nuance (Table 5). Some
claims, such as personal anecdotes or opinions,
are inherently unverifiable via external web evi-
dence. Furthermore, the temporality of claims and
evidence remains a challenge, as current evidence
may not reflect past contexts.

A core limitation of our work is the absence of
semantic verification between claims and retrieved
evidence; no explicit stance detection or Natural

42

Language Inference (NLI) was performed to de-
termine if evidence supports or refutes a claim.
Additionally, the quality of the LL.M-based claim
extraction itself was not directly evaluated against
a human-annotated ground truth, which is a key
methodological limitation. Our claim extraction
focused on a single main claim per text, while texts
with multiple claims would require more advanced
splitting techniques (Tang et al., 2024; Vargas et al.,
2023). Results from claim extraction (Gemini 1.5
Flash) and evidence retrieval (Google Search API)
are dependent on these specific LLMs and APIs
and might vary with alternatives.

Furthermore, our study relied on Google’s
Search APIs for evidence retrieval. A valuable
direction for future work would be to compare this
approach against a broader range of state-of-the-
art information retrieval techniques. This could
include employing dense retrieval models or more
advanced query expansion strategies to assess how
different retrieval methods impact the quality of the
evidence found and, consequently, the performance
of the fact-checking model.

The lack of a fixed random seed for the Gemini
API version used limits exact reproducibility of
claim extraction. Finally, evidence retrieval ana-
lyzed search snippets and metadata, not in-depth
content of full URLs, potentially missing richer
contextual information.

Ethics Statement

The authors have reviewed and commit to uphold-
ing the ACL Code of Ethics. We have considered
the ethical implications of our research, data usage,
and potential applications throughout this work.
Our research focuses on the Fact Extraction and
VERification (FEVER) task, specifically by enrich-
ing Portuguese-language misinformation datasets
with external evidence.



Data Handling and Potential Biases:
The datasets used in this study (Fake.BR,
COVID19.BR, MuMiN-PT) are publicly available.
Our semi-automated validation process (Section
3.2) aimed to improve data quality and consistency.
However, we acknowledge that these datasets
may contain inherent biases stemming from their
original collection methodologies (e.g., source,
topic selection as described in Table 1), temporal
context, and the nature of misinformation itself,
which often includes sensitive or controversial
topics. While our cleaning process addresses
some structural issues (e.g., near-duplicates, label
inconsistencies), it does not eliminate all potential
underlying biases in the data. The texts themselves,
being misinformation, can contain harmful or
offensive content; our work analyzes this existing
data and does not generate new harmful content.
To prevent models from relying on superficial
source-based heuristics, URLs were removed
from texts before classification experiments, as
discussed in Appendix B. We acknowledge this
methodological choice may be misplaced for
real-world applications. In practice, links often
provide essential context for fact-checking, and
developing models that learn to evaluate source
trustworthiness could prove more beneficial and
realistic than simply removing this information.
This represents a trade-off between controlled
experimental conditions and ecological validity
that should be reconsidered in future work.

Models and Algorithmic Bias: We utilize Large
Language Models (Gemini 1.5 Flash) for claim ex-
traction (Section 3.3) and web search APIs (Google
Custom Search Engine, Google FactCheck Claim
Search API) for evidence retrieval (Section 3). We
recognize that both LLMs and search engine re-
sults can exhibit biases (e.g., reflecting dominant
viewpoints, perpetuating stereotypes, or being in-
fluenced by algorithmic filtering) and are not infal-
lible. Our analysis (e.g., Pattern F2, Section 4.4,
Appendix E) shows that search can sometimes re-
inforce misinformation. The performance and fair-
ness of Automated Fact-Checking (AFC) systems
heavily depend on the quality and representative-
ness of the data and the underlying models. The
lack of a fixed random seed for the Gemini API
version used, as mentioned in Section 7, presents a
limitation for exact reproducibility of claim extrac-
tion.
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Potential for Misuse and Mitigation Strategies:
Automated Fact-Checking systems, if inaccurate or
misused, could inadvertently lead to the mislabel-
ing of information, potentially suppressing legiti-
mate speech or failing to identify harmful misinfor-
mation. Our work aims to improve the robustness
of AFC by focusing on evidence-based verification.
By making our enriched datasets and Python code
publicly available upon publication (as stated in the
Abstract and Conclusion), we aim to foster trans-
parency, reproducibility, and further research into
more reliable and fair fact-checking systems for the
Portuguese language.

Scope and Limitations: This work operates pri-
marily with binary veracity labels (true/false) inher-
ited from the source datasets, which is a simplifica-
tion of the nuanced reality of information veracity,
as discussed in Sections 4.1.2 and 7. Some claims
are inherently difficult to verify through automated
web searches (e.g., personal opinions, unverifiable
anecdotes). The temporality of claims and evi-
dence also poses a challenge (Section 4.1.2), as the
truthfulness or relevance of information can change
over time. Our evidence retrieval is based on search
snippets and metadata, not full-page analysis for
all results, which is a limitation in depth.

Broader Impact: The intended broader impact
of this research is to contribute to the development
of more effective tools for combating misinforma-
tion in Portuguese, a significant societal challenge.
By providing enriched, evidence-linked datasets
(associating original texts with retrieved evidence
and LLM-extracted claims, as mentioned in the
Abstract and Conclusion), we hope to facilitate ad-
vancements in evidence-aware AFC systems. We
believe that responsible development and deploy-
ment of such technologies are crucial for a well-
informed public discourse.
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A Ilustrative Examples of the
Semi-automatic Validation Workflow

This appendix provides concrete examples to il-
lustrate the different stages of the semi-automatic
validation workflow described in Section 3.2.

It is important to note that the removal of URLs
from texts, mentioned as a general step to avoid
domain bias, was performed after the validation
steps exemplified here that might depend on the
presence of these URLs (such as URL-based con-
tradiction resolution or Fake.br-specific filtering
by source URL). The examples below show the
texts before this final URL removal, but with other
specific validation processes being illustrated.

A.1 Initial Automated Filtering

This stage removed examples that did not meet ba-
sic content or format criteria. Figure 5 illustrates
three types of removal in this phase: texts com-
posed solely of a URL, texts considered excessively
short after tokenization and removal of stopwords,
and exact duplicates within the same corpus.

47

Text composed only of a URL (COVID19.BR) - Re-

moved

https://fanoticias.com.br/covid-19-jovem
-sobre-os-efeitos-parecia-furar-meu-peito/

’

Text with few relevant tokens (COVID19.BR) - Re-

moved

hahaha looks like corona.hahaha

Exact Duplicate (Fake.br) - Example true_0069 re-

moved

Suplicy will participate in Doria’s web program this
Thursday

Councilman Eduardo Suplicy (PT-SP) will participate
this Thursday (10), at 8:30 PM, in the program “Olho
no Olho” (Eye to Eye), broadcast on Mayor Jodao
Doria’s (PSDB-SP) social media.

Doria has already hosted allies and personalities on
the show such as singer Lobao, presenter José Luiz
Datena, former basketball player Oscar, singer Roger
from Ultraje a Rigor, and journalist Joice Hasselman.
At the beginning of his term, the tucano (PSDB mem-
ber) spared criticism of his predecessor Fernando Had-
dad (PT-SP), but in recent months, he has accused the
former mayor of leaving a R$ 7 billion deficit in the
city hall. Haddad denies this and says he left the city’s
accounts in order.

Suplicy, in turn, is one of the critical voices against
Doria in the City Council.

Figure 5: English-translated examples of removals per-
formed in the initial automated filtering stage.

A.2 Language Filtering

Examples identified as not being primarily in Por-
tuguese were removed. The Lingua tool was used
for automatic detection, followed by manual verifi-
cation in ambiguous cases. Figure 6 shows exam-
ples removed for being in English and Spanish.

A.3 Contradiction Resolution

This stage addressed label inconsistencies between
semantically very similar examples or those that
referenced the same source. Figure 7 illustrates a
case of near-identical texts in the COVID19.BR
corpus that had conflicting veracity labels (true vs.
false). After manual analysis, based on context and
external sources when available, both conflicting
examples were removed.

A.4 External Label Verification

The Google FactCheck API was used to identify
potential labeling errors in the original data. When
an API result was found, we performed a manual
review by one of the authors if the retrieved verac-
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Example in English (COVID19.BR) - Removed

German state minister kills himself as coronavirus
hits economy
-https://www.aljazeera.com/news/2020/03/g
erman-state-minister-kills-coronavirus-h
its-economy-200329165242615.html

Example in Spanish (MuMiN) - Removed

Video de fraude en las urnas de Flint (Michigan) du-
rante las elecciones de Estados Unidos

Figure 6: Examples filtered for not being in Portuguese.

Near-Duplicate Text A (COVID19.BR) - Original La-

bel: False

Amidst the severe CORONAVIRUS crisis, the Na-
tional Congress refused to give up the money allo-
cated to the electoral fund to aid in combating the
pandemic. As always, these bloodsuckers show they
only care about their own interests. Let’s sign the
petition for the closure of the National Congress!

ﬂ https://peticaopublica.org/fechamento-
congresso-nacional/

Excerpt considered true (COVID19.BR)

Amidst the severe CORONAVIRUS crisis, the Na-
tional Congress refused to give up the money allo-
cated to the electoral fund to aid in combating the
pandemic. As always, these bloodsuckers show they
only care about their own interests. Let’s sign the
petition for the closure of the National Congress!
I P
//peticaopublica.org/fechamento-congresso-
nacional/

Figure 7: Example of a pair of near-duplicate texts in
the COVID19.BR corpus that had contradictory veracity
labels. Manual resolution was necessary to determine
the correct label or remove the pair.

ity label conflicted with the original binary label.
During this review, retrieved labels that clearly indi-
cated falsity—specifically “false,” “fake,” “mislead-
ing,” and “wrong” (highlighted in Table 5)—were
considered strong evidence to check for a potential
FAKE NEWS mislabel. Conversely, a retrieved la-
bel of “true” was used to check for potential TRUE
mislabels. Nuanced or uncertain labels like “not
quite so” or “too early to tell” did not automatically
trigger a label change but were considered by the
human annotator to inform the final decision for
that specific case. Figure 8 demonstrates a case
in the MuMiN-PT corpus where the original label
(true) was corrected to fake after external veri-
fication and manual analysis confirmed the initial
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incorrectness.

Example of Label Correction (MuMiN-PT)

Corpus: MuMiN-PT

Original text: The American Medical Association
lifted restrictions and began recommending hy-
droxychloroquine against covid-19

Label: true fake

Query (Extracted claim): The American Medi-
cal Association recommends hydroxychloroquine
against covid-19.

CSE Result:

Title: <b>Hydroxychloroquine</b>
is not recommended as early
treatment ...

Snippet: 1 day ago <b>...</b>
From time to time, the drug
<b>hydroxychloroquine</b>

is again pointed out
as an effective  early
treatment <b>against

Covid</b>-<b>19</b>.

FactCheck Result:

Agency: Aos Fatos | Label: False | Re-
viewed claim: American Medical As-
sociation does not recommend hydrox-
ychloroquine ...’

Figure 8: Illustration of the external label verification
process. An example from MuMiN-PT had its original
label (true) corrected to fake based on evidence from
the Google FactCheck API and subsequent manual con-
firmation.

A.5 Specific Treatment for Fake.br

The Fake.br corpus has particular characteristics
that required additional treatment steps. Figure 9
illustrates the removal of near-duplicate texts that
shared the same source URL, a situation specific to
this corpus. Additionally, two other specific rules
were applied (not illustrated with detailed visual
examples for brevity, but described below):

(a) Removal of incomplete texts: Examples
whose normalized texts (as per 4.1) were iden-
tified as truncated or incomplete compared to
the original news story (addressed in Issue #7
of the Fake.br repository) were removed.

Maintenance of pairs: Given that Fake.br
is structured in pairs of news items (true and
false about the same event), if one element of
the pair was removed by any of the previous

(b)
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validation criteria, the corresponding element
was also removed to preserve the integrity of
the dataset’s paired structure.

Near-Duplicates with Same Source URL
(Fake.br) - Example true_3023 removed

The offenders’ paradise To get a third of the deputies’
votes, Temer decrees pardon of fines Privatization
projects to improve public accounts performance are
being undermined in the process of winning a third of
the Chamber’s votes to spare President Temer from in-
vestigation for crimes of criminal organization and ob-
struction of justice. More so now, after the convicted
Waldemar da Costa Neto, aka Boy, was heeded, who
demanded the removal of Congonhas airport from the
announced package, which would bring in 6 billion in
revenue, in exchange for keeping the country’s second-
largest airport under Infraero’s control. It’s obvious
that the corruption scheme of previous governments
is maintained. ...

Figure 9: Example of Fake.br-specific removal: near-
duplicate texts (true_0251 and true_3023) originating
from the same source URL. One of them (true_3023)
was removed to reduce redundancy originating from the
collection.

B URL Dependency

In the context of /inks in the COVID19.BR dataset,
Table 7 shows the most mentioned URL domains
in the examples. The domains Gazeta Brasil, bit.ly,
Globo, WhatsApp, and JapinaWeb almost always
represent true examples. However, the presence of
a governmental domain is not, in itself, a guarantee
of veracity. Brazilian government domains, such
as gov.br, can be instrumentalized in misleading
contexts, as illustrated by an example from the
MuMiN-PT corpus in Figure 10.

Example of Misleading Use of Official URL
(MuMiN-PT)

Everyone, you need to register on conectesus to get
vaccinated. I suggest doing it now. The site probably
won’t handle the traffic when the time comes. https:
//conectesus-paciente.saude.gov.br/ It’s a
SUS registration. Those who took the Yellow Fever
vaccine in 2018 already have it. Or those who have
used SUS in recent years. The application works more
or less like those driver’s license or voter ID apps.

Figure 10: Example from MuMiN-PT where an official
URL is used in a misinformation context. °
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Mentioned URL Domains fake % fake true % true Total
gazetabrasil 0 0.0 259 100.0 259
bit.ly 6 6.8 82 93.2 88
youtube 47 67.1 23 329 70
globo 6 11.3 47 88.7 53
facebook 19 38.0 31 62.0 50
dunapress 0 0.0 46  100.0 46
twitter 25 56.8 19 432 44
whatsapp 1 3.1 31 96.9 32
uol 11 37.9 18 62.1 29
conexaopolitica 16 59.3 11 40.7 27
gov.br 6 26.1 17 73.9 23
instagram 5 21.7 18 78.3 23
jornaldacidadeonline 14 63.6 8 36.4 22
japinaweb 0 0.0 21 100.0 21
atrombetanews 7 35.0 13 65.0 20

Table 7: Count of the 15 most referenced URL domains
in the COVID19.BR corpus, broken down by fake and
true labels (absolute counts and percentages). Domains
and their *% true’ values are highlighted in bold if over
80% of the mentions for that domain are in examples
labeled as true. Brazilian governmental domains were
aggregated under “gov.br”.

C Near-Duplicate Examples

This appendix provides examples of near-duplicate
texts identified during the validation process (Sec-
tion 3.2).

Figure 11 shows two near-duplicate examples
from the Fake.br dataset, both originally labeled
"true’. They report the same event (death of jour-
nalist Marcelo Rezende) but were published a few
hours apart on the same news site (G1) with minor
updates regarding the wake.

Figure 12 shows examples of near-duplicate mes-
sages from the COVID19.BR dataset, originally
labeled ’false’. These messages promote a non-
existent offer of free internet data, varying slightly
in the amount offered (10GB vs. 500GB) and the
link provided.

D Prompt Patterns Explored

This appendix lists the main types of prompts iden-
tified in our literature review (Section 3.3) for claim
extraction and related tasks. We experimented with
variations based on these patterns before settling
on the simpler zero-shot prompt in Figure 2.

» Simple Claim Detection (Kotitsas et al., 2024):
Basic instruction asking for the main claim.

What is the main claim of the input?

* Claim Splitting/Decomposition (Scire et al.,
2024; Kamoi et al., 2023; Tang et al., 2024;
Wang et al., 2024): Instruction to break down a


https://conectesus-paciente.saude.gov.br/
https://conectesus-paciente.saude.gov.br/

Marcelo Rezende passed away at 65 in Sdo Paulo. He
was a victim of multiple organ failure resulting from
cancer, as reported by Hospital Moriah.. The jour-
nalist Marcelo Rezende died at 5:45 PM on Saturday
(16th) in Sao Paulo, at 65 years old, victim of multi-
ple organ failure resulting from cancer, according to
Hospital Moriah.. ..

\

(a) English-translation of the original news article posted at
https://web.archive.org/web/20220808194736/https:
//g1.globo.com/sao-paulo/noticia/morre-aos-65-an
os-o-jornalista-marcelo-rezende.ghtml

7

The body of Marcelo Rezende will lie in state at the
Legislative Assembly this Sunday. He died from mul-
tiple organ failure resulting from cancer, as reported
by Hospital Moriah.. The body of journalist Marcelo
Rezende will lie in state this Sunday (17th) at the Sao
Paulo Legislative Assembly. The burial arrangements
have not yet been announced by the family. . ..

\. J

(b) English-translation of the updated news article at https:
//web.archive.org/web/20190208022401/https://gl
.globo.com/sao-paulo/noticia/corpo-de-marcelo-re
zende-sera-velado-na-assembleia-legislativa-nest
e-domingo.ghtml

Figure 11: Two near-duplicate examples (English trans-
lations) from the Fake.br dataset (’true’ label). The
second is an update of the first, published shortly after
by the same source (G1). Differences are highlighted.

Free 500 GB 4G Internet @) Due to the COVID-19
epidemic, we're offering 10 GB of free Internet, valid
for 90 days to help you stay home! Get free Internet
access and stay home
https://bit.ly/10gbytes

Free 500 GB 4G Internet @ Due to the COVID-
19 epidemic, we’re offering 500 GB of free Internet,
valid for 90 days to help you stay home! Get free
Internet access and stay home
http://huSk.com/Covid

Free 500 GB 4G Internet @ Due to the COVID-
19 epidemic, we’re offering 500 GB of free Internet,
valid for 90 days to help you stay home! Get free
Internet access and stay home
https://bit.ly/500gbytes

Figure 12: Near-duplicate examples (English trans-
lations) of misinformation (clickbait) from the
COVID19.BR dataset (’false’ label). Minor variations
in text and URL are highlighted.

sentence into multiple atomic claims. (Not used
in our final approach).

Segment the following sentence into individual
facts: [SENTENCE]

¢ Role Specification (Kotitsas et al., 2024): Defin-
ing the AI’s role to guide its behavior.

You are an Al assistant helping fact-checkers
identify check-worthy information. Extract the
main claim from: [TEXT]

» Explicit Fact Categories (Ni et al., 2024): Pro-
viding definitions of what constitutes a factual
claim.

Identify claims mentioning specific actions,
quantities, correlations, rules, or predictions
in the following text: [TEXT]

* Query Formulation Analogy (Abbasiantaeb
and Aliannejadi, 2024): Framing the task as
generating a search query to verify the text.

What would you search on Google to verity
this text? Extract the core query: [TEXT]

¢ Few-shot Demonstration (Scire et al., 2024):
Providing input/output examples chinite the
prompt.

Input: [Example Text 1]
Claim: [Example Claim 1]
Input: [Actual Text]
Claim:

Our final prompt (Figure 2) is closest to the Sim-
ple Claim Detection pattern, adding constraints on
length and output format.

E Evidence Pattern Examples

This appendix provides concrete examples illus-
trating the evidence patterns T1, F1, F2, and F3,
as discussed in Section 4.4. Each example in-
cludes metadata from the original dataset (dataset,
label, original text with the query portion under-
lined), the query used for search (either the un-
derlined text or an extracted claim), the primary
CSE result snippet obtained, and any relevant
FactCheck API result. Translations are pro-
vided where necessary.

Pattern T1: Corroboration of True Claims

This pattern involves finding evidence from reli-
able sources (like news articles) that confirms the
factual information in a true claim. The example
below (Figure 13) shows a claim extracted from
a message about COVID-19 test reliability. The
CSE result points to an article from a reputable
source (Fiocruz, a Brazilian research institution)
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discussing the possibility of false negatives, thus
corroborating the claim. The FactCheck API re-
turned no results, consistent with pattern T2.

Example of Pattern T1: Corroboration

Dataset: COVID19.BR

Original Text: We’ve had patients who took COVID-
19 tests, including tests at Sabin laboratory that
came back negative, but when repeated at Os-
waldo Cruz Hospital using rapid tests showed
positive results. Remember that nasal swab tests
may yield false negatives. Stay alert to avoid false
negatives... (truncated)

Original Label: true

Query (Extracted Claim): COVID-19 tests may
yield false negatives, even when conducted at rep-
utable laboratories.

CSE Result:

Title: <b>Covid</b>-<b>19</b>:
Fiocruz researcher
answers questions about
<b>testing</b>...

Snippet: Jan 15, 2021 <b>...</b>

<b>false negatives may</b>
occur due to low specificity
and analytical sensitivity
of the <b>test</b>...
no <b>laboratory test</b>
perfect and its...

is

FactCheck API Result: None

Figure 13: Example illustrating Pattern T1. The search
based on the extracted claim found corroborating infor-
mation from a reliable source. (English translation from
COVIDI19.BR)

Pattern F1: Direct Debunk

This pattern represents the ideal outcome for ver-
ifying a false claim, where search results contain
a direct refutation from a fact-checking agency or
reliable source. Figure 14 shows an example where
the CSE search for a claim about coronavirus trans-
mission via parcels returned a result explicitly stat-
ing the opposite, effectively debunking the claim.
Note that in this specific instance, the FactCheck
API did not return a result, but the CSE result itself
serves as the debunk.

Pattern F2: Misinformation Reinforcement

This common pattern occurs when searching for
a piece of misinformation returns results that sim-
ply repeat or amplify the same false claim, often
from unreliable sources or social media. Figure
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Example of Pattern F1: Direct Debunk

Dataset: MuMiN-PT

Original Text: The new coronavirus can be transmit-
ted through parcels shipped from China.

Original Label: false

Query (Original Text): The new coronavirus can be
transmitted through parcels shipped from China.

CSE Result:

Title: <b>The new coronavirus</b>
cannot survive in <b>parcels
shipped</b> from ...

Snippet: March 4, 2020 <b>...</b>

<b>coronavirus can be
transmitted  through  parcels
shipped</b> by mail from

<b>China</b> to other countries.
The claim, which served as the
basis ...

Source Type: News/Fact-Check Report

FactCheck API Result: None

Figure 14: Example illustrating Pattern F1. The CSE
search using the false claim as a query yielded a result
directly refuting it. (English translation from MuMiN-
PT)

15 demonstrates this: the CSE search for the false
claim about the “Popular Pharmacy” program re-
turned a result from an unreliable source echoing
the misinformation. Critically, even though the
FactCheck API did find a relevant debunk for this
claim, the CSE result exemplifies the F2 pattern,
highlighting the challenge where search engines
might surface reinforcing content alongside (or in-
stead of) corrective information.

Pattern F3: Academic Recognition as
Misinformation

This pattern occurs when searching for a known
piece of misinformation yields results pointing to
academic literature (papers, theses, articles) that
cite or discuss the misinformation as an object of
study. While not providing a direct debunk snippet
in the same way as F1, these results serve as meta-
evidence’, confirming that the claim is recognized
as problematic or false within the research com-
munity. Table 8 provides a list of such academic
publications encountered during our searches for
misinformation examples present in the datasets
used. No figure is provided for F3 as the primary
evidence is the existence of these academic refer-



Example of Pattern F2: Misinformation Re-

inforcement

Dataset: Fake.br

Original Text: Temer government will end the popu-
lar pharmacy. Who hasn’t heard of or even needed
the popular pharmacy, right? The system offers
the distribution of free medicines for various types
of diseases, these resources are available until the
month of August 2017 ... (truncated)

Original Label: false

Query (Original Text): Temer government will end
the popular pharmacy.

CSE Result:

Title: <b>Temer Government</b>
closes <b>Popular Pharmacy</b>
and intends to abolish the SUS

Snippet: Feb 22, 2018 <b>...</b>
Are you going to <b>allow</b>

it? The Ministry of Health
<b>has just closed</b> the
517 <b>popular pharmacies</b>
maintained by the federal
<b>government</b> in the
country.

Source Type: Unreliable Blog/Social
Media

FactCheck API Result:

Agency: Lupa - UOL | Rating: False |
Claim Reviewed: Temer does not *'make
official the end of the Popular Pharmacy
project’

Figure 15: Example illustrating Pattern F2. The CSE
search returned a result reinforcing the false claim, de-
spite a debunk existing (found via the FactCheck API).
(English translation from Fake.br)

ences rather than a specific search snippet.

F Hyperparameter Details for Bertimbau
Fine-tuning

Table 9 presents the hyperparameter grid search
space used to fine-tune the base Bertimbau model
across each training data configuration. For each
configuration and corpus, the best hyperparameters
were chosen based on the highest validation F1-
score.

Based on prior work with similar models and
tasks (Devlin et al., 2019; Liu et al., 2019; Ding
et al., 2020; Nogueira, 2021; dos Santos Gusmao,
2023; Souza et al., 2020), we set maximum training
epochs to 10. A standard weight decay of 0.01 was
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used (Devlin et al., 2019; Souza et al., 2020; Liu
et al., 2019).

We employed the AdamW optimizer (standard
for BERT) with canonical 31(0.9), 82(0.999) (De-
vlin et al., 2019; Souza et al., 2020; Rajapakse et al.,
2024), and SimpleTransformers’ default AdamW
epsilon (1e — 8) (Rajapakse et al., 2024). The max-
imum sequence length was set to the standard 512
tokens.

Task layer dropout rates of 0.1, 0.2, and 0.3 were
tested, as higher rates can aid regularization with
limited data (El Anigri et al., 2021; GrieBhaber
et al., 2020). Batch sizes of 8 and 16 were explored,
consistent with similar applications (Devlin et al.,
2019; Liu et al., 2019; Souza et al., 2020; Ding
et al., 2020; Nogueira, 2021; dos Santos Gusmao,
2023).

A learning rate scheduler with linear decay and
6% warmup followed (Liu et al., 2019)’s recom-
mendations. Early stopping based on the validation
F1-score (halting if no improvement greater than
0.001 for 3 epochs) prevented overfitting and opti-
mized training time.



Reference Area Year Institution  Publication Medium Theme
(Ribeiro and Ortellado, 2018) Social Sciences 2018 USP Journal Politics
(de Melo, 2019) Communication 2019 PUC-RIO Master’s Thesis Politics
(Sakurai, 2019) Computer Science 2019 UEL Final Project General
(Ttuassu et al., 2019) Communication 2019 PUC-RIO Conference Politics
(Santos, 2020) Computer Science 2020 Unichristus  Final Project General
(de Melo, 2021) Communication 2021 PUC-RIO Book Politics
(Barbieri, 2021) Communication 2021 UTP Master’s Thesis COVID-19
(Quintanilha, 2021) Linguistics 2021 UNL Master’s Thesis COVID-19
(Lima et al., 2021) Communication 2021 UFOP Journal COVID-19
(Lima, 2019) Communication 2021 USP Final Project Politics
(Arndt et al., 2021) Politics 2021 UFSC Journal COVID-19
(Leurquin and Leurquin, 2021) Linguistics 2021 UFC Journal COVID-19, Politics
(de S4, 2021) Computer Science 2021 UFC Master’s Thesis COVID-19, Politics
(Nascimento, 2021) Library Science 2021 UFC Final Project COVID-19
(Capistrano, 2022) Chemistry 2021 UFPA Final Project COVID-19
(Batista, 2020) Administration 2021 UFPE Master’s Thesis General
(de Freitas Melo, 2022) Politics 2022 UFPE Master’s Thesis Politics
(Borin da Cunha and Tilschneider Garcia Rosa, 2022) Education 2022 Unioeste Journal COVID-19, Science
(Sousa, 2022) Computer Science 2022 UFC Final Project General
(Quessada, 2022) Politics 2022 UFSCAR Master’s Thesis Politics
(Pereira and Antonio, 2023) Linguistics 2023 UEM Journal General
(dos Santos Gusmao, 2023) Computer Science 2023 UFAM Final Project General

Table 8: Selection of Academic Publications Found in Search Results Discussing Misinformation Examples from
the Datasets (Illustrating Pattern F3).

Hyperparameters

Search space / Value

Batch size
Learning rate

Task layer dropout

Seed

Weight decay

Max. train epochs
Max. Seq. Length
Learning rate scheduler
Optimizer

AdamW e

AdamW f3;

AdamW (9

Early stopping patience
Early stopping threshold (F1-
score)

8,16

{1e-6, 5e-6, le-5,
2.5e-5,5¢e-5,1e-4}
0.1,0.2,0.3

2025
0.01

10

512
Linear w/ 6% warmup
AdamW
le-8

0.9
0.999

3 epochs
0.001

Table 9: Hyperparameter search space for fine-tuning

the base Bertimbau model.
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Abstract

Social media has emerged as a valueable source
for early pandemic detection, as repeated men-
tions of symptoms by users may signal the
onset of an outbreak. However, to be a reli-
able system, validation through fact-checking
and verification against official health records
is essential. Without this step, systems risk
spreading misinformation to the public. The ef-
fectiveness of these systems also depend on
their ability to process data in multiple lan-
guages, given the multilingual nature of so-
cial media data. Yet, many NLP datasets
and disease surveillance system remain heavily
English-centric, leading to significant perfor-
mance gaps for low-resource languages. This
issue is especially critical in Southeast Asia,
where symptom expression may vary cultur-
ally and linguistically. Therefore, this study
evaluates the symptom detection capabilities
of LLMs in social media posts across multiple
languages, models, and symptoms to enhance
health-related fact-checking. Our results re-
veal significant language-based discrepancies,
with European languages outperforming under-
resourced Southeast Asian languages. Further-
more, we identify symptom-specific challenges,
particularly in detecting respiratory illnesses
such as influenza, which LLMs tend to overpre-
dict. The overestimation or misclassification of
symptom mentions can lead to false alarms or
public misinformation when deployed in real-
world settings. This underscores the impor-
tance of symptom detection as a critical first
step in medical fact-checking within early out-
break detection systems.

1 Introduction

Social media can be used for early pandemic de-
tection (Shi et al., 2024). When many users repeat-
edly mention or complain about a certain symptom,
it may indicate the potential onset of an outbreak.
Gour et al. (2022) conducted a study on the COVID-
19 outbreak and found that social media activity
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can reflect the state of an outbreak. Specifically,
the study revealed that negative tweets posted dur-
ing a crisis tend to align with the scale of the dis-
ease outbreak. However, to ensure the reliability
of these detections, it is essential to validate them
by fact-checking and verifying against the official
health records. This transition from detection to
health-related fact-checking and verification forms
the foundation for building reliable public health
monitoring systems. If a system detects a poten-
tial pandemic that does not correspond to official
health records, it may contribute to the spread of
misinformation to the public.

Nevertheless, the effectiveness of such systems
relies on their ability to process data in multiple
languages, as social media users come from all
over the world. Yet, a comprehensive study on
Natural Language Processing (NLP) datasets re-
vealed a significant bias towards English, result-
ing in better performance than other languages for
many tasks (Brown et al., 2020; Yu et al., 2022;
Lai et al., 2023). In the field of disease surveil-
lance, most existing epidemiological datasets and
detection systems have also been developed primar-
ily in English, with only limited support for other
languages (Parekh et al., 2024a).

The performance gap is potentially wider for lan-
guages with little labeled or even unlabeled data,
such as the majority of languages in Southeast
Asia (SEA), a linguistically diverse region home to
over 1300 languages (Joshi et al., 2020; Lovenia
et al., 2024). These factors also pose a challenge
in developing automatic symptom detection due
to cultural (Anggoro and Jee, 2021) and linguis-
tic variations (Wang et al., 2010), such as the use
of idiomatic expressions and colloquial terms for
common symptoms. A notable gap persists in ad-
dressing symptom identification and health-related
data processing for languages in this region and
under-resourced languages as a whole.

Addressing those challenges requires technolo-
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INPUT MODEL OUTPUT
Text in 7 languages 6 LLMs for symptom classification 8 Symptoms

FLU DIA HAY CGH HAC FEV RUN CLD

GPT-4 p—) Ve Z L
I got flu and my temperature is over 100. @ _@ v v
de \ch_hdbe die Gripp_e bekom__men und Gemini 1.5 Flash —@ v v
meine Temperatur liegt bei Uber 38 Grad. Genlini :
fr J'ai attrapé la grippe et j'ai prés de 40 I @ Y Y
de ficvre. Mistral Large Latest @ v v B
ja) 1Y 7IVBRUE SBMA0BR< Tz, e ) (1) | v/ v vX
.. v v
ar) 100 oe el a2y 13l sl GPT-40 mini g %
v v v
id Aku terkena flu dan suhu tubuhku lebih @ v v
: dari 100 derajat. Gemini 1.5 Flash 8B -
Nagkatrangkaso ako at ang temperatura Gemini @ V7 7
ko ay higit sa 100.
Mistral Small Latest @ v Y
[ e ® v v

LLMs performance? various levels of accuracy? the most challenging?
Figure 1: Overview of this study. We evaluate the symptom detection capabilities of LLMs on social media posts
across seven languages (English: en, German: de, French: fr, Japanese: ja, Arabic: ar, Indonesian: id, Filipino: fil),
six models (large-parameter models, e.g., GPT-4, Gemini 1.5 Flash, and Mistral Large Latest, and small-parameter
models, e.g., GPT-40 mini, Gemini 1.5 Flash 8B, and Mistral Small Latest), and eight symptoms (influenza: FLU,
diarrhea: DIA, hay fever: HAY, cough: CGH, headache: HAC, fever: FEV, runny nose: RUN, and cold: CLD).

On the right side (Output), ‘v’ and ‘-’ mean positive and negative for a symptom, respectively. Labels with a pink
background indicate correct predictions, while labels with a gray background indicate incorrect predictions.

gies that can generalize across diverse linguistic
contexts. In this regard, LLMs offer promising
capabilities for improving symptom detection sys-
tem, supporting health-related fact-checking. This
study aims to investigate how language variability
affects symptom identification using LLMs, high-
lighting the importance of developing practical
systems with multilinguality in building reliable
health-related fact-checking and disease surveil-
lance systems. Specifically, the contribution of
this paper is by answering the following research
questions.

RQ1. How does language variability affect the
LLMs performance for detecting symptom
mentions that support health-related fact-
checking?

RQ2. Do different LLMs exhibit various levels of
accuracy when classifying symptoms?

RQ3. Which symptoms are the most challenging
for LLMs to detect accurately, potentially im-
pacting factuality assessment?

This study used European (English, German, and
French) and Asian (Japanese, Arabic, Indonesian,
and Filipino) languages as shown in Figure 1. Us-
ing an extended version of the NTCIR-13 Med-
Web test dataset, we evaluated two model sizes
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(large- and small-parameter) from three general
LLM providers: OpenAl, Google Gemini, and
Mistral Al. Each model performs zero-shot multil-
abel symptom classification, categorizing posts as
positive or negative for eight symptoms including
influenza, diarrhea, hay fever, etc.Performance is
measured through F1-score (standard NLP evalu-
ation) and Relative Distance (disease-surveillance
perspective) to assess estimation bias.

2 Related Work

2.1 Health-related Fact-Checking

Health-related fact-checking often involves ad-
dressing misinformation and infodemics. Social
media, while being a rapid channel for the spread
of misinformation, also serves as a valuable plat-
form to counter false information, particularly dur-
ing disease outbreaks, by disseminating content
grounded in scientific evidence and supported by
collaborations with local health authorities (Bayani
et al., 2025; Vazquez-Gestal et al., 2024; Purnat
et al., 2024). Approaches to fact-checking typically
include manual verification, automated claim detec-
tion, and evidence retrieval (Sarrouti et al., 2021;
Sharifpoor et al., 2025; Vladika et al., 2024).
Existing studies have primarily focused on ver-
ifying complete health claims. In contrast, this



paper aims to explore symptom mention detection
as a critical first step within the broader framework
of health-related fact-checking, especially in the
context of disease outbreaks.

Accurately identifying symptoms from user-
generated content is essential for improving both
the speed and reliability of outbreak response. Re-
cent research has demonstrated the potential of
social media as an early detection system for pan-
demics, identifying signs of an outbreak before it
is officially declared. Parekh et al. (2024b) con-
ducted research on epidemic prediction using event
detection from social media data. Their framework
was able to generate warnings 4 to 9 weeks ear-
lier than the official epidemic declaration by the
WHO for Monkeypox. The study demonstrated
an alignment between the predicted outbreaks and
the actual epidemic cases later confirmed by the
official sources.

2.2 Multilingual Medical LLMs

Several studies have shown that language and
cultural barriers between patients and healthcare
providers can lead to unequal health outcomes,
such as misdiagnoses, inadequate treatment, and
lower patient safety and satisfaction (Ohtani et al.,
2015; Schouten et al., 2020; Shamsi et al., 2020).
This is especially the case in low-resource settings
and for ethnic minorities, where intermediaries
such as qualified interpreters and comprehensive
translation resources may not easily be available.
The introduction of LLMs has opened up pos-
sibilities for addressing these barriers by enabling
real-time translation and enhancing diagnostic ac-
curacy, especially when fine-tuned for medical ap-
plications. While most medical corpora and lan-
guage models are primarily in and designed for
English, recent advancements have expanded their
capability to support multiple languages. Mod-
els such as Medical mT5, Apollo, and BiMediX,
which were trained on medical datasets for lan-
guages other than English, demonstrate higher av-
erage performance across different languages com-
pared to commercial models (Garcia-Ferrero et al.,
2024; Pieri et al., 2024; Wang et al., 2024). Addi-
tionally, multilingual medical benchmarks such as
in Qiu et al. (2024) have been developed to evalu-
ate LLMs on tasks such as biomedical academical
question-answering and diagnosis assessment.
However, resource constraints and ethical issues
can hinder the development of truly inclusive mul-
tilingual medical LLMs. Building medical cor-
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pora for low-resource languages to train models
may require substantial effort, such as collecting
and transcribing hand-written health records and
building local data dictionaries for medical termi-
nologies (Wahl et al., 2018). Bias and misinfor-
mation within training data can be reproduced in
LLM-generated content, posing significant risks
in medical decision-making and reinforcing health
outcome inequities (Omiye et al., 2023; Poulain
et al., 2024; Yang et al., 2024).

3 Corpus

The NTCIR-13 MedWeb task test dataset was used
and extended for this study. The dataset was
crowdsourcing-generated short posts as detailed
in Wakamiya et al. (2017). It consists of 640 posts,
with no personal identifiers, related to systemic
(fever and headache), digestive (diarrhea) and respi-
ratory symptoms (cold, cough, hay fever, influenza,
and runny nose).

The posts were labeled as positive or negative for
each symptom based on whether the user indicated
experiencing that symptom at the time, following
the annotation guideline for NTCIR-13 MedWeb
task (MedWeb, 2017). As seen in Table 1, only a
small number of posts are classified as positive for
each symptom. Table 2 shows examples of post
labeled for each symptom.

Symptoms # of Positive label % of Positive label
Influenza (FLU) 24 3.75%
Diarrhea (DIA) 64 10.00%
Hayfever (HAY) 46 7.19%
Cough (CGH) 80 12.50%
Headache (HAC) 77 12.03%
Fever (FEV) 93 14.53%
Runnynose (RUN) 123 19.22%
Cold (CLD) 90 14.06%

Table 1: Positive label count and percentage per symp-
tom.

Aside from English and Japanese which were
included in the original task, the dataset was ex-
panded using human translation service to five dif-
ferent languages: German, French, Modern Stan-
dard Arabic, Indonesian, and Filipino. This repre-
sents a mix of languages from European (specif-
ically Indo-European) and Asian language fam-
ilies, all of which are considered high-resource
except for the SEA languages Indonesian and Fil-
ipino (Joshi et al., 2020; Hammarstrom et al., 2024).
These languages exhibit substantial linguistic di-



versity due to differences in scripts, phonological
structures and other linguistic features, which lead
to varying levels of complexity in text processing.
The use of translation service is to minimize trans-
lation bias and to ensure that the symptom expres-
sions were naturally and appropriately conveyed
in the target language. The service had experi-
enced some translation tasks related to the author’s
research previously and complied with the insti-
tution’s financial procedures. Payment is made
according to the agreed terms between the service
provider and the authors. We provided the instruc-
tion to do the translation and the delivery format as
seen in Appendix A.1.

4 Experimental Setup

4.1 Large Language Models

Two models of different parameter sizes (large and
small) were chosen from each of three LLM fami-
lies. The six chosen models are GPT-4 and GPT-40
mini by OpenAl, Gemini 1.5 Flash and Gemini
1.5 Flash 8B by Gemini Team Google, and Mistral
Large and Small by Mistral AI. GPT-4, GPT-40
mini, Gemini 1.5 Flash, and Gemini 1.5 Flash 8B
are under their respective licenses. Mistral Large
is under Mistral Research License while Mistral
Small is under Apache 2 License.

Not all models are provided with the parameter
size information. OpenAl has not disclosed the
exact parameter size of GPT-4 and GPT-40 mini.
However, as an advancement of GPT-3, which has
175 billion parameters (Dale, 2021), GPT-4 is be-
lieved to have a larger parameter size with its ability
to comprehend natural language in more complex
and nuanced contexts (OpenAl et al., 2024). Mean-
while, OpenAl has described GPT-40-mini as its
most cost-efficient small model (OpenAl, 2024).
The Gemini Team Google has not revealed the pa-
rameter size of Gemini 1.5 Flash as well. However,
it is known that the model has a larger parameter
size than Gemini 1.5 Flash 8B, which, as its name
suggests, contains 8 billion parameters (Kilpatrick
and Mallick, 2024). In contrast, Mistral Al has
announced the parameter sizes for Mistral Large
Latest at 123 billion and Mistral Small Latest at 22
billion (Mistral, 2025).

Pretraining data for these models, nor the lan-
guages within them, are not publicly released.
However, previous studies have demonstrated these
LLM families’ proficiency on multiple languages,
including low-resourced ones. For example, Love-
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nia et al. (2024) showed that GPT-4 and Mistral
LLMs generally matched or outperformed multilin-
gual or language-specific models for various NLP
tasks on SEA languages. In Ahuja et al. (2024),
larger commercial models such as GPT-4 and Gem-
ini performed better than smaller ones across vari-
ous multilingual evaluation benchmarks, although
the possibility of data contamination in pretraining
is not ruled out. Despite this, Zhang et al. (2023)
and Jin et al. (2024) found that commercial mod-
els consistently perform better on English prompts
than their translations in other languages.

Three trials were done for each model, using
default model parameters (temperature, maximum
tokens, etc.) to perform zero-shot multilabel symp-
tom classification on posts using the following
prompt. See Appendix A.2 for the full set of rules,
which follow the original NTCIR-13 task.

-~ The prompt used for the study —

Instruction:

Determine if the creator of this post is exhibiting
symptoms for each of the following: influenza, diarrhea,
hay fever, cough, headache, fever, runny nose, cold. For
each symptom, only answer either O or 1 for negative
(no symptoms) or positive (has symptoms) respectively.

Determination of symptoms is carried out based on the
following rules:

e Cases where the symptom is expressed directly,
including mild symptoms, are considered positive;

e A symptom can be labeled positive with indirect
expressions of having a symptom;

e Other cases, like symptoms belonging to blog friends,
should be labeled as negative since it is difficult to
determine their location.

Post:
{ A post in one of the seven studied languages. }

Return the result as a JSON object with the symptoms
as keys and the values as either O or 1.

G /

4.2 Evaluation Methods

In this study, results were evaluated from two per-
spectives. From the standard NLP perspective,
models are evaluated using the average F1-score.
From the disease surveillance perspective, we pro-
pose a new metric more suitable for capturing
model estimation bias. Both metrics are discussed
in detail in the following subsections.

4.2.1 NLP Perspective: F1-score

The Fl-score is a weighted average between pre-
cision, or accuracy of positive predictions, and re-
call, or ability to capture positive instances. This



Post

Symptom

FLU DIA HAY CGH HAC FEV RUN CLD

I got flu and my temperature is over 100.

It was diarrhea that woke me up in the middle of the
night.

My wife’s allergies are acting up, it seems rough.
It’s almost the flu season.
I think I coughed too much. My stomach muscles hurt.

This cold is rough. I’ve got a headache too, it might not
be an ordinary cold. Yikes.

v

v - -
v - - - - - -

Table 2: Sample English posts with multi-symptom labels. ‘v"” and ‘-> mean positive and negative for a symptom,
respectively. A post may be positive for multiple symptoms.

makes it a preferred evaluation metric for machine
learning and NLP tasks, especially on imbalanced
datasets. We used scikit-learn to calculate the
F1-score for this evaluation.

4.2.2 Saurveillance Perspective: Relative
Distance

While the F1-score is commonly used within NLP,
it is more common and practical to evaluate dis-
ease surveillance models based on how closely the
total predicted positive cases match the actual fig-
ures (Xiang-Sheng and Zhong, 2015; Samui et al.,
2020; Bhatia et al., 2021). We propose a new met-
ric called relative distance (RD) for measuring esti-
mation bias, which reflects a model’s tendency to
overestimate or underestimate positive predictions.
This metric provides added practical relevance for
public health applications beyond what standard
NLP metrics can offer.

We define RD as the ratio change between pre-
dicted and actual positives as described in the fol-
lowing formula:

(TP +FP) — (TP +FN)  FP —FN

RD = =
TP + FN TP + FN

ey

where TP indicates the number of true positives, FP
the number of false positives, and FN the number
of false negatives.

In a binary classification task, O serves as the
gold standard or baseline against which prediction
values are compared. A positive RD indicates over-
estimation of positives while a negative RD indi-
cates underestimation.

5 Results and Discussion

We analyze LLM performance in multilingual
symptom prediction across three dimensions:
language-based, LLM-based, and symptom-based.
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The results provide insights into the applicability
of LLMs for disease surveillance task, revealing
current strengths and remaining challenges for real-
world implementation and decision-making.

5.1 NLP Perspective: F1-Score Insights

The distribution of F1-scores across the three di-
mensions are shown in Figure 2. Appendix A.3
and A.4 provide evaluation details.

5.1.1 Language-based Analysis

Figure 2(a) shows the distribution of F1-scores for
each language, where each point corresponds to a
specific symptom.

Scores range from moderate to high in all lan-
guages. The average Fl1-scores for English, Ger-
man, and French are 0.748, 0.730, 0.719 while
for Asian languages (Japanese, Arabic, Indone-
sian, and Filipino) are 0.714, 0.687, 0.685, and
0.656 respectively. The scores showed that LL.Ms
performed better in the three European languages
(English, German, and French) than the Asian
ones based on average F1-scores, with the mid-
resourced Indonesian and Filipino ranking the low-
est. Furthermore, a comparison based on language
categories as shown in Appendix A.5, European
and Asian, reveals a significant difference in mean
F1 scores. The average F1 scores for European and
Asian languages are 0.73 and 0.68, respectively,
with a p-value of 0.0000. Moreover, variability
across European languages is also lower than all
Asian languages except Japanese.

Vocabulary sharing and cultural nuances be-
tween languages may explain these results. Indo-
European languages were found to improve model
performance on unseen languages in the same
family, but the same was not observed on other
language families (Yuan et al., 2024). Addition-
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Figure 2: Comparative performance of LLMs in several perspectives. Horizontal lines within each shaded area
represent group averages, while shaded areas denote scores within one standard deviation of this average. From
language perspective, (a) suggests that English, German, and French have better performance than Asian languages.
In LLMs’ view, (b) showing large-parameter models are better. Moreover, in language-based (c) presents that

Influenza is harder for LLM to predict accurately.

ally, languages with cultural contexts and idiomatic
expressions that differ from those predominantly
found in training data had lower and less consistent
model performance (Tao et al., 2024).

Numerous outliers with F1-scores below 0.4 are
observed for all languages, indicating possible chal-
lenges in symptom prediction regardless of lan-
guage used. The presence of outliers is crucial in
real-world applications, where low-performance
instances can lead to critical errors, especially in
sensitive tasks such as disease symptom detection.
The following sections examine model-specific and
symptom-specific performance to identify factors
contributing to these outliers.
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5.1.2 LLM-based Analysis

Figure 2(b) shows the distribution of F1 scores
for each LLM, with points representing individ-
ual symptoms. Large-parameter models—GPT-
4, Gemini 1.5 Flash, and Mistral Large Lat-
est—achieved higher average F1 scores. The aver-
age performance of small-parameter models was at
least 0.02 lower than their larger counterparts, with
the largest gap observed between GPT-4 and Mis-
tral Small Latest. Furthermore, statistical testing
(Appendix A.6) confirmed a significant difference
between large- and small-models, with mean scores
of 0.74 and 0.66 and a p-value of 0.0000.

Outliers were observed in some models, indi-



cating potential challenges in predicting certain
symptoms. Additionally, Mistral Small Latest ex-
hibited outlier behavior for certain symptoms in
Figure 2(c), suggesting difficulties in accurately
identifying those symptoms.

In detailed, as shown in Appendix A.3, Gemini
1.5 Flash has the smallest variance across differ-
ent languages among the larger parameter models,
although it does not reach the higher Fl-scores
achieved by GPT-4. All models perform better on
European languages than Asian ones, and English
continues to have the highest F1 scores for most
models. The performance difference between Eu-
ropean and Asian languages is more pronounced
in Mistral LLMs. This may be explained by the
number of languages officially supported by each
family. Only English, French, Spanish, German,
and Italian are officially supported in the Mistral
models (Mistral Al, 2024), compared to the 98 sup-
ported in OpenAl’s speech-to-text Whisper models
(Radford et al., 2023) and over 100 supported in
Google’s Gemini models (Barkley, 2024).

These results highlight two key insights. First,
selecting between large- and small-parameter mod-
els for complex tasks such as multilingual symp-
tom detection involves a significant trade-off be-
tween performance and cost-effectiveness. Second,
even large-parameter models can struggle on lower-
resourced languages like Indonesian and Filipino.
Addressing these challenges is crucial to improving
the reliability and applicability of LLMs in disease
surveillance.

5.1.3 Symptom-based Analysis

Figure 2(c) shows the distribution of F1-scores for
each symptom, with the points representing the
models. Respiratory symptoms generally exhibit
high variability in scores, with RUN and FLU par-
ticularly standing out due to their lower averages
compared to other symptoms. Furthermore, a sig-
nificant difference was observed among digestive,
systemic, and respiratory symptoms. Their mean
F1 scores were 0.84, 0.78, and 0.62, respectively,
with all pairwise p-values below 0.000 (See Ap-
pendix A.7).

Outliers in Figure 2(a) and 2(b) were from FLU
predictions, which occurred across all languages
and most models. Low outliers in multiple lan-
guages and models suggest that this symptom poses
challenges, leading to sharp drops in performance
for these instances.

As detailed in Appendix A.4, symptom scores
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vary across different languages and language
groups. All European languages scored above aver-
age and all Asian languages scored below average
for HAC and FLU. A similar pattern is observed
for RUN except for Japanese. For other symptoms,
scores for at least one language fell outside the
standard deviation range. Notably, CLD scores
for Indonesian and Filipino and were significantly
lower than those of other languages, while RUN
scores were significantly higher. CGH scores for
Arabic and Filipino were also lower, while scores
for Indonesian were higher.

Score differences like these may be due to cul-
tural variations in how symptoms are named or
described in different languages. Some symptoms
may have no direct counterparts in some languages,
resulting in the use of catch-all terms that can apply
to multiple symptoms depending on the context. In
Filipino, then term sipon can refer to either having a
cold or a runny nose. Additionally, expressions and
colloquial terms may instead be used, such as meler
which can be referred as Runny nose, meriang and
masuk angin in Indonesian which describe feeling
unwell, including having a cold (Anggoro and Jee,
2021). This ambiguity makes it challenging for
LLMs to identify specific symptoms, especially if
pretraining was done primarily on formal texts.

Thus, to address these challenges, expanding
training datasets to include informal and colloquial
expressions is crucial for enhancing model robust-
ness across diverse linguistic contexts, especially
in digital disease surveillance, where social media
data often contains local terms used by the public
to describe symptoms. Additionally, fine-tuning
models for underrepresented languages and cul-
tural contexts can help bridge performance gaps
and improve the accuracy of symptom detection
across languages.

5.2 Surveillance Perspective: Relative
Distance Insights

Table 3 shows that models tend to overestimate
or label symptoms as positive for most languages,
likely due to the dataset being imbalanced for all
symptoms. Even so, RD scores for FLU are much
higher than other symptoms for all languages, es-
pecially Asian ones. For example, the RD score
for FLU in Japanese is 5.019, indicating that the
predicted positive labels are five times higher than
the actual positive cases. When combined with the
low F1-scores for this symptom (Figure 2(c)), this
suggests that LLMs are overly cautious by overpre-



Language

Symptom Average
English German French Japanese Arabic Indonesian Filipino

FEV -0.047  -0.002  0.011 0.084 0.032 0.090 0.038 0.030
RUN -0.139  -0.005 0218 -0.023  -0.071 0.113 0.161 0.036
CGH 0.268 0.246 0.257 0.324 0.178 0.173 0.462 0.273
DIA 0.235 0.309 0.290 0.302 0.253 0.323 0.394 0.301
CLD 0.290 0.270 0.491 0.457 0.356 0.075 0.249 0.313
HAC 0.293 0.271 0.301 0.426 0.498 0.470 0.362 0.374
HAY 0.442 0.582 0.568 0.682 0.437 0.564 0.539 0.545
FLU 2.852 3.250 3.313 5.019 4.519 4.764 3.977 3.596

Average  0.524 0.615 0.684 0.909 0.775 0.821 0.773 0.729

Table 3: Relative distance (RD) scores by language and symptom. Shaded scores are beyond £0.2, showing that
LLMs overestimate positive cases for most symptoms and languages, while bold numbers presenting the highest
overestimation of symptom prediction in each language.

dicting at the cost of performance. On the other
hand, RD scores for FEV are close to 0O for all lan-
guages, indicating minimal bias for this symptom.

Traditional case-based surveillance systems are
generally affected by some degree of underestima-
tion, such as individuals attempting to self-treat
their symptoms or institutions underreporting the
cases. Final estimates usually have to be adjusted
to capture a more accurate picture of disease inci-
dence (Gibbons et al., 2014). Our findings suggest
that text-based digital epidemiological systems, es-
pecially LLMs which are trained on large amounts
of data, may have an advantage over traditional
systems in this regard.

However, overestimation can lead to a loss of
public trust or factuality in digital epidemiological
disease surveillance, especially when underlying
algorithms are not replicable or are hard to inter-
pret. The validity of the now-defunct Google Flu
Trends, which used search query data for predic-
tions, was questioned after it overestimated peak
flu levels during the 2012/2013 epidemic season by
nearly double the actual figures (Butler, 2013; Ol-
son et al., 2013). Mitigating overestimation bias by
fine-tuning for specific symptoms or languages is
recommended when deploying LLLM-based surveil-
lance systems.

In summary, there are two insights that can be
drawn. First, Overestimation Tendency: LLMs
exhibit a tendency to overestimate symptoms. It
means that they are inclined to label symptoms
as positive. From this observation, there are two
key lessons: (1) if an LLM is deployed as a symp-
tom identification and its results indicate a critical
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or dangerous situation, this may not necessarily
reflect the actual case. This highlights that overes-
timation or misclassification of symptom mentions
could lead to false alarms or public misinformation;
however (2) if the system identifies a situation as
safe, this can be considered reliable and trustworthy.
These insights contribute to the practical applica-
tion of LLLM as a symptom identification system.
Second, Influenza Detection Challenges: Detecting
diseases similar to Influenza, such as COVID-19,
using a symptom-based disease surveillance sys-
tem with LLMs can result in poor performance.
One possible contributing factor is the limited ca-
pabilities of LLMs in handling multilingual task,
particularly in medical-related content in underrep-
resented languages. This limitation may lead to
inaccurate symptom identification which can affect
the factual accuracy of detected disease signal.

6 Conclusion

This paper evaluates LLM performance in symp-
tom detection across different languages, LLMs
and symptoms as the first crucial steps in health-
related fact-checking data. In terms of (1) lan-
guages, our experiments show that European lan-
guages outperform Asian languages, particularly
the SEA languages Indonesian and Filipino. Then,
(2) LLMs achieve moderate to high performance
overall, but varies significantly across languages
and symptoms especially for small parameter mod-
els. As for (3) symptoms, respiratory symptoms are
notably challenging for LLMs to predict accurately,
with influenza being significantly overpredicted
across all languages. These findings underscore the



potential of LLMs in digital epidemiology, while
at the same time highlighting the need to address
performance gaps in lower-resourced languages be-
fore practical implementation. We acknowledge
that commercial LL.Ms are helpful, but adapting
them to the public health field is likely needed for
high-risk tasks like disease surveillance which can
be explored in the future research. Moreover, symp-
tom detection for medical fact-checking becomes
critical to ensure that the early outbreak detection
system align with real-world health conditions and
are not based on misclassified or incomplete symp-
tom data.

Limitations

This paper evaluates multiple languages, mod-
els, and symptoms in assessing LLMs for symp-
tom detection for enhancing medical fact-checking,
with a particular focus on the performance of
Southeast Asian languages compared to high-
resource ones. However, many key Southeast
Asian languages remain unaddressed, including
highly under-resourced languages such as Khmer,
Burmese, and Lao. While this study examines
LLM performance in symptom identification across
languages, it does not propose new methods to en-
hance LLM performance. Instead, it aims to high-
light the potential applications of LLMs in fact-
checking for disease surveillance systems. Addi-
tionally, our approach to disease surveillance relies
on identifying common symptoms from social me-
dia, which may be self-diagnosed by users. The
models used also do not incorporate a large lan-
guage model (LLM) specifically designed for the
target language or fine-tuned for languages within
the region. Furthermore, as the posts analyzed were
translated rather than directly sourced from online
platforms, they may not fully capture the linguistic
and cultural nuances of how native speakers com-
municate in their own language online. To address
these limitations, future iterations of this study will
expand the evaluation by covering more languages
and models, providing a more comprehensive as-
sessment of multilingual LLM performance in dig-
ital epidemiology.

Ethics Statement

This study is an extension of the NTCIR-13 Task,
utilizing its test dataset with the consent from the
task organizers. The dataset used was pseudotweets
since the tweet data obtained via the Twitter API
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cannot be publicly shared due to Twitter’s devel-
oper policy on data redistribution. The dataset, orig-
inally in Japanese, was generated through crowd-
sourcing and subsequently translated into six other
languages by human translators to minimize bias
in machine translation. Additionally, all resources
used in this study comply with their respective li-
censes. We have authorized API access to the re-
sources, strictly for research purposes, and have
fully complied with all terms and conditions. No
personally identifiable information (PII) was in-
cluded, and the research does not involve human
subjects requiring IRB approval.
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A.1 Instruction to the Human Translation
Services
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Excel file will be translated into the following
languages. Text written in cells other than column
B will not be translated.

e Indonesian

o Filipino

e Arabic

e German

e French

The target text consisted of 640 sentences with a
total of 8,276 words. The manuscript tweet data is
available in two files, one written in Japanese and
one written in English, with the same content.

Delivery form
Excel data (any data format can be delivered via
email attachment or file sharing system) Please
create Excel data according to the following
procedure.

e Separate files for each language

e Edit only columns A and B, and copy the values
from the manuscript to columns C to J.

e Column A (ID)

e Enter the same number + language code as the
original

e Example: If the row in column A of a
Japanese manuscript with "1921ja" is to
be translated into German, the ID of col-
umn A in the German Excel file should be
"1921de". For language codes, see below https:
//mt-auto-minhon-mlt.ucri.jgn-x.jp/
content/help/detail.html?q_pid=FAQ_ETC e
Column B (Tweet)

e Enter the translated text.

Delivery Date
Friday, November 29, 2024

A.2  Complete Prompts

Instruction:

Determine if the sender of this Twitter message is
exhibiting symptoms for each of the following:
influenza, diarrhea, hay fever, cough, headache,
fever, runny nose, cold. For each symptom, only
answer either O or 1 for negative (no symptoms)
or positive (has symptoms) respectively. Determi-
nation of symptoms is carried out based on the
following rules:

e Cases where the symptom is expressed directly
including mild symptoms are considered positive;
e A symptom can be labeled positive with indirect
expressions of a symptom;
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o If a symptom is mentioned but then also
dismissed or denied, this information is regarded
as positive;

e It is considered positive if someone or the
user is still affected with such mild symptoms
during recovery. However, if the symptoms are
completely gone, it is considered negative;

e A symptom is positive even if the user expresses
uncertainty regarding its cause;

e Since it is generally presumed that many patients
may overlook symptoms or diseases due to
insufficient medical knowledge, even suspicion of
symptoms and diseases are recognized and labeled
positive;

e Symptoms that disappeared completely are
recognized and labeled negative. Note that we
regarded and labeled positive when a user took
medicine that could cause temporary recovery
from a symptom;

e For cases that express expectation or process,
indicated with words such as “if,” “going,” “if it
is,” etc., these should be labeled as negative;

o If the disease is mentioned merely as a topic
rather than someone having it, these tweets should
be labeled as negative. These include news,
general theories, and advertisements;

o If the disease is mentioned in the context of a
joke, these should be labeled as negative;

e The symptoms are only for humans;

e Symptoms are within 24 hours including today;

e The label for symptoms that occurred yesterday
are dependent on the disease or symptom;

e Past Symptoms Including Two or More Days
Ago considered as negative;

e Recent occurrence and Recurring Symptom that
Still Persists considered as positive;

e We regard as a symptom in the vicinity and label
positive regardless of living together or not (i.e.
family members). We also label positive when a
symptom was observed from hearsay;

e As for symptoms of people belonging to a
specified group in the vicinity (school, club, etc.),
we labeled them positive.

e Other cases, like symptoms belonging to blog
friends, should be labeled as negative since it is
difficult to determine their location.

Post:
A post in one of the seven studied languages.

Return the result STRICTLY as a JSON object
with the symptoms as keys and the values as either
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Figure 3: F1-Score Distribution of Each LLM Across Different Language.
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Figure 5: One-way ANOVA Test in Language Category

A.3 F1-Score Distribution of Each LLM

Across Different Language

Figure 3 illustrates the F1 scores of each LLM
across different languages, aiming to analyze per-

Oorl.
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Figure 7: One-way ANOVA Test in Symptom Category

formance variations across languages.

A.4 F1-Score Distribution of Each Symptom
Across Different Language

Figure 4 provides the F1-scores of each symptom
in various languages, with the goal of examining
performance differences across languages.

A.5 Statistical Testing on F1-Score for
Language Categories

Figure 5 shows the mean comparison of F1-score
for language categories to determine significant
statistical differences.

A.6 Statistical Testing on F1-Score for LLM
Categories

Statistical testing was presented in Figure 6 to com-
pare average F1-score for LLM categories.

A.7 Statistical Testing on F1-Score for
Symptom Categories

The comparison of mean F1 scores across symp-
toms was analyzed to identify statistically signifi-
cant differences as presented in Figure 7.
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Abstract

The rapid spread of multilingual misinforma-
tion requires robust automated fact verification
systems capable of handling fine-grained ve-
racity assessments across diverse languages.
While large language models have shown re-
markable capabilities across many NLP tasks,
their effectiveness for multilingual claim ver-
ification with nuanced classification schemes
remains understudied. We conduct a compre-
hensive evaluation of five state-of-the-art lan-
guage models on the X-Fact dataset, which
spans 25 languages with seven distinct ve-
racity categories. Our experiments compare
small language models (encoder-based XLM-
R and mT5) with recent decoder-only LLMs
(Llama 3.1, Qwen 2.5, Mistral Nemo) using
both prompting and fine-tuning approaches.!
Surprisingly, we find that XLM-R (270M pa-
rameters) substantially outperforms all tested
LLMs (7-12B parameters), achieving 57.7%
macro-F1 compared to the best LLM perfor-
mance of 16.9%. This represents a 15.8% im-
provement over the previous state-of-the-art
(41.9%), establishing new performance bench-
marks for multilingual fact verification. Our
analysis reveals problematic patterns in LLM
behavior, including systematic difficulties in
leveraging evidence and pronounced biases to-
ward frequent categories in imbalanced data
settings. These findings suggest that for fine-
grained multilingual fact verification, smaller
specialized models may be more effective than
general-purpose large models, with important
implications for practical deployment of fact-
checking systems.

1 Introduction

The rapid spread of misinformation on the internet
has become a critical challenge in today’s digi-
tal age (Scheufele and Krause, 2019; Fung et al.,
mr a large language model (LLM) to be any

model with more than 1B parameters, and correspondingly,
small language model (SLM) to have less than 1B parameters.
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2022). With the increasing amount of false infor-
mation being shared across different languages and
platforms, automated fact verification systems have
emerged as useful tools for maintaining informa-
tion reliability.

The field of automated fact verification has seen
significant progress in recent years, particularly
with the advent of large language models and
transformer-based architectures (Guo et al., 2022).
However, most of these advancements have been
predominantly focused on English-language con-
tent (Singhal et al., 2024; Dmonte et al., 2024),
creating a significant gap in addressing misinfor-
mation in other languages.

Multilingual fact verification presents fundamen-
tal challenges for NLP (Dmonte et al., 2024; Wang
et al., 2024; Zhang et al., 2024), particularly when
employing fine-grained classification schemes that
better capture the nuanced nature of truth assess-
ment (Gupta and Srikumar, 2021; Pelrine et al.,
2023; Mohtaj et al., 2024). While existing datasets
and approaches employ various classification sys-
tems, classification beyond binary (truel/false) and
ternary (truelfalselother) categories remains under-
studied across multiple languages.

The multi-category nature of this task bears con-
ceptual similarity to Natural Language Inference
(NLI) tasks (Poliak et al., 2018), though claim veri-
fication differs in its specific objectives. While NLI
focuses on determining entailment relationships
(entails, contradicts, neutral) between premise and
hypothesis, our task requires assessing veracity
across different distinct truth categories that reflect
professional fact-checking standards.

In this work, we examine the performance of di-
verse model architectures and sizes on multilingual
claim verification with fine-grained truth categories.
We benchmark language model performance on the
X-Fact dataset (Gupta and Srikumar, 2021) span-
ning multiple languages with seven distinct veracity
categories, contrasting encoder-based model XL.M-
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R base (Conneau et al., 2020), encoder-decoder
architecture mT5 base (Xue et al., 2021), and re-
cent decoder-only models Llama 3.1 8B (Dubey
et al., 2024), Qwen 2.5 7B (Yang et al., 2024), and
Mistral Nemo 12B (Mistral AI Team, 2024).> For
smaller models, we employ standard fine-tuning,
while for larger models, we use both parameter-
efficient fine-tuning with LoRA (Hu et al., 2022a)
and carefully engineered few-shot prompting ap-
proaches. We evaluate models under two condi-
tions: using claims alone and using claims with
accompanying evidence text, which allows us to
assess both inherent verification capabilities and
evidence-augmented reasoning across models us-
ing a classification scheme that better reflects the
nuanced assessments made by professional fact-
checkers.
Our contributions include:

* We conduct comprehensive benchmarking of
five state-of-the-art language models on the
challenging seven-category multilingual X-
Fact dataset, achieving new state-of-the-art
results with a 15.8% improvement in macro-
F1 score over previous best performance re-
ported by Gupta and Srikumar (2021). We
reveal a substantial performance gap between
encoder-based and decoder-only architectures
despite the latter’s greater size and general
capabilities.

* We provide analysis of model behaviors and
error patterns across architectures, identifying
several factors that appear to influence multi-
lingual fact verification performance. These
observations may help inform future research
on verification approaches for diverse lan-
guages.

2 Related Work
2.1

While a substantial portion of fact verification re-
search has centered on English-language content
(Guo et al., 2022; Singhal et al., 2024; Dmonte
et al., 2024), several datasets have emerged to ad-
dress the multilingual dimensions of this challenge.
These datasets vary significantly in size, language
coverage, and labeling schemes.

Multilingual datasets include FakeCovid (Shahi
and Nandini, 2020), covering 5K claims across

Multilingual Fact Verification Datasets

Further details on the specific model versions are provided
in Appendix A.
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40 languages, and MM-COVID (Li et al., 2020),
which provides 11K articles in English, Spanish,
Portuguese, Hindi, French, and Italian. The Multi-
Claim dataset (Pikuliak et al., 2023) contains 28K
social media posts in 27 languages that can be lever-
aged for fact verification tasks. FbMultiLingMis-
info (Barnabo et al., 2022) offers 7K news articles
spanning 37 languages, while NewsPolyML (Mo-
htaj et al., 2024) includes 32K claims across En-
glish, German, French, Spanish, and Italian. The
X-Fact dataset (Gupta and Srikumar, 2021) pro-
vides 31K claims from fact-checking websites in
25 languages across 11 language families.

Labeling approaches range from binary classi-
fication (Li et al., 2020; Barnabo et al., 2022) to
three-category systems (Ngrregaard and Derczyn-
ski, 2021; Hu et al., 2022b; Ullrich et al., 2023)
and more complex multi-class schemes including
11 categories in FakeCovid (Shahi and Nandini,
2020), 4 in NewsPolyML (Mohtaj et al., 2024), and
7 in X-Fact (Gupta and Srikumar, 2021). The di-
versity of annotation schemes, while enabling finer-
grained veracity assessments, complicates cross-
dataset training and evaluation for cross-lingual
verification.

2.2 Methods for Fact Verification

The task of claim verification has evolved signif-
icantly with various methodological approaches
emerging to tackle the complexities of determin-
ing claim veracity. Transformer-based architec-
tures (Devlin et al., 2019) brought substantial ad-
vancements to fact verification. Gupta and Sriku-
mar (2021) evaluated mBERT-based models on
the X-Fact dataset spanning 25 languages with
7-way classification. Their best model achieved
an F1 score of 41.9% on the in-domain test set,
though performance dropped to 16.2% F1 on
out-of-domain and 16.7% F1 on zero-shot test
sets, highlighting cross-lingual generalization chal-
lenges.

Recent research has explored large language
models for fact verification using various ap-
proaches. For prompting-based methods, Cao et al.
(2023) investigated different prompting strategies
for fact-checking, finding that carefully crafted
prompts with explicit instructions about expected
output formats and task definitions significantly
improved performance. Hu et al. (2023) found
that increasing few-shot examples beyond a cer-
tain threshold provides substantial gains, suggest-
ing a threshold effect. Self-consistency methods



using majority voting from multiple LLM runs im-
proved performance, while self-refinement strate-
gies where models iteratively refine their answers
showed gains over standard approaches.

Chain of Thought (CoT) approaches have shown
promising results by enabling LLMs to articu-
late reasoning processes before reaching conclu-
sions (Wei et al., 2022). Hu et al. (2023) found
that CoT prompting significantly improved perfor-
mance across all tested models on English data
compared to standard prompting.

Pelrine et al. (2023) compared GPT-4 against tra-
ditional approaches across multiple datasets. For bi-
nary classification on English LIAR (Wang, 2017),
GPT-4 variants outperformed traditional models
like ConvBERT (Jiang et al., 2020) and BERT.
However, in multi-way classification tasks, perfor-
mance declined significantly with traditional mod-
els like DeBERTa (He et al., 2021) showing better
results. The same study demonstrated GPT-4’s
cross-lingual capabilities on CT-FAN-22 (Shahi
et al., 2021), with GPT-4 substantially outperform-
ing RoBERTa-L (Liu et al., 2019) on English multi-
way classification.

Cekinel et al. (2024) found that fine-tuning
LLaMA-2 models (Touvron et al., 2023) on Turk-
ish language data outperformed cross-lingual trans-
fer methods for fact verification. Their fine-tuned
model achieved strong performance on binary clas-
sification, while cross-lingual prompting with En-
glish data showed improvements but proved less
effective than language-specific fine-tuning. Mo-
htaj et al. (2024) evaluated multiple models on the
NewsPolyML dataset spanning five European lan-
guages with four veracity categories. Interestingly,
mBERT achieved the highest performance, suggest-
ing that model size does not necessarily correlate
with performance in multilingual fact verification
tasks.

3 Dataset

For our experiments, we use the X-Fact dataset
(Gupta and Srikumar, 2021). This dataset was se-
lected due to several advantages over other mul-
tilingual fact verification resources. X-Fact en-
compasses a broad range of topics from verified
fact-checking websites, making it more representa-
tive of real-world misinformation challenges com-
pared to specialized datasets like FakeCovid (Shahi
and Nandini, 2020) that focus solely on COVID-
19 related claims. Unlike datasets derived from

71

social media platforms such as FbMultiLingMis-
info (Barnabo et al., 2022), X-Fact provides ready-
to-use data without requiring access to platform-
specific APIs, ensuring reproducibility of research
findings.

X-Fact comprises 31,189 claims across 25 lan-
guages from 11 language families, including Indo-
European, Afro-Asiatic, Austronesian, Kartvelian,
Dravidian, and Turkic. The dataset was carefully
constructed by identifying reliable fact-checking
sources from the International Fact-Checking Net-
work? and Duke Reporter’s Lab*, excluding web-
sites that conduct fact-checks in English to avoid
overlap with existing datasets. Each claim in X-
Fact is accompanied by up to 5 pieces of evidence
extracted from fact-checking articles, with an aver-
age of 4.75 non-empty evidence pieces per claim.
The dataset also includes valuable metadata such
as the language of the claim and evidence, the fact-
checking site where the claim was derived from,
links to the evidence where they were published,
claim date, review date, and claimant information.
Examples of claims, corresponding evidence, and
associated metadata can be found in Appendix B.

To ensure consistent evaluation across differ-
ent fact-checking standards, the dataset employs
a standardized seven-label classification scheme:
true, mostly true, partly true/misleading, mostly
false, false, complicated/hard to categorize, and
other. This fine-grained approach provides a more
nuanced assessment of claim veracity compared
to less fine-grained classification schemes used in
many other datasets.

The dataset is divided into multiple subsets de-
signed to evaluate different aspects of model per-
formance (see Table 1). The training set contains
19,079 claims across 13 languages, while the de-
velopment set comprises 2,535 claims spanning
13 languages. For testing, X-Fact provides three
separate subsets: an in-domain test set with 3,826
claims from the same languages and sources as
the training data; an out-of-domain test set con-
taining 2,368 claims from the same languages but
different sources; and a zero-shot test set featuring
3,381 claims from 12 languages not present in the
training data. This evaluation framework supports
a thorough assessment of models’ generalization
capabilities across both domains and languages.

The label distribution in the X-Fact exhibits

3https://www.poynter.org/ifcn/.
“https://reporterslab.org/.



Dataset Subset | # Claims | # Languages
Training 19079 13
Development 2535 13
In-domain 3826 13
Out-of-domain 2368 5
zero-shot 3381 12

Table 1: Overview of the X-Fact dataset subsets.

significant variation across all subsets (see Fig-
ure 1). The false label dominates the training set
with 7,515 instances (39.4%), followed by partly
true/misleading with 4,359 instances (22.8%). The
least represented label is other with only 576 in-
stances (1.9%).
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Figure 1: Distribution of data in X-Fact by label across
subsets.

The language distribution also shows substan-
tial variation across different subsets (see Figure
2). Portuguese dominates the training set with
5,601 claims (29.4%), followed by Indonesian with
2,231 claims (11.7%) and Arabic with 1,567 claims
(8.2%). Serbian has the lowest representation with
only 624 claims (3.3%).

These imbalances may potentially impact model
learning, particularly for cross-lingual transfer, and
present additional challenges for models to learn
fine-grained veracity categories.

4 Experiments

4.1 Experimental Setup

Our evaluation focuses on benchmarking differ-
ent language model architectures on the multilin-
gual fact verification task, using X-Fact’s seven-
category classification scheme across multiple lan-
guages. We evaluate both small language models
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(SLMs, <1B parameters) and large language mod-
els (LLMs, >1B parameters) to determine their
relative effectiveness for fine-grained multilingual
verification. Table 2 provides an overview of the
models evaluated in this study.

We selected these models based on their strong
multilingual capabilities and architectural diver-
sity. XLM-R was chosen for its robust pre-training
on 100 languages and encoder-only architecture
that has proven effective for classification tasks.
MTS represents the encoder-decoder paradigm,
offering a different architectural approach while
maintaining strong multilingual capabilities across
101 languages. For LLMs, we selected Llama 3.1
8B, Qwen 2.5 7B, and Mistral Nemo 12B to rep-
resent state-of-the-art decoder-only architectures
with varying degrees of multilingual support.

We prioritized open-source models with moder-
ate parameter sizes to ensure reproducibility and
facilitate deployment in resource-constrained en-
vironments. This selection allows us to evaluate
whether sophisticated reasoning in current LLMs
transfers effectively to multilingual fact verification
compared to smaller, specialized architectures like
XLM-R.

Model # Par. | # Lang. | Architecture
XLM-R 270 M | 100 Encoder-only
mT5 580M | 101 Encoder-
decoder

Llama3.1 | 8B 8 Decoder-only
Qwen25 | 7B 29 Decoder-only
Mistral 12B 11 Decoder-only
Nemo

Table 2: Models evaluated on multilingual fact verifi-
cation using the X-Fact dataset. # Par. is the number
of parameters and # Lang. is the number of languages
supported by each model.

For the SLMs, we performed fine-tuning exper-
iments, while for LLMs, we explored both direct
prompting and parameter-efficient fine-tuning us-
ing LoRA. The models’ implementation details can
be found in the Appendix C.

4.2 Small Language Models Experiments

For XILM-R and mTS5, we conducted two types of
fine-tuning experiments:

* Full Model Fine-tuning: We performed com-
plete fine-tuning of the models, allowing all
parameters to be updated during training.
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Figure 2: Distribution of data in X-Fact by language across subsets.

¢ Classification Head Fine-tuning: We fine-
tuned only the classification head while keep-
ing the base model frozen.

For both approaches, we provided the models
with the claim text and evidence as input. We
did not conduct experiments using only claim text
without evidence, as preliminary experiments con-
firmed the X-Fact paper’s finding that claim-only
setups yield worse performance.

4.3 Large Language Models Experiments

For LLMs, we explored both few-shot prompting
and parameter-efficient fine-tuning approaches. We
evaluated each model in two input configurations:
(1) claim-only, providing only the claim text; and
(2) claim with evidence, providing both claim and
evidence text. Our experimental setup included the
following approaches:

* Few-shot prompting: We developed 7-shot
prompts containing examples for each verac-
ity category to guide prediction without train-
ing. Each prompt included clear instructions,
category definitions, and was tested in both
claim-only and claim+evidence variants.

LoRA fine-tuning: = We implemented
parameter-efficient fine-tuning using LoRA
for both claim-only and claim+evidence
configurations.

The optimized prompt template is provided in
the Appendix E.

5 Results

5.1 SLMs Performance

Table 3 presents the macro-F1 scores for small
language models across three evaluation subsets.
XLM-R with full fine-tuning achieves the high-
est performance with 57.7% macro-F1 on the test
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set, substantially outperforming the previous state-
of-the-art mBERT baseline (41.9%) by 15.8% re-
ported in Gupta and Srikumar (2021). XLM-
R also demonstrates superior cross-domain and
cross-lingual generalization, maintaining relatively
strong performance across all evaluation subsets.

Model Test | OOD | Zero-shot
mBERT (baseline) | 41.9 | 16.2 16.7
XLM-R frozen 514 | 40.8 41.3
XLM-R 57.7 | 47.6 43.2
mT5 47.6 | 22.2 19.2

Table 3: SLMs performance on the X-Fact dataset
(macro-F1 scores). XLM-R frozen refers to fine-tuning
the classification head only. mBERT performance is
derived from (Gupta and Srikumar, 2021).

MTS5 reaches 47.6% macro-F1 on the test set
but shows poor generalization to out-of-domain
(22.2%) and zero-shot (19.2%) scenarios. The per-
formance gap between XLM-R and mT5 widens
significantly on these evaluation sets, indicating
that XLM-R’s encoder-only architecture may be
better suited for multilingual fact verification tasks.

5.2 LLMs Performance

Table 4 presents LLMs’ results across different con-
figurations. Despite their significantly larger size
(7-12B parameters), all LLMs substantially under-
perform compared to SLMs. The best LLM con-
figuration (Qwen claim-only fine-tuning) achieves
only 16.9% macro-F1 on the test set - 40.8% points
below XLM-R. For visualizations of models’ per-
formance across different evaluation subsets, refer
to Appendix D.

Among the LLMs, Qwen 2.5 consistently
demonstrates the best performance across most
configurations. The model achieves its highest
macro-F1 score of 16.9% with claim-only fine-
tuning on the test set, compared to 15.9% with
claim+evidence fine-tuning and 11.4%-12.7% with



Method Few-shot LoRA-based Finetune
Claim+Evidence Claim Only Claim+Evidence Claim Only
macro micro macro micro | macro micro macro micro

Owen 2.5

Test 12.7 24.9 114 18.6 159 39.5 16.9 29.6

O0OD 13.0 29.6 11.2 27.4 15.1 47.1 11.1 31.3

Zero-shot | 10.9 18.9 12.9 23.9 154 35.8 11.7 24.5

Mistral Nemo

Test 14.8 30.8 8.5 234 14.6 31.9 10.3 20.2

00D 16.1 42.6 9.7 36.6 12.1 342 9.6 27.1

Zero-shot | 15.1 28.7 10.6 29.6 12.9 25.7 8.2 15.6

Llama 3.1

Test 14.0 32.0 10.8 18.4 14.3 27.6 15.5 30.5

0]0))) 13.3 41.2 8.7 21.2 11.2 27.1 13.5 33.2

Zero-shot | 12.9 30.1 8.7 17.6 9.6 17.5 12.1 294

Table 4: LLMs performance on the X-Fact dataset (macro-F1 and micro-F1 scores). Bold values indicate the highest
macro- and micro-F1 scores for each model-subset combination.

few-shot prompting. LoRA-based fine-tuning con-
sistently improves performance over few-shot in-
ference across all models and configurations, with
Qwen 2.5 showing the largest gains.

The impact of adding evidence to claims varies
significantly across models and methods. For
Qwen 2.5, fine-tuning with claim-only (16.9%) out-
performs claim+evidence (15.9%) on the test set,
showing a consistent pattern across all evaluation
sets. In contrast, Mistral Nemo generally performs
better with claim+evidence input in few-shot set-
tings (14.8% vs 8.5% on test set) but shows mixed
results with fine-tuning. Llama 3.1 demonstrates
the most inconsistent performance across differ-
ent configurations. While it achieves reasonable
performance on the test set (15.5% macro-F1 with
claim-only fine-tuning), it shows the largest per-
formance drop on the zero-shot set, with the worst
configuration (claim+evidence fine-tuning) falling
to 9.6% macro-F1.

LoRA Fine-tuning and Few-shot Prompting.
Fine-tuning consistently improves performance
over few-shot prompting across all models. Qwen
shows the most substantial improvement (from
12.7% in few-shot with claim+evidence setting to
to 15.9% in fine-tuning with claim+evidence set-
ting) on the test set. Mistral Nemo shows minimal
differences between methods, with some configura-
tions favoring few-shot prompting (16.1% vs 12.1%
on out-of-domain with claim+evidence). Llama
3.1 generally benefits from fine-tuning, improving
from 10.8% to 15.5% in the claim-only configura-
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tion on the test set.

Performance Across Evaluation Subsets. All
models show declining performance from test to
out-of-domain and zero-shot sets when fine-tuning.
Qwen 2.5 maintains stable performance, with the
sharpest drop by 5.2% from test to zero-shot. Mis-
tral Nemo shows the least variation, performing
best on out-of-domain (16.1%). Llama 3.1 ex-
hibits the largest degradation, dropping from 15.5%
on test to 9.6% on zero-shot in comparable con-
figurations. Refer to the Appendix F for visu-
alizations comparing LLMs performance across
these evaluation subsets. For a combined view of
claim+evidence configurations across all LLMs,
refer to Appendix G, which directly compares
the macro-F1 scores across evaluation subsets and
highlights the best performing method for each
model.

Macro vs. Micro F1 Score. The substantial gap
between micro- and macro-F1 scores is consistent
across all LLMs, with the largest gaps observed
in fine-tuning configurations. Qwen 2.5 achieves
39.5% micro-F1 compared to 15.9% macro-F1 in
its claim+evidence fine-tuning on the test set, a gap
of 23.6%. Similarly, Mistral Nemo shows a 17.2%
gap in its claim+evidence fine-tuning configuration
on the test set.

Few-shot configurations generally show
smaller gaps. For instance, Qwen’s few-shot
claim+evidence on the test set shows an 12.2%
gap, while its fine-tuning equivalent shows a
23.6% gap. This pattern holds across all models



where fine-tuning configurations consistently
exhibit gaps ranging from 15 to 32 percentage
points, while few-shot configurations typically
show gaps between 8 to 20 percentage points. The
visualizations depicting the performance gaps
between macro- and micro-F1 scores across LLMs
can be found in Appendix H.

6 Discussion

Our comprehensive evaluation across 25 languages
reveals several important findings that advance our
understanding of how different architectures han-
dle fine-grained veracity classification across lan-
guages.

Performance Gap Between Model Types. The
most striking finding is XLM-R’s superiority over
all tested LLMs, achieving 57.7% macro-F1 com-
pared to the best LLM performance of 16.9% from
Qwen 2.5. This performance difference is partic-
ularly noteworthy given that LL.Ms contain many
more parameters than XLM-R. XLM-R was pre-
trained on 100 languages using a masked language
modeling objective that may align well with classi-
fication tasks, whereas LL.Ms use next-token pre-
diction objectives optimized for text generation.
These differences in pre-training approaches and
objectives may contribute to the observed perfor-
mance gap.

While our comparison involves different training
methodologies (full fine-tuning for SLMs versus
LoRA for LLMs), it is important to note that even
when comparing more similar approaches, substan-
tial performance gaps persist. Our frozen XLM-R
configuration, which only updates the classifica-
tion head similar to LoRA’s parameter-efficient ap-
proach, still achieves 51.4% macro-F1 compared
to the best LLM performance of 16.9%. This sug-
gests that the performance differences extend be-
yond training methodology. Future work should
include detailed per-label performance analysis to
better understand model biases and identify which
veracity categories prove most challenging across
different architectures.

Evidence Integration Patterns. A clear pat-
tern emerges in how LLMs handle evidence: sur-
prisingly, incorporating additional evidence of-
ten does not enhance performance and can even
lead to worse results. For instance, Qwen’s
claim-only fine-tuning (16.9%) outperforms its
claim+evidence configuration (15.9%). This pat-
tern persists across all Llama 3.1 configurations,
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suggesting systematic difficulties in leveraging ad-
ditional context for verification decisions.

We hypothesize several factors that may con-
tribute to this counterintuitive finding. First, the ar-
chitectural limitations of decoder-only LLMs may
hinder effective evidence integration. Unlike XLM-
R’s bidirectional attention that allows simultaneous
consideration of all evidence elements against all
claim components, LLMs’ autoregressive attention
can only consider previous tokens. This sequential
processing creates a tendency to forget or ignore
earlier information as sequences become longer,
making balanced evidence evaluation more chal-
lenging.

Second, our input formatting may have con-
tributed to this issue. While we used clear de-
marcation between claims and evidence in our
prompts (as shown in Appendix E), we did not im-
plement more sophisticated structuring techniques
that might have helped LLMs better distinguish
and compare these elements. Context window size
was treated as a hyperparameter in our experiments,
with LLMs tested at both 2048 and 4096 tokens,
while SLMs were evaluated with context windows
ranging from 256 to 512 tokens. With evidence
pieces having median lengths of 25-35 words each
and approximately 4.75 pieces per claim on aver-
age, the evidence was fully accommodated within
the context windows of all models. Therefore, ev-
idence truncation was not a contributing factor to
the observed performance patterns.

This finding is particularly significant because
evidence-based reasoning is fundamental to reli-
able fact verification. The fact that simply pro-
viding claims yields better results than including
supporting evidence indicates that current LLMs
may not be effectively utilizing the additional infor-
mation or may be getting confused by the increased
input complexity.

Fine-Grained Classification Challenges. The
severe data imbalances in X-Fact likely contributes
to the observed performance patterns. The domi-
nance of false and partly true/misleading categories
creates a challenging environment for models to
learn effective representations for less frequent but
equally important categories. This imbalance effect
is aggravated in the seven-category setting, where
models must not only distinguish between frue and
false but also navigate subtle gradations of partial
truth. Furthermore, the language distribution im-
balance (Portuguese comprising 29.4% of training
data while Serbian represents only 3.3%) likely



impacts cross-lingual performance. Models may
develop language-specific biases that hinder their
ability to generalize across languages, particularly
to those underrepresented in the training data.

The substantial disparity between micro- and
macro-F1 scores across all LLMs reveals criti-
cal limitations in handling nuanced veracity cat-
egories. The micro-F1 scores being consistently
higher than macro-F1 scores confirms that perfor-
mance is driven primarily by accuracy on frequent
categories, while rare categories remain poorly pre-
dicted. This pattern is particularly pronounced in
LLMs, suggesting they may be more influenced
by biases in the training data than the fine-tuned
XLM-R.

Cross-Lingual and Cross-Domain General-
ization. Performance degradation across evalu-
ation subsets is consistent across all models but
varies in magnitude. XLM-R demonstrates the
most robust cross-lingual transfer, while LLMs
show steeper drops. The relatively stable perfor-
mance of XLM-R on unseen languages suggests
that its multilingual pre-training provides effective
cross-lingual representations for fact verification
task. The sharper declines observed in LLMs may
indicate that their multilingual capabilities are less
robust when faced with languages not well repre-
sented in their training data or when transferring
across different fact-checking domains.

Even when comparing XLM-R’s frozen configu-
ration (which only updates the classification head,
similar to LoRA’s parameter-efficient approach),
we still observe substantial outperformance over
LLMs (51.4% vs 16.9% best LLM performance).
This suggests that the performance differences may
stem not only from the fine-tuning methodology
but also from other factors such as architectural ad-
vantages of encoder-based models for this specific
task or the amount and quality of the pre-training
data available in different languages.

7 Conclusion and Future Work

This work presents a comprehensive evaluation of
diverse language model architectures (small and
large; encoder, encoder-decoder, and decoder-only)
on multilingual fact verification using the challeng-
ing seven-category X-Fact dataset. Our findings
reveal several key insights that advance understand-
ing of how different models handle fine-grained
veracity classification across languages.

Fully fine-tuned XLM-R emerges as the clear
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winner, achieving 57.7% macro-F1 on the test set
—a 15.8% improvement over previous state-of-the-
art. Despite having significantly fewer parameters,
XLM-R substantially outperforms all tested LLM:s,
with the best LLM (Qwen 2.5) reaching only 16.9%
macro-F1. The magnitude of this performance gap
persists even when comparing lightweight fine-
tuning approaches (e.g., frozen XLM-R with a
trained classification head: 51.4% vs best LLM:
16.9%), suggesting that factors beyond training
methodology contribute to the observed differences.
However, the exact nature of these factors requires
further investigation.

Our analysis reveals problematic patterns in
LLM behavior, particularly their inability to ef-
fectively utilize additional evidence. Models often
perform worse when provided with claim-evidence
pairs compared to claims alone, indicating system-
atic challenges in leveraging external information
for verification decisions. This limitation is particu-
larly problematic given that evidence-based reason-
ing is fundamental to reliable fact-checking, though
the underlying causes of this behavior need deeper
exploration.

The significant disparity between micro- and
macro-F1 scores across the models reveals the chal-
lenge of handling imbalanced datasets with fine-
grained categories. Models tend to learn shortcuts
based on frequent categories while struggling with
rare but equally important veracity labels. This bias
appears more pronounced in LLMs, indicating they
may be more vulnerable to dataset imbalances than
smaller models that have been carefully fine-tuned.

These findings have important implications for
the development of multilingual fact verification
systems. While LLMs show promise for many
NLP tasks, our results suggest that for fine-grained
fact verification across languages, smaller special-
ized models may provide better performance while
requiring fewer computational resources.

8 Limitations

Our study has several limitations that should be
considered when interpreting the results.
Training Methodology Differences. Our com-
parison involves fundamentally different training
approaches: XLM-R undergoes full fine-tuning
with all parameters being updated, while LLMs uti-
lize LoRA that freezes the majority of the original
model parameters. This methodological difference
could significantly impact the ability of LLMs to



adapt to the specific task requirements and may
partially explain the observed performance gaps.

Prompt Engineering Constraints. Our prompt
engineering approach may not be equally optimal
across all languages in our multilingual evaluation.
While we developed carefully engineered 7-shot
prompts with examples balanced across the seven
veracity categories, our prompt design focused pri-
marily on ensuring representative coverage of each
label rather than optimizing for linguistic diversity.
This approach may have favored certain languages
or language families that were better represented in
our example selection. Language-specific prompt
optimization could potentially narrow the perfor-
mance gap, though this would require substantial
additional engineering effort for each target lan-
guage.

Evidence Interpretation Limitations. Given
the relatively small performance differences be-
tween claim-only and claim+evidence configura-
tions, we cannot definitively conclude that LLMs
are incapable of evidence utilization. The limited
performance gap may simply reflect the inherent
difficulty of the task or limitations in our evalu-
ation approach. It’s possible that with more so-
phisticated prompting strategies, larger datasets, or
alternative evidence presentation formats, LLMs
might demonstrate improved evidence integration
capabilities. The evidence quality in the X-Fact
dataset may also play a role, as analysis reveals
that search snippets may not always contain suffi-
cient information for accurate verification (Gupta
and Srikumar, 2021).

Practical Computing Considerations. Our
comparison between fully fine-tuned XLM-R and
LoRA-adapted LLMs reflects realistic scenario
with limited computational resources. Full fine-
tuning of billion-parameter models requires sub-
stantial computational resources that are often
prohibitive for many researchers. In contrast,
parameter-efficient methods like LoRA can be ap-
plied with modest computational resources, mak-
ing them the more practical choice for deploying
large models. This comparison addresses a critical
question: given realistic computational constraints,
which approach provides better performance for
multilingual fact verification? Our results demon-
strate that a smaller, fully fine-tuned model can sig-
nificantly outperform much larger models adapted
with parameter-efficient methods, suggesting that
for specific tasks like multilingual fine-grained ver-
ification, specialized smaller models may be prefer-
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able to general-purpose large models.

Output Analysis and Reproducibility. To en-
hance reproducibility and enable further investi-
gation of the observed performance patterns, we
make our LLM outputs available in the repository>,
including detailed predictions and model responses.
A comprehensive analysis of these outputs, includ-
ing confusion matrices and detailed error patterns
that could reveal potential parsing issues or system-
atic biases, represents important future work that
could provide deeper insights into the substantial
performance differences observed between model
architectures.
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A Model Implementation Details

For our experimental evaluation, we used the fol-
lowing model versions:

XLM-R base. We used FacebookAl/xIm-
roberta-base (270 million parameters) model from
Hugging Face, which has been pre-trained on text
in 100 languages. The model was tested in two con-
figurations: (1) with frozen parameters and only
the classification head fine-tuned, and (2) with full
fine-tuning of all parameters.

mTS5 base. We employed the google/mt5-base
model (580 million parameters) from Hugging
Face, which follows an encoder-decoder architec-
ture and has been pre-trained on multilingual text.

Llama 3.1 8B. We used the instruction-tuned
version of Llama 3.1 with 8 billion parameters.
This model officially supports seven languages:
French, German, Hindji, Italian, Portuguese, Span-
ish, and Thai, in addition to English.

Qwen 2.5 7B. We employed the instruction-
tuned Qwen 2.5 model with 7 billion parameters.
This model supports 29 languages and has demon-
strated strong performance in both English and
multilingual tasks.

Mistral Nemo 12B. We used the Mistral Nemo
model with 12 billion parameters. This model
supports 11 languages: English, French, German,
Spanish, Italian, Portuguese, Chinese, Japanese,
Korean, Arabic, and Hindi.

All experiments with LLMs were conducted
using the Unsloth library (Daniel Han and team,
2023) to efficiently implement and optimize the
fine-tuning and inference processes, ensuring faster
training times and reduced memory usage without
compromising model performance.

B Details on X-Fact

For examples from the X-Fact dataset, please refer
to the Figure 3.

C Hyperparameter Details

C.1 Small Language Models

For our small language models (XLM-R and
mT5), we employed Bayesian hyperparameter opti-
mization through Weights&Biases, conducting 90
sweeps for the classification head approach and 60
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Claim Muslimische Gebete sind Pflichtpro-
gramm an katholischer Schule.
Muslim prayers are compulsory in
Catholic schools.

Label Mostly-False (Grdsstenteils Falsch)

Claimant Freie Welt

Language German

Source de.correctiv.org

Claim Date March 16, 2018

Review Date  March 23, 2018

Claim Temos, hoje, a despesa de Pre-
vidéncia Social representando 57%
do orgcamento.

Today, we have Social Security ex-
penses representing 57% of the bud-
et.

Label I%anly-True (Exagerado)

Claimant Henrique Meirelles

Language Portuguese (Brazilian)

Source pt.piaui.folha.uol.com.br

Claim Date ~ None

Review Date May 2, 2018

Figure 3: Details of the X-Fact dataset. Examples from
X-Fact as presented in the original paper by Gupta and
Srikumar (2021). For reference, translations are also
shown.

sweeps each for the full fine-tuning experiments.
We used an AdamW optimizer with a polynomial
learning rate scheduler. To prevent overfitting, we
implemented early stopping. Table 5 shows the key
hyperparameter values for each model variant.

Model Learning Rate | Batch Size
XLM-R frozen 5.7e-04 8
XLM-R 1.82e-05 6
mT5 2.2e-05 8

Table 5: Key hyperparameter values for SLMs.

C.2 Large Language Models

For large language models, we used parameter-
efficient fine-tuning with LoRA. Through system-
atic experimentation, we identified optimal LoRA
configurations with a rank of 16 and adapter al-
pha of 32. We targeted both attention components
(query, key, value, and output projections) and feed-
forward layers (gate projections and up/down pro-
jections).

Lower rank values (r = 2, 4, 8) and alpha values
(8, 16) produced inferior results, while increasing
these parameters beyond our chosen values (r >
16, alpha > 32) provided negligible performance
gains while substantially increasing memory re-
quirements.
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For prompt engineering, we tested various tem-
perature settings and found that temperatures be-
tween 0.3 and 0.5 provided the best balance be-
tween confident predictions and appropriate uncer-
tainty handling. Lower temperatures led to overly
deterministic outputs that failed to capture nuanced
veracity judgments, while higher temperatures re-
sulted in inconsistent classifications.

All LLM experiments were conducted using 4-
bit quantization to enable efficient processing on
GPUs while maintaining performance.

D Performance Comparison across
Models

mBERT Full Finetune (baseline)
XLM-R Classification Head Finetune
XLM-R Full Finetune

mT5 Full Finetune

Qwen 2.5 Few-shot

Qwen 2.5 LoRA-based Finetune

Model + Method

Mistral Nemo Few-shot
Mistral Nemo LoRA-based Finetune

Llama 3.1 Few-shot Approach
Claim+Evidence

Llama 3.1 LoRA-based Finetune Claim Only

20 30

Macro F1 Score

40 50 60

Figure 4: Macro-F1 scores across test subset by model.

mBERT Full Finetune (baseline)
XLM-R Classification Head Finetune
XLM-R Full Finetune

mT5 Full Finetune

Qwen 2.5 Few-shot

Qwen 2.5 LoRA-based Finetune

Model + Method

Mistral Nemo Few-shot

Mistral Nemo LoRA-based Finetune
Llama 3.1 Few-shot Approach

Claim+Evidence

Llama 3.1 LoRA-based Finetune Claim Only

20 30

Macro F1 Score

40 50 60

Figure 5: Macro-F1 scores across OOD subset by
model.

E Prompt Template

In Figure 7 we provide a prompt template used to
instruct LLMs.

F LLMs Performance Comparison
Visualizations

In Figure 8 we provide a comparison of macro- and
micro F1 scores across LLMs, evaluation subsets,
and training methods.



mBERT Full Finetune (baseline)

XLM-R Classification Head Finetune

XLM-R Full Finetune

mT5 Full Finetune

Qwen 2.5 Few-shot

Qwen 2.5 LoRA-based Finetune

Model + Method

Mistral Nemo Few-shot
Mistral Nemo LoRA-based Finetune

Llama 3.1 Few-shot Approach
Claim+Evidence
Llama 3.1 LoRA-based Finetune Claim Only

0 10 20 30 40 50 60
Macro F1 Score

Figure 6: Macro-F1 scores across zero-shot subset by
model.

G LLMs Performance Summary Table

In Table 6 we present a combined comparison
of macro-F1 scores for all evaluated models us-
ing claim+evidence configurations across the three
evaluation subsets (Test, OOD, Zero-shot). This
table extracts the claim+evidence results from Ta-
ble 4 and combines them with the small language
model performance to facilitate direct performance
comparison.

H Micro- and Macro-F1 Scores
Comparison across LLMs

In Figure 9 we provide a comparison of average
macro- and micro-F1 scores across LLMs for each
evaluation subset.
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Method

Test | OOD | Zero-shot

mBERT (SLM) 41.9 | 16.2 16.7
XLM-R frozen (SLM) 514 | 40.8 41.3
XLM-R (SLM) 57.7 | 47.6 43.2
mT5 (SLM) 47.6 | 22.2 19.2
Qwen 2.5 Few-shot (LLM) 12.7 | 13.0 10.9
Qwen 2.5 LoRA (LLM) 159 | 151 154
Mistral Nemo Few-shot (LLM) | 14.8 | 16.1 15.1
Mistral Nemo LoRA (LLM) 14.6 | 12.1 12.9
Llama 3.1 Few-shot (LLM) 14.0 | 13.3 12.9
Llama 3.1 LoRA (LLM) 143 | 11.2 9.6

Table 6: Macro-F1 performance comparison across evaluation subsets for claim+evidence configurations. Bold
values indicate the highest macro-F1 score for each LLM model across the two training methods (Few-shot vs
LoRA). SLMs results included for reference.
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Average F1 Score

10

Your task is to evaluate the given claim and evidence, then provide a verdict using one of the
following labels: false (completely incorrect), true (completely correct), mostly true (mainly correct
with minor issues), mostly false (mainly incorrect with minor true elements), partly
true/misleading (mix of true and false elements), complicated/hard to categerise (cannot be
verified with given evidence) or other (doesn't fit other categories).

Q: Claim: In Ungheria le tasse sulle imprese sono al g per cento e sulle persone fisiche al 15 per
cento, e lUngheria cresce del 5 per cento. \nEvidence: L'Ungheria, insieme ad altri paesi della Ue
(Lussemburgo, Belgio, Olanda, .. Puntando su una tassazione dei redditi di forte vantaggio (9% per
le societa e 15% per le ... Per bilanciare la bassa imposizione fiscale su imprese e persone fisiche, ...
L'lva & generalmente al 27% anche se esistono aliquote al 18% e al 5%.

A: Label true

Q: Claim: Das Coronavirus enthalt HIV-Anteile, wurde also im Labor erschaffen.\nEvidence: Apr 26,
2020 — Paris - Es klingt wie eine wilde Verschworungstheorie - und doch hat es der franzosische
Virologe Luc Montagnier bei einer Fernsehdisk. Das Coronavirus enthalt HIV-Anteile, wurde also
im Labor erschaffen. Feb 6, 2020 — Im Internet kursieren wilde Theorien Uber den Ursprung des
Virus. Dazu tragen auch fragwdrdige ,Forscher” bei. Schnelle Studien enthalten oft ...

A: Label false

Q: Claim: “La velocidad promedio de Internet en 2015 era apenas de 4,5 megabits por segundo,
hoy la triplicamos"\nEvidence: Mar 5, 2019 — Macri: “La velocidad promedio de Internet en 2015
era apenas de 4,5 megabits por segundo, hoy la triplicamos”. ;Es asi? Leé el chequeo aca: ..

A: Label: mostly true

Q: Claim: ,Trenutno se radi na popisu drzavne imovine..\nEvidence: Drzavna imovina u RH
klasificira se, evidentira i vrednuje na neodgovarajuci nacin. « Glavna knjiga Drzavne riznice ne ...
prosinca svake godine provesti svecbuhvatni popis drzavne imovine kojom ... rad na izradi
aplikacijskog rjesenja za drugu fazu ISUDIO je u tijeku. (dovréenje se ... trenutno vazecem Zakonu):.
Poseban ...

A: Label mostly false

Q: Claim: "g3Mm3nmn mafmyonmydgdn’ - ohomonb badodzgmm badbobymydb dogmobigdnb
Rodofmymo ggdgdob obdofmyos ogsmd..\nEvidence: Oct 4, 2018 — ngomanb bodsdzgmm
Lbodbsbymydb BngMmubhgdnb hodnmymao 3ndxdab wobdomyde HmbMy-8)0oME390) Gnboged
bogdgoe ..

A: Label: partly true/misleading

Q: Claim: A evasao do Pronatec foi de 80%.\nEvidence: Palavras-Chave: Politicas publicas;
Avaliacao; Implementacao; Pronatec ... os cursos FIC foi de 618, o que corresponde a 80,26 % do
total de vagas ofertadas. ... Outra questao apontada como causa da evasao, foi a dificuldade, por
boa parte ..

A: Label complicated/hard to categorise

Q: Claim: Yoris Raweyai Bantah Terkait Tuntutan Pembubaran Banser\nEvidence: Aug 25, 201g —
Anggota DPD terpilih Yorrys Raweyai menyebut hanya menerima selebaran tujuh poin tuntutan
warga di Sorong, yang salah satunya meminta ...

A: Label: other

Q: [claim and evidence]

A: Label:

Figure 7: Prompt template used for LLMs.

Evaluation Subset: 00D Evaluation Subset: Test Evaluation Subset: Zeroshot

2.9

Llama 3.1 Mistral Nemo Qwen 2.5 Llama 3.1 Mistral Nemo Qwen 2.5 Llama 3.1 Mistral Nemo Qwen 2.5
Model Model Model

F1Type
macro
micro

Figure 8: Comparison of macro- and micro F1 scores across LLMs, evaluation subsets, and training methods.
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Few-shot on 00D
26

Few-shot on Test

Few-shot on Zeroshot

F1 Score

LoRA-based Finetune on 00D

LoRA-based Finetune on Test

LoRA-based Finetune on Zeroshot

F1 Score

Quen 2.5

Llama 3.1

Quen 2.5 Mistral Nemo
Model

Qwen 25 Mistral Nemo Llama 3.1
Model

Mistral Nemo Llama 3.1
Model

F1Type
o macro
= micro

Figure 9: Comparison of average macro- and micro-F1 scores across LLMs for each evaluation subset.
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Models for Sentence-level Claim Detection
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Abstract

Sentence-level claim detection is a critical first
step in the fact-checking process. While Large
Language Models (LLMs) seem well-suited
for claim detection, their computational cost
poses challenges for real-world deployment.
This paper investigates the effectiveness of both
small and large pretrained Language Models
for the task of claim detection. We conduct
a comprehensive empirical evaluation using
BERT, ModernBERT, RoBERTa, Llama, and
ChatGPT-based models. Our results reveal that
smaller models, when finetuned appropriately,
can achieve competitive performance with sig-
nificantly lower computational overhead on in-
domain tasks. Notably, we also find that BERT-
based models transfer poorly on sentence-level
claim detection in out-of-domain tasks, often
over-predicting the positive outcome. We dis-
cuss the implications of these findings for prac-
titioners and highlight directions for future re-
search.

1 Introduction

Due to the increasing flow of global information,
distinguishing factual content from opinion, spec-
ulation, or misinformation through fact-checking
has become critically important. A foundational
step in the fact-checking process is sentence-level!
claim detection, or identifying whether a given sen-
tence contains a factual claim or assertion. Without
accurate claim detection, fact-checking efforts risk
wasting resources.

Tools and approaches for automatically detect-
ing factual claims from text have been developed
in tandem with advances in Natural Language
Processing. As of the writing of this paper, ap-
proaches using BERT-based models (Ni et al.,
2024; Soleimani et al., 2020) are being replaced
with those using state-of-the-art Large Language

'Sentence-level claim detection is distinguished from
document-level claim extraction (Deng et al., 2024).

Models (LLMs) (Wang et al., 2024; Metropolitan-
sky and Larson, 2025). Yet, there are inherent
disadvantages to using LLLMs for sentence-level
claim detection: the computational demands of
these models — both during training and inference
— pose significant barriers to their deployment in
real-time or in resource-constrained environments.

To this end, in this short paper, we present an em-
pirical evaluation of the performance of different-
sized Language Models on sentence-level claim
detection. Specifically, we evaluate BERT, Mod-
ernBERT, RoBERTa, Llama, and ChatGPT-based
models on a composite dataset constructed from
three publicly available, human-curated datasets.
we also test the ability of finetuned Language Mod-
els to generalize on “out-of-domain” data.

Contributions. First, we conduct experiments
evaluating both the in-domain (Section 3) and out-
of-domain (Section 4) performance of six models
on sentence-level claim detection tasks. Second,
we release four artifacts:> a composite dataset of ap-
proximately 13,000 sentences containing sentences
and a binary label for whether or not the sentence
is a claim, a finetuned BERT model, a finetuned
ModernBERT model, and a finetuned Llama-3.2-
1B-Instruct model. Third, in Section 5, we offer
recommendations to practitioners on when it is
worthwhile to use BERT-based language models
as opposed to LLMs. Fourth, also in Section 5, we
identify several research gaps and future research
directions.

Findings. This paper finds that smaller, fine-
tuned BERT-based models outperform LLMs on
in-domain sentence-level claim detection tasks,
making them a practical choice for resource-
constrained settings. However—and perhaps
expectedly—LLMs generalize better to out-of-
domain data without the need for fine-tuning. In

2https://github.com/VeritaResearch/
claim-extraction
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Source # of records % positive
Claimbuster (Has- 7,976 25.00
san et al., 2017)

PoliClaim Gold (Ni 1,953 59.09
etal., 2024)

AVeriTeC (Schlichtkrull 3,068 100.00
etal., 2023)

Total 12,997 47.83

Table 1: Composite dataset used for training and testing
claim detection models.

some cases, finetuning can even harm LLM perfor-
mance. Therefore, our results suggest that special-
ized models are more suitable for narrow domains,
while LLMs are more effective for broad, diverse
domains.

2 Methods

2.1 Dataset

We construct and release a composite dataset for
training and testing sentence-level claim detec-
tion models made from three high-quality, publicly
available datasets, summarized in Table 1. Im-
portantly, all three of these datasets are human-
curated. Claimbuster (Hassan et al., 2017) and
PoliClaim (Ni et al., 2024) were collected specif-
ically to train and test machine learning mod-
els for sentence-level claim detection, and con-
tain sentences from US political speeches and de-
bates. AVeriTeC (Schlichtkrull et al., 2023) con-
tains claims published by over 50 different organi-
zations, including fact-checking organizations like
FullFact and Snopes.?

For finetuning and evaluation, wedivided this
composite dataset into a training set (via random
sampling of 80% of the samples), and a testing set
(the remaining 20%). These samples were frozen
throughout the finetuning and evaluation procedure,
and can be found in the accompanying GitHub
repository.*

2.2 Models

We evaluated the efficacy of using six models for
sentence-level claim extraction, which are listed

3The full AVeriTeC dataset contains 4,568 real-world
claims, but weonly include the publicly released training
dataset which contains 3,068 claims.

*https://github.com/VeritaResearch/
claim-extraction

86

-10

BERT 1

ModernBERT |0.94 1 -0.9

AFaCTA
0.8

LLama 0.57 0.64
0.7
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Figure 1: Overlap in positively predicted labels corre-
sponding to Table 2.

in Table 2 (and 3). The first two models were
a finetuned BERT model’ and a finetuned Mod-
ernBERT model,® an updated version of its name-
sake (Warner et al., 2024). These models have
110 million and 150 million parameters, respec-
tively. The third model, known as AFaCTA, comes
from Ni et al. (2024), and is a fine-tuned RoOBERTa
model (Zhuang et al., 2021) containing 125 mil-
lion parameters.” The fourth and fifth models
were a base Meta-Llama-3.2-1B-Instruct model®
and a finetuned version of that same model. The
sixth model used was Factcheck-GPT (Wang et al.,
2024), for which the underlying model is OpenAl’s
ChatGPT-3.5 Turbo model.” The system and user
prompts used for Factcheck-GPT and the Llama-
3.2-1B-Instruct model can be found in Appendix
Section A.

2.3 Finetuning details

As described in Section 2.1, 80% of the composite
dataset constructed and released with this work was
reserved for finetuning (training). Full parameter
finetuning was used for the BERT and Modern-
BERT models, while LoRA was used to finetune
the Llama-3.2-1B-Instruct model. Finetuning was
carried out using the Huggingface Trainer class,
and exact implementation details can be found in
the GitHub repository accompanying this work.

Shttps://huggingface.
bert-base-uncased

6https://huggingface.
ModernBERT-base

7https://huggingface.
roberta-base-afacta

8https://huggingface.
2-1B-Instruct

*https://platform.openai.com/docs/models/
gpt-3.5-turbo

co/google-bert/
co/answerdotai/
co/JingweiNi/

co/meta-1lama/Llama-3.
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Table 2: Sentence-level claim detection results (speeches & fact-checks, composite dataset described in Section 2.1).

Model Accuracy Precision Recall F1 Score
BERT (Finetuned) 0.917 0.918 0.904 0911
ModernBERT (Finetuned) 0911 0.907 0.902 0.904
AFaCTA (Ni et al., 2024) 0.831 0.755 0.945 0.839
LLama-3.2-1B-Instruct 0.571 0.526 0.816 0.640
LLama-3.2-1B-Instruct (Finetuned) 0.850 0.844 0.834 0.839
Factcheck-GPT (Wang et al., 2024) 0.824 0.802 0.829  0.815

All finetuning was performed on an NVIDIA GTX
4060 Ti with 8GB of VRAM and took 24 hours
or less to complete for each model. The train-
ing loss can be seen in Figure 2. The BERT and
ModernBERT models were trained over 5 epochs
which was sufficient for training loss to converge to
close to 0. Due to resource constraints, the Llama-
3.2-1B-Instruct model was only trained for 30
epochs and training loss was reduced from 2.3932
to 0.8570 (a 64.2% decrease).

3 Results

The performance for all six models on sentence-
level claim extraction can be found in Table 2. The
best performing model with respect to accuracy,
precision, and F1 score was the finetuned BERT
model at 91.7%, 91.8%, and 91.1%, respectively.
We found that the AFaCTA model had the best
recall at 94.5% — although, the model has a rel-
atively low precision. As we will discuss in Sec-
tion 4, we observed a tendency of BERT-based
models to over-predict claims (the positive out-
come) when used on “out-of-domain” data.

We observe a significant performance difference
between the two “base” LLMs used in our ex-
periments: the Llama-3.2-1B-Instruct model and
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Figure 2: Finetuning training loss.
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Factcheck-GPT, which uses OpenAl’s ChatGPT-
3.5 Turbo model. While the size of ChatGPT-3.5
Turbo is not publicly available, it is believed to
be significantly larger than 1B parameters, indi-
cating that larger LLMs may be better suited for
claim detection tasks. Significantly, fine-tuning the
Llama-3.2-1B-Instruct model results in strong per-
formance improvements: the F1 score increased
from 64.0% to 83.9%.

Figure 1 shows the overlap in positive predic-
tions between the six models. In general, overlap
closely follows from similarities between model
precisions. Perhaps unsurprisingly, BERT and
ModernBERT share 94% of their positively pre-
dicted labels, indicating that the two models are
likely learning the same underlying semantic struc-
tures of claims.

4 Transfer and out-of-domain
performance

We also evaluated the performance of the six mod-
els on out-of-domain claims to test how well per-
formance generalizes. In this short paper use “out-
of-domain” to refer to a domain of claims that may
have a different underlying semantic structure as
compared to the domain a model was trained on.
To carry out this evaluation, we obtained a
dataset released by CheckThat!® containing Tweets
posted to X.com in the English language, where
each Tweet has a label indicating whether or not
it contains verifiable, factual claims (Nakov et al.,
2022). The dataset contains 911 human-labeled
Tweets, where 63.0% are labeled as claims (the
positive outcome). Results for sentence-level claim
detection among the six models studied can be
seen seen in Table 3. Importantly, Tweets have a
different semantic character than political speeches:
many examples in CheckThat contain internet

Ohttps://gitlab.com/checkthat_lab/
clef2022-checkthat-1ab/clef2022-checkthat-1ab
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Table 3: Sentence-level claim detection results on out-of-domain samples (Tweets posted to X.com, described
in 4). For clarity: we did not re-finetune the BERT, ModernBERT, and Llama-3.2-1B-Instruct model on these
out-of-domain samples—models were finetuned using the composite dataset in Table 1 as described in Section 2.1.

Model Accuracy Precision Recall F1 Score
BERT (Finetuned) 0.633 0.632 0.998 0.774
ModernBERT (Finetuned) 0.637 0.634 1.000 0.776
AFaCTA (Ni et al., 2024) 0.633 0.642 0.940 0.763
LLama-3.2-1B-Instruct 0.607 0.663 0.765 0.710
LLama-3.2-1B-Instruct (Finetuned) 0.634 0.633 0996 0.774
Factcheck-GPT (Wang et al., 2024)  0.680 0.676 0944  0.788

slang, leet-speak, hashtags and other emojis.

Performance varies significantly on out-of-
domain samples. In all cases and across all models,
F1 scores dropped between 2.7% and 13.7%. Accu-
racy only increased for the Llama-3.2-1B-Instruct,
and otherwise saw similar drops as observed with
F1 score. The model with the best accuracy, preci-
sion, and F1 score was Factcheck-GPT with 68.0%,
67.6% and 78.7%, respectively. The ModernBERT
model had the highest recall at 100.00%.

Importantly, we observe another salient finding:
all models reported high recall on out-of-domain
samples, yet relatively low precision scores close
to the number of positive samples in the dataset
(63.0%). This indicates a bias of all models—
but particularly by those finetuned on in-domain
samples—to over-predict the positive label (i.e.,
that a sentence is a claim). Perhaps most surpris-
ingly, the finetuned Llama-3.2-1B-Instruct model
actually performed worse than the non-finetuned
base version.

5 Discussion

Takeaways. The findings of this short paper sug-
gest two key takeaways: first, when restricted
to in-domain data, less can be more. we found
that smaller, finetuned BERT-based models outper-
formed LLMs. This is good news for practitioners
who are resource constrained: we found that BERT-
based models can easily be finetuned over a small
number of epochs (we use 5 in this paper) and with
a small GPU having only 8GB of VRAM.

Our second key takeaway is a drawback of us-
ing finetuned, BERT-based models for claim detec-
tion: LLMs perform better on out-of-domain prob-
lems without finetuning. In fact, we present one
example where finetuning actually worsened out-
of-domain performance for an LLM. Overall, this
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finding is consistent with current literature which
shows that LLMs perform well on zero- and few-
shot learning (Kojima et al., 2022). It’s also worth
noting that because LLMs are trained on such large
and diverse sets of data, the out-of-domain data
may actually be “in-domain” for an LLM.

Our takeaway for those building claim detection
models can be summarized in the following way:
if one is detecting claims in a restricted domain
(e.g., political speeches), we recommend training
a small, specialized model. However, if one will
be detecting claims from an unrestricted domain,
LLMs will likely yield better performance over the
long run.

Research gaps. We leave several important re-
search gaps for future researchers working on claim
detection: first, what constitutes a domain in claim-
detection? In this paper, we separate domain by
speeches and fact-checks versus Tweets posted to
X.com. However, if one adopted a speech-like pat-
tern to writing their Tweets, or wrote the sentences
of their speech in the style of Tweets, would do-
main transfer be possible? One could explore the
boundary of domains in claim detection, perhaps
relating measures of semantic structures or word
distributions to define a domain distance. Second,
how many training samples are required to ensure
that a claim detection model performs well on a
domain (Kocielnik et al., 2023)? Third, is it possi-
ble to generalize a BERT or ModernBERT model
to multiple domains, and is there a limit to that
generalization? These research questions generally
drive at fundamental questions of transfer learning
in Natural Language Processing (Wang and Chen,
2022).M1

"USee the Transfer Learning for Natural Language Pro-
cessing workshop co-located with NeurIPS in 2022 at https:
//tl4nlp.github.io/.



6 Limitations

This short paper has several limitations. First, we
only explore two different domains, giving a lim-
ited insight on when domain transfer may (or may
not) be possible. Instead, this paper only serves as
a single “counterexample” demonstrating the dif-
ficulty of generalizing BERT-based models tuned
for sentence-level claim detection across domains.
Second, we only explore two LLM choices in this
paper, one which is known to be small (1B pa-
rameters) and another which is thought to be very
large. Future work could include adding “medium”-
sized LLMs (like those with 7B or 8B parameters)
and mixture-of-experts type models (Jiang et al.,
2024).
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A Prompts

Factcheck-GPT System Prompt

You are a helpful factchecker
assistant .

r
\.

Factcheck-GPT User Prompt

Your task is to identify whether
texts are checkworthy in the
context of fact-checking.

Let's define a function named
checkworthy (input: List[str]).

The return value should be a list
of strings , where each string
selects from ["Yes", "No"].

"Yes" means the text is a factual
checkworthy statement.

"No" means that the text is not
checkworthy , it might be an
opinion, a question, or others.

For example, if a user call
checkworthy (["I think Apple is
a good company.", "Friends is a
great TV series.", "Are you
sure Preslav is a professor in
MBZUAI?", "The Stanford Prison
Experiment was conducted in the
basement of Encina Hall.", "As
a language model, I can't
provide these info."])

You should return a python list
without any other words,

["No", "Yes", "No", "Yes", "No"]

Note that your response will be
passed to the python
interpreter , SO NO OTHER WORDS!

checkworthy ({ texts })

Llama-3.2-1B-Instruct System Prompt

Only answer with Yes or No

\

Llama-3.2-1B-Instruct User Prompt

SENTENCE: {texts}

Is the sentence a factual claim
that could be verified by a
factchecker? Yes or No

90



RAG based Question Answering of Korean Laws and Precedents

Kiho Seo
Central Police Academy
Korean National Police Agency
seokiho_@_police.go.kr

Abstract

We propose a method of improving the per-
formance of question answering based on the
interpretation of criminal law regulations in the
Korean language by using large language mod-
els. In this study, we develop a system that ac-
cumulates legislative texts and case precedents
related to criminal procedures published on the
Internet. The system searches for relevant le-
gal provisions and precedents related to the
query under the RAG (Retrieval-Augmented
Generation) framework. It generates accurate
responses to questions by conducting reasoning
through large language models based on these
relevant laws and precedents. As an applica-
tion example of this system, it can be utilized to
support decision making in investigations and
legal interpretation scenarios within the field of
Korean criminal law.

1 Introduction

In recent years, the utilization of Large Language
Models (LLMs) (Singh, 2024) in the legal field has
been attracting attention, and their potential is par-
ticularly expected in legal interpretation and case
analysis. In the Korean criminal justice system,
as legislative amendments and the accumulation
of precedents have led to a continuous increase in
legal information that should be referenced, it is
not easy for investigators to make prompt and accu-
rate decisions. Here, conventional keyword-based
search systems cannot sufficiently consider the con-
text and semantic relevance of legal documents,
making it difficult to efficiently acquire knowledge,
particularly when educating and training new in-
vestigators on the effective use of keyword-based
search systems.

Based on this background, this paper aims
to model question answering based on criminal
procedure-related legal interpretations and case
references by utilizing the latest LLM technol-
ogy. Specifically, we apply the RAG (Retrieval-

Takehito Utsuro
Dept. of Intelligent Interaction Tech.,
Faculty of Engineering, Information and
Systems, University of Tsukuba
utsuro_@_iit.tsukuba.ac. jp

Augmented Generation) (Lewis et al., 2021) frame-
work to legal provisions and case information pub-
lished on the Korean legal information website'.
In the RAG framework, legal and case information
is converted into embedding vectors and stored in
a searchable database using FAISS?. Then, for a
given question, the system searches for legal pro-
visions and precedents related to the question, and
based on these relevant legal provisions and prece-
dents, generates accurate answers to questions by
conducting reasoning through large language mod-
els. Through the RAG framework, it is expected to
mitigate the hallucination problems of LLMs while
improving the quality and efficiency of decision-
making in investigations.

However, deploying RAG systems in legal do-
mains carries significant risks, particularly halluci-
nation — generating plausible but incorrect legal
advice. Recent incidents have demonstrated that
legal Al systems can provide misleading advice to
users. Our comprehensive error analysis addresses
these concerns by systematically categorizing fail-
ure modes in legal response generation, evaluating
the reliability of RAG systems when generating
applicable statutes, relevant precedents, and legal
opinions through prompt engineering.

This paper makes the following key contribu-
tions:

* Hierarchical Document Segmentation: We
develop a comprehensive three-tier hierarchi-
cal document segmentation methodology (arti-
cles, paragraphs, items) specifically designed
for Korean legal texts, enabling fine-grained
retrieval and legal reasoning.

* Domain-Specific Query Expansion: We pro-
pose a custom query expansion technique tai-
lored to Korean legal terminology and multi-

1ht’cp://www.law.go.kr
2https://faiss.ai
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Figure 1: Architecture of the Korean Legal RAG System. The framework integrates (1) data collection from national
legal databases, (2) hierarchical document segmentation and embedding, (3) query expansion and MMR-based
retrieval, and (4) GPT-4-turbo based answer generation with legal reasoning.

statute queries, allowing more effective re-
trieval of relevant statutes and precedents for
complex legal questions.

Systematic Error Analysis: We conduct the
first comprehensive error analysis of RAG sys-
tems in the Korean legal domain, identifying
precedent selection as the primary challenge
(23.7% of errors) while confirming high reli-
ability in legislation application (0.8% error
rate).

2 Related Work

In relation to this paper, literature (Hendrycks et al.,
2021) publishes a dataset annotated by experts for
the task of extracting important sections in legal
contracts, and evaluates the performance of vari-
ous models in the task. Literature (Papaloukas
et al., 2021) proposed a model for topic classifica-
tion of legal texts at various granularities of legal
topics. Literature (Niklaus et al., 2021) proposes a
multilingual legal judgment prediction benchmark
using case precedent data. Literature (Hong et al.,
2021) conducts research on information extraction
tasks targeting dialogue examples in the legal do-
main. The literature (Choi et al., 2023) analyzes
Al use methods in legal consultations and docu-
ment preparation by lawyers. Literature (Trozze
et al., 2024) describes the results of evaluating the
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usefulness of large language models as tools for
legal interpretation and lawyer support in litigation.

3 Legal Statutes and Judicial Precedent
Data

In Korea, the National Legal Information System?
provides metadata for legal provisions and admin-
istrative regulations. In this paper, we use the API
of this system to collect and utilize information on
legal provisions (articles, paragraphs, items) and
case precedents. As a result, as shown in Figure 1
and Table 1, we collected a total of 12,183 articles,
9,285 paragraphs, 6,954 items, and information
on 10,707 criminal case precedents from 1975 to
2023. Next, regarding these provisions and prece-
dents, we divided them by articles, paragraphs, and
items, and saved them in the searchable database
at the smallest unit, resulting in 112,206 minimum
items being stored. We collected data from 20 core
legal statutes related to criminal procedures. How-
ever, we identified 2,419 precedents classified as
"Others" that either applied multiple statutes simul-
taneously or referenced statutes not included in our
core 20 due to legal amendments or name changes.
These additional legal statutes were included in
our database to ensure comprehensive coverage,
bringing the total number of statutory provisions

3https://open.law.go.kr
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to 12,183 articles as shown in Table 1. Also, newly
enacted regulations such as "Regulations on Mu-
tual Cooperation between Prosecutors and Judicial
Police Officers and General Investigation Rules"
did not have corresponding precedents.

3.1 Legal Statutes

Our legal statute collection follows a hierarchical
three-tier structure: articles, paragraphs, and items.
Each tier serves as an independent searchable unit
while maintaining hierarchical relationships.

Article Level: The highest structural unit con-
taining complete legal provisions. For example,
Criminal Act Article 43 (Sentence and Loss or
Suspension of Qualification) constitutes a single
article object with metadata including: title (“Sen-
tence and Loss or Suspension of Qualification”),
law name (“Criminal Act”), article number (“43”),
enforcement date, and unique identifier (“Crimi-
nal_Act_43”).

Paragraph Level: Subdivisions within arti-
cles marked by circled numbers (D), @), etc.).
For instance, “D) A person who has been sen-
tenced to death penalty, imprisonment for life,
or imprisonment without prison labor for life
shall lose the following qualifications:” forms
a paragraph object with law name, article num-
ber, paragraph identifier ((I)), and unique identifier
(“Criminal_Act_43_(D").

Item Level: The most granular subdivisions
within paragraphs, marked by numbers (1, 2,
etc.). For example, “1. Qualification to be-
come a public official” creates an item object
with item number (“1”) and unique identifier
(“Criminal_Act_43_(D_1").

Hierarchical Relationships: Articles can exist
independently, but paragraphs require parent arti-
cles. Items can exist under articles with or without
intermediate paragraphs. This structure enables
both broad contextual searches and precise legal
provision retrieval.

3.2 Judicial Precedent Data

The data structure for cases integrates case content
and metadata in a unified format. For example,
it is structured in formats such as "Case Number:
2023 No. 2102," "Case Name: Violation of the
Act on the Control of Narcotics (Psychotropic Sub-
stances)," "Summary of Judgment: The description
of the facts in the prosecution specifies the facts
by clearly indicating the time, place, and method
of the crime (omitted)." This structure includes in-
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formation such as case number, case name, court
name, judgment date, and referenced legal provi-
sions, which are centrally managed as metadata.
Additionally, the case content includes the case
number, referenced legal provisions, and detailed
descriptions of the precedent, enabling efficient
searching and utilization of case information.

4 Question Answering System Using RAG

In this paper, for prompts in RAG, we use
zero-shot and few-shot approaches (with eval-
uations conducted using 5-shot in this pa-
per), and for embeddings in LLM, we use
text-embedding-ada-002*. For the LLM itself,
we use the GPT model gpt-4-turbo’. Addition-
ally, we implement RAG using LangChain® as the
platform.

4.1 Self-query Approach

ﬂ System Prompt Definition(example) }—\

Role: You are a legal expert assistant.
You must strictly follow the guidelines below:

[ Response Structure]

« Detailed explanation (minimum 300 characters)
« Explicit citation of relevant legal provisions

« Include actual cases or examples

« Additional considerations or recommendations

[ Format Requirements]
Must include all four mandatory sections:
[Answer], [Relevant Laws], [Related Cases/Examples], [Considerations]

[Mandatory Format Structure]
[Answer]
Detailed legal explanation here...

[Relevant Laws]
- Law Name Article X: Article content
- Additional relevant laws...

[Related Cases/Examples]
Specific cases or examples...

[Considerations]
Additional considerations or recommendations...

[Result: Structured Legal Response]

This combined prompt approach ensures:

- Consistent formatting across all responses

« Comprehensive coverage of legal analysis components
« Explicit citation of legal provisions

&Integration of precedents and practical considerations

« Minimum content standards (300+ characters for explanations)

/

Figure 2: Legal Expert Assistant Prompt System Archi-
tecture

4https: //platform.openai.com/docs/guides/
embeddings#embedding-models

5https: //platform.openai.com/docs/models#
gpt-4-turbo-and-gpt-4

®https://www.langchain.com/
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[ Legal Statute Name [ #Art. [ #Para. | #ltems [ #Cases | Total |
Criminal Act 459 312 18 5,276
Criminal Procedure Act 641 866 150 2,059
Regulations on Mutual Cooperation between Prosecutors and Judicial 87 174 98 0
Police Officers
Special Act on Telecommunications Financial Fraud Prevention 30 69 83 3
National Sports Promotion Act 107 251 156 9
Korea Racing Authority Act 86 121 122 2
Special Act on Prevention of Insurance Fraud 19 18 6 1
Act on Prohibition of Improper Solicitation and Receipt 31 72 82 19
Road Traffic Act 223 474 427 274
Act on Special Cases for Traffic Accidents 6 8 15 45
Dishonored Checks Control Act 7 8 3 69
Attorney-at-Law Act 189 305 150 88 | 10,283
Specialized Credit Finance Business Act 129 267 242 7
Special Measures Act on Real Estate Registration 12 21 10 4
Act on Information Network Utilization and Protection 155 298 326 17
Act on Punishment of Sexual Violence Crimes 68 192 85 165
Act on Aggravated Punishment of Economic Crimes 14 35 12 10
Act on the Punishment of Violence 10 21 14 215
Act on Protection of Children Against Sexual Abuse 92 226 203 20
Act on Punishment of Child Abuse Crimes 78 182 85 5
Others 9,740 | 5,365 | 4,667 2,419
[ Total [ 12,183 ] 9,285 | 6,954 ][ 10,707 | 10,283
Table 1: Number of Articles, Paragraphs, Items, Cases, and Total Incidents by Legal Statute
Method | Response Type | Accuracy | ments such as constituent elements of crimes and
5-shot, Ambiguous 90 culpability assessment.
with Self Query Unambiguous 137

Total 60.4% (137/227) Implementation Details: The system employs
5-shot, Ambiguous 87 a two-stage approach for comprehensive legal anal-
without Self Query | Unambiguous 140 . . 3 . .

Towl 617% (1407227) y;ls. F.lr‘st, tlhe self: que;ymg mechar;s;n pzlr((l)Ffassei
voroshoL Ambiguons 02 the origina query an gel.lerates. -5 additiona
with Self Query Unambiguous 125 related queries using domain-specific prompt tem-

Total 55.1% (125/227) plates that address key legal analysis components
zero-shot, Ambiguous 100 such as constituent elements, culpability assess-
without Self Query | Unambiguous 127 ment, procedural requirements, and precedent ap-

Total 55.9% (127/227)

Table 2: Evaluation Results

Query expansion enhances document retrieval
by transforming a single query into multiple similar
variants in LLMs. This technique generates alter-
native perspectives while preserving the original
intent, allowing RAG models to leverage questions
and context as cues for optimal query formulation,
thereby improving information retrieval quality.

We developed a custom prompt engineering
methodology for query expansion that generates
multiple related queries from a single input ques-
tion. Unlike LangChain’s built-in Self Querying’
API, our approach uses domain-specific prompt
templates that explicitly instruct the model to gen-
erate follow-up questions addressing key legal ele-

7https://python.langchain.com/docs/how_to/
self_query/
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plicability. All generates queries are then used si-
multaneously for document retrieval, enabling com-
prehensive coverage of complex legal scenarios
that span multiple statutes. Following the retrieval
process, the system applies a structured prompt
template as shown in Figure 2 to ensure consistent
and comprehensive responses. The prompt defines
the assistant as a legal expert that must strictly fol-
low specific instructions, requiring responses to in-
clude four mandatory sections: [Answer] providing
detailed legal explanation(minimum 300 charac-
ters), [Relevant Laws] with explicit citation of legal
provisions, [Related Cases/Examples] describing
specific precedents and examples, and [Considera-
tions] offering additional recommendations. This
structured approach ensures that all generated re-
sponses maintain consistent formatting and com-
prehensive coverage of legal analysis components.

Specific Example: When presented with the
query “If a person is charged with possession


https://python.langchain.com/docs/how_to/self_query/
https://python.langchain.com/docs/how_to/self_query/

for distribution purposes for selling unauthorized
goods based on Article 124, Paragraph 1, Item 2 of
the Copyright Act, what are the considerations for
on-site seizure scope and voluntary submission?”,
our system generates complementary queries in-
cluding: “What constitutes possession for distribu-
tion under copyright law?”, “What are the procedu-
ral requirements for on-site seizure in intellectual
property cases?”, and “What precedents exist for
voluntary submission in copyright violation cases?”

4.2 Extraction of Similar Documents Using
MMR

Furthermore, in this paper, to extract documents
relevant to questions, we adopt a method to search
for multiple highly relevant documents by using
MMR (Maximal Marginal Relevance) (Carbonell
and Goldstein, 1998)® in LangChain. The formula-
tion of MMR is shown below.

argmax A - Sim(D;fiQ)
D;eD\S

(1= ) max slm(DiﬁDj)}

MMR =

¢ \: Weight between similarity and diversity(0 < A < 1)
* D: Set of all candidate documents for search

* S: Set of already searched documents

* Sim(D;fiQ): Similarity between document D; and Q

» Sim(D;fiD;): Similarity between documents D; and
D

This method allows for the selection of docu-
ments containing more diverse information while
avoiding redundancy. For the similarity measure,
we use the sum of SBERT® and BERTScore'”.

Parameter Optimization: For the main param-
eters A (in increments of 0.1), X (number of can-
didate items to remove redundant results in search
results), and k£ (number of results after removing
redundant results in search results), we performed
parameter adjustment and evaluation through two-
fold cross-validation on 227 evaluation question-
answering cases. Our experimental results demon-
strated that the optimal performance on the experi-
mental dataset was achieved with parameter values
of X =10, k = 5, and A = 0.9 across zero-shot,
few-shot, and self-query approaches.

8https://python.langchain.com/docs/how_to/
example_selectors_mmr/

9https://sbert. net

]Ohttps ://pypi.org/project/bert-score
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5 Evaluation

5.1 Overview

For 227 evaluation question-answering cases, the
first author manually evaluated the answers gener-
ated by the proposed method, classified whether
the answers were ambiguous or clear, and then de-
termined whether the answers were correct. The
calculated accuracy results are shown in Table 2.

The assistance system utilizes LangChain’s
MMR retriever to extract five non-redundant case
precedents per query. Evaluation against content
relevance, legislation application, and precedent
references revealed that 51.9% of errors occurred
across all three criteria simultaneously. Precedent
selection emerged as the primary challenge, with
errors involved incorrect precedents only, while
legislation application proved most reliable (only
0.8% of errors). Few-shot prompting without self-
query achieved the highest accuracy, consistently
outperforming Zero-shot approaches, though self-
query implementation showed no significant im-
provement. Testing with 227 real-world cases con-
firmed performance improvements.

While our approach shows promise compared to
traditional keyword-based retrieval methods, this
study did not include baseline comparisons with
conventional legal search systems. Future work
will focus on systematic baseline comparisons to
quantify performance improvements, expanding
the dataset, developing systems for legislative and
precedent updates, and refining precedent selection
algorithms.

5.2 Error Analysis

Response accuracy was evaluated against three
criteria: content relevance, correctly applied leg-
islation, and appropriately referenced precedents.
The analysis revealed that 51.9% of erroneous re-
sponses exhibited failures across all three criteria
simultaneously, as shown in Figure 3, representing
the most significant error category.

Among the remaining errors, those involving in-
correctly referenced precedents alone constituted
23.7% of cases as shown in Figure 5. These er-
rors were particularly notable for citing nonexis-
tent case numbers or irrelevant judicial precedents
despite providing correct legislative applications.
This error pattern was observed in public indecency
cases where defendants engaged in masturbation in
semi-public spaces such as apartment balconies and
hallways. The system correctly identified relevant


https://python.langchain.com/docs/how_to/example_selectors_mmr/
https://python.langchain.com/docs/how_to/example_selectors_mmr/
https://sbert.net
https://pypi.org/project/bert-score
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Figure 3: Error Distribution Analysis. Multi-criteria failures (51.9%) represent the largest error category, where
responses fail across content relevance, legislation application, and precedent reference simultaneously. Precedent-
only errors (23.7%) constitute the second largest category, highlighting precedent selection as a primary challenge.

Question(No.32)

The suspect placed 20 items at the kiosk in an
unmanned store as if to purchase them, scanned and
paid for only 10 items using the barcode reader, and
took away all items including the 10 unscanned ones.
What is the criminal liability when a person takes
merchandise after paying for only some items in an
unmanned store?

Generated Answer(Example) }—\

[Answer] Inappropriate as an answer

In unmanned stores, the act of paying for enly some
products while taking away the rest may constitute theft
under criminal law. Theft is a crime established by stealing
another person's property. The important elements here are
"another person’s property” and "stealing”... (omitted)

Contains errors in

[Relevant Laws] applicable laws and precedents
Criminal Code Article 329 (Theft): A person who steals
another person’s property shall be punished by
imprisonment for not more than 6 years or by a fine not
exceeding 10 million won.

Includes some @
[Related Cases/Examples] hallucinatory conten
In a past similar case, a suspect who tock products from an
unmanned store without payment was indicted for theft...
(omitted)

[Precautions]

Theft in unmanned stores not only undermines the trust-
based operation of the store but is also a serious crime that]
may result in legal punishment. Therefore, when using
unmanned stores, it is necessary to accurately pay for all

wroducts... (omitted)

Figure 4: Error category = incorrect answer / irrelevant
law / unrelated case-example
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statutes but failed to cite appropriate precedential
authority, instead referencing non-existent or unre-
lated case law.

Answer errors combined with precedent misiden-
tification accounted for 12.2% of erroneous re-
sponses as shown in Figure 6. In these instances,
while the applied legislation was correctly identi-
fied, the response content failed to appropriately
address the query, and the cited precedents were
irrelevant to the question posed. This error pattern
was observed in domestic cohabitation disputes in-
volving refusal to vacate shared residences, where
the system struggled to provide coherent legal anal-
ysis despite correct statutory identification. This
error pattern typically occurred in cases involving
domestic disputes and housing law.

Less frequent error patterns included cases
where content was correct but both legislation and
precedents were incorrectly identified (5.3%) as
shown in Figure 7. These responses demonstrated
accurate understanding of the legal question but
failed to properly ground the analysis in relevant
legal frameworks. Such errors were observed in
cases involving insurance liability and vehicle op-
eration regulations.

Instances where only the response content was
inaccurate (4.6%) as shown in Figure 8, represented
scenarios where both legislation and precedent ci-
tations were correct, but the analysis contained sub-



Question(N0.62)

(Case 1) The suspect exposed their genitals and engaged
in masturbation on the balcony of their apartment with t
he window open, facing a playground in front of the resi
dence. (Case 2) The suspect exposed their genitals and e
ngaged in masturbationin the hallway of the apartment
building, which other residents use as a passageway. Do

es the crime of public indecency apply when masturbati

on occurs inside an apartment or in the hallway of an ap

/
G\;{wer]

The crime of public indecency is established when an ind M
act is performed in a public place where it can be recognize:
by an unspecified large number of pecple... (omitted)

artment building?

Generated Answer(Example)

[Relevant Laws]
Criminal Law Article 245 (Public Indecency)... (omitted)

[Related Cases/Examples]

Hallucination (Non-existent Case Example) According to
Supreme Court precedents, the crime of public indecency
requires that the act be performed in a state where it could
potentially be recognized by an unspecified large number of
people. For example, in Supreme Court Decision 2007Do1234,
the court recognized the crime of public indecency by
determining that the defendant performed an indecent act in a
public place with the possibility of exposure to an unspecified
large number of people. Additionally, in Seoul Central District
Court Decision 2018GoTan1234...(omitted)

ZEQ

[Precautions]

For the crime of public indecency, what's important is whether

there was a possibility that the act could be recognized by an
wspecif\ed large number of people... (omitted) /

Figure 5: Error category = unrelated case-example only

Question(No.165)

The suspect was asked to break up by their cohabiting
partner A and was requested to vacate their shared
residence, but refused to comply. What is the
applicability of the crime of refusal to vacate when a

cohabitant demands departure but the person refuses to
comply?

/—< Generated Answer(Example) ’—\
[Answer]

The crime of refusal to leave is primarily related to trespas@
which is established when someone enters another person's
residence without legitimate reason, or refuses to leave

despite the request of a legitimate resident... (omitted)

[Relevant Laws]
Criminal Law Article 320 (Refusal to Leave): A person who @
does not comply with a request to leave a place mentioned in
the preceding article shall... (omitted)

[Related Cases/Examples]

Content deviates from the question

In Supreme Court Case (Decision 94Do3336 delivered on
September 15, 1995), in a case where the defendant left
home due to domestic discord and lived separately after
handing over the entrance key to his wife without demanding
its return... (omitted)

[Precautions]

The establishment of the crime of refusal to leave may vary

depending on legal interpretation, and according to the

relationship between cohabitants and the nature of residence
whts... (omitted)

Figure 6: Error category = relevant law only
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Question(No.71)

A drove a motorcycle without mandatory insurance
coverage and subsequently lent it to a friend B, who
then operated the motorcycle. In this case, does a
person who temporarily borrows and drives a vehicle
without liability insurance qualify as a "motor vehicle
owner/possessor” under the Automobile Liability

Security Act?

Generated Answer(Example) ’—\

[Answer] @

According to Article 5-10, Paragraph 1 of the Act on the
Aggravated Punishment of Specific Crimes (hereinafter
"Specific Crimes Act"), if a person assaults or threatens the
driver of a vehicle in operation, they may receive enhanced
punishment... (omitted)

[Relevant Laws] Unrelated legislation

Act on the Aggravated Punishment of Specific Crimes, Article
5-10, Paragraph 1: "A person who assaults or threatens the
driver of a vehicle in operation... (omitted)

[Related Cases/Examples] Unrelated cases

According to Supreme Court precedents, assault on a dnve@
in a stopped vehicle is unlikely to be recognized as driver
assault under the Specific Crimes Act. For example, the
Supreme Court has ruled that when a bus... (omitted)

[Precautions]

Such legal interpretations may vary depending on the specific
circumstances of the case. For example, if the vehicle was

temporarily stopped and was scheduled to depart again, it
Figure 7: Error category = correct answer only

Qght still be considered "in operation”... (omitted)

stantive errors. This pattern was observed in theft
cases involving partial payment at unmanned stores,
where the system correctly identified relevant laws
and precedents but provided flawed legal reasoning.
This pattern appeared in cases involving commer-
cial transactions and theft-related offenses.

Scenarios where only precedent selection was
accurate (1.5%) as shown in Figure 9,involved re-
sponses where both the content and applied legis-
lation were incorrect, yet the system successfully
identified relevant case precedents. This pattern
was observed in healthcare fraud cases involving
identity deception for medical treatment and insur-
ance benefits, where appropriate precedents were
cited despite incorrect statutory analysis and flawed
reasoning. This rare pattern was observed in cases
involving identity fraud and healthcare-related of-
fenses.

The rarest category involved cases where legis-
lation application alone was incorrect (0.8%) as
shown in Figure 10. In these instances, both the
response content and referenced precedents were
appropriate, but the system erroneously cited in-
appropriate statutory provisions. This pattern oc-
curred in drunk driving cases involving breath test
refusal due to physical injury, where the system



Question(No.32)

The suspect placed 20 items in front of a kiosk at an
unmanned store as if to purchase them, but only
scanned 10 items with the barcode reader for payment,
and took away all 20 items including the 10 unscanned
items. What is the criminal liability when a person pays
for only part of the merchandise and removes all items

from an unmanned store?

Generated Answer(Example) ’—\

[Answer] @
Correct answer : It constitutes theft but not fraud The actof
a suspect in an unmanned store who paid for only 10 out of 20
items and took away the remaining 10 items without payment

may constitute theft... (omitted)

[Relevant Laws] Q
Criminal Code Article 329 (Theft): A person who steals anotirer
person’s property shall be punished by imprisonment for not
more than 6 years or by a fine not exceeding 10 million won.

[Related Cases/Examples] As a similar case, there is@
precedent where taking items from an unmanned store withgut
payment was recognized as theft. For example, in the Cheongju
District Court Decision 2021GoTan1897 delivered on July 21,
2022... (omitted)

[Precautions]

Since theft acts in unmanned stores are likely to be recorded by
CCTV and other evidence, suspects need to be aware that their
actions may be recorded. Also, since theft is subject to criminal

wnishmsnt, it is important to avoid such actions... (cmittsd)/

Figure 8: Error category = incorrect answer only

Question(No.49)

The suspect was authorized by A to use A's resident regi
stration number to receive medical treatment and prescr
iptions at a hospital. Subsequently, when requested by h
ospital staff to verify identity during a visit for medical c

are, the suspect deceived the staff by falsely presenting

as A, providing A's name and resident registration numb
er, and thereby obtained medical treatment and prescrip
tion medication. As a result, the National Health Insuran

ce Corporation paid insurance benefits to the hospital. |

Generated Answer(Example)

Kn this case, what is the criminal liability of the suspect? /
[Answer]

Deviates from the focus of the question ®

The act of the suspect using A's resident registration number to
receive medical treatment and prescriptions at a hospital raises
multiple legal issues... (omitted)

[Relevant Laws] ®
Unrelated legislation
Criminal Code Article 347 (Fraud): A person who obtains

property or gains financial advantage by deceiving another
person commits fraud... (omitted)

[Related Cases/Examples] @
According to Supreme Court precedents, using another person’s
resident registration number to obtain loans from financial
institutions or to receive medical treatment at hospitals is
recognized as fraud. For example, in Supreme Court Decision
2009D09985... (omitted)

[Precautions]
Even if the suspect had obtained A's permission, caution is

necessary when legally using another person’s resident
registration number. Especially at medical institutions... (omitty

Figure 9: Error category = related case-example only
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provided sound analysis and relevant precedents
but incorrectly applied statutory measurement re-
fusal provisions. This pattern appeared in cases
involving traffic violations and alcohol-related of-
fenses.

Question(No.67) l—\

Due to the strong smell of alcohol from a driver who
caused a traffic accident, the police officer at the scene
attempted to conduct a breath test, but was unable to do
so due to injuries around the driver's mouth. Consequently,
the officer attempted to conduct a blood alcohol test, but
the blood sample could not be obtained due to the
suspect's refusal. When a driver suspected of drunk

driving who cannot undergo a breath test refuses a blood

test, does this constitute a refusal of measurement?

/—{ Generated Answer(Example) }—\

[Answer] @

When a driver who has caused a traffic accident is suspected of
being intoxicated but a breath test is impossible, police can
attempt to use a blocd test as an alternative means for alcohol
testing. According to Road Traffic Act Article 44, Paragraph 2,
alcohol testing is principally conducted using a breathalyzer...

(omitted)

[Relevant Laws] Unrelated legislation ®
*Road Traffic Act Article 44, Paragraph 2: "A police officer may
use a breathalyzer to measure whether a driver is intoxicated.”
*Road Traffic Act Article 44, Paragraph 3: "If a driver objects to
the results of a breath test, the police officer may, with the
driver's consent, conduct another measurement by methods
such as blood testing.”

[Related Cases/Examples] In the Supreme Court D a( n
of July 9, 2015 (2014Do16051) regarding the crime of refusing
an alcohol test, even if a driver refuses both a breath test and
subsequently a blocd test... (omitted)

[Precautions]

If a driver refuses an alcohol test, police should clearly explain

Qe legal disadvantages of refusing such testing... (omitted) /

Figure 10: Error category = irrelevant law only

This comprehensive error analysis demonstrates
that precedent selection represents the primary
challenge affecting system accuracy, while legisla-
tion application demonstrates the highest reliability
when evaluated as an independent component. The
significant proportion of multi-criteria failures sug-
gests potential interdependencies in the system’s
reasoning process that warrant further investigation.
As shown in the error analysis figures (Figures 2-
8), the system’s performance varies significantly
depending on the type of legal question and the
complexity of the required legal reasoning, with
precedent selection being particularly challenging
in cases that involve recent or nuanced legal inter-
pretations.

6 Conclusion

This study demonstrated the effectiveness of a
retrieval-augmented generation approach for Ko-
rean criminal law question answering. By integrat-
ing legislative texts and judicial precedents, the pro-
posed framework enables context-aware legal rea-



soning. In evaluations on 227 real-world cases, few-
shot prompting consistently outperformed zero-
shot prompting, achieving an accuracy of 61.7%.
Error analysis indicated that precedent selection
was the primary source of errors (23.7%), while
legislation application remained highly reliable
(0.8%). The comprehensive error analysis revealed
that 51.9% of failures occurred across multiple
criteria simultaneously, highlighting the intercon-
nected nature of legal reasoning components. This
finding reveals significant hallucination risks, par-
ticularly in precedent citation where the system fre-
quently generated non-existent case references de-
spite correct legislative applications. Future work
includes constructing more comprehensive evalu-
ation datasets, addressing temporal dynamics in
legal interpretation, and expanding the precedent
database to include lower court rulings. The system
demonstrates potential for supporting legal educa-
tion and preliminary case analysis, though deploy-
ment in critical legal decision-making contexts re-
quires additional safeguards and human oversight.
The 61.7% accuracy rate, while promising, under-
scores the need for continued research before prac-
tical implementation.

7 Limitations

Our study has several limitations that should be
acknowledged:

* Limited Evaluation Dataset: Our evaluation
relied solely on question-answer pairs from
legal manuals, lacking the diversity of real-
world legal scenarios. A more comprehensive
evaluation dataset encompassing varied legal
contexts and query types would enable more
thorough performance assessment.

Temporal Dynamics: Legal interpretations
change over time, affecting which laws and
precedents are optimal for a given query.
Our current framework lacks version control
functionality to account for these temporal
changes in legal content, potentially leading
to outdated or superseded legal guidance.

Dataset Scope: Our study faces significant
limitations in both dataset scope and prece-
dent coverage. The dataset scope is con-
strained to Korean criminal law cases derived
from legal manuals, which may not represent
the full spectrum of legal complexity encoun-
tered in practice. Additionally, our precedent
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database contains only Supreme Court cases,
omitting lower court rulings that often pro-
vide relevant guidance for practical legal ques-
tions. This limited precedent coverage ex-
cludes district court decisions, appellate court
rulings, and specialized court judgments that
frequently address nuanced legal issues not
covered by Supreme Court precedents. Fu-
ture work should incorporate comprehensive
multi-level court decisions to provide more
complete legal coverage and expand dataset
scope to include diverse legal domains.

Single Evaluator Bias: The manual evalua-
tion was conducted by a single author, poten-
tially introducing subjective bias in accuracy
assessments. Multi-evaluator scoring with
inter-annotator agreement measures would
strengthen the evaluation’s reliability.
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Abstract

Fact-checking complex statements is integral
to combating misinformation, but manual ap-
proaches are time-consuming, while automated
approaches often oversimplify truthfulness into
binary classifications and rely on resource-
intensive models. This paper introduces: (i)
FACTS, a curated dataset of 150 real-world
statements with five ordinal classes of truth-
fulness, designed to capture the nuanced na-
ture of factual accuracy and (ii) an open-
source end-to-end pipeline using large lan-
guage models (LLMs) that decomposes state-
ments into atomic claims, generates targeted
questions, retrieves evidence from the web,
and produces justified verdicts. We evalu-
ate our pipeline on FACTS5 using MISTRAL-
7B-v0.3 and Google’s GEMINI-1.5-FLASH.
Our findings demonstrate significant improve-
ments over baseline LLM performance, with
MISTRAL-7B showing a 71.9% reduction in
MSE for pass@3 evaluation. The FACTS
dataset, pipeline implementation, and evalua-
tion framework are anonymized and provided at
https://github.com/shayantist/FACT5/,
and a demo of the pipeline can be interacted
with at https://fact5check.streamlit.a
pp/.

1 Introduction

Traditionally, fact-checking relied on time-
consuming and resource-intensive work by hu-
man experts (e.g., crowd-sourcing). With the
widespread dissemination of mis/disinformation,
coupled with growing capabilities of large language
models (LLMs), recent work has been exploring
how to leverage LLLMs for automated fact-checking.
Wang et al. (2024) proposed Factcheck-GPT, an
approach that uses retrieval-augmented methods
to detect and correct factual errors in natural lan-
guage, including text generated by LLMs, which
can be prone to hallucinations. Gou et al. (2023)
introduced the CRITIC framework for LLM self-

correction, which extends the output through itera-
tions of verification and correction.

When handling claims that require reasoning,
existing methods fail to capture the nuances of fac-
tuality by relying on binary true/false labels (Vla-
chos and Riedel, 2014). Factcheck-GPT by Wang
et al. (2024) addresses this issue by breaking down
complex claims into a series of atomic facts to ver-
ify separately, whereas Min et al. (2023) proposed
more fine-grained metrics such as FACTSCORE,
computing the percentage of atomic facts supported
by reliable knowledge sources.

Despite progress, challenges remain, particularly
for fact-checking long-form statements that are de-
composable and require multi-hop reasoning. Our
work addresses these challenges with the follow-
ing contributions: (i) curated test dataset—named
FACTS: Factual Analysis of Complex Truths (5-
label)—of 150 statements with a five-class ordinal
scale for truthfulness classification, (ii) a compre-
hensive end-to-end pipeline that supports ranked
web-based search, multi-hop reasoning, question-
answering, and five-way classification, and (iii)
enhanced transparency and explainability through
source citations and reasoning at each intermediary
step. In addition, we perform an error analysis that
provides insights into the types of fallacies present
in misleading claims (e.g., hasty generalization,
causal oversimplification).

2 Related Work

In recent years, automated fact-checking has gained
traction in the journalistic process, from pioneers
such as ClaimBuster (Hassan et al., 2017), to novel
approaches such as one that leverages a frame-
semantic parser (FSP) (Devasier et al., 2025). Guo
et al. (2022) comprehensively reviewed the state
of fact-checking research as of 2022. A common
theme recognizes that simple true/false labels for
factuality fall short in capturing factual correctness
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S: On April 20, 2024, Richard Grenell claimed: "[Rep. Adam Schiff] won’t tell you that he just voted to send $100 billion to
foreign countries. We have a $35 trillion national debt in America."

@ atomic claim

generation generation

C,:On April 20, 2024,
Richard Grenell claimed
that Rep. Adam Schiff
voted to send $100 billion
to foreign countries.

around April 20, 2024,

countries?

C

k

@ statement
classification
Verdict: Mostly False
Confidence: 0.8

V,, C,: MOSTLY FALSE,
reasoning: ...

@ question & query

Q;: What legislation, if any,
did Rep. Adam Schiff vote on

allocated funds to foreign

@ claim classification

@ multi-step retrieval

{4 Rep. Schiff vote 04/20/24

|/

that

D : The House...How every

House member voted on aid
to Ukraine, Israel - Source:

@ evidence-based answer synthesis

A_: On April 20, 2024, Senator Adam Schiff voted on
a $95 billion foreign aid package for Ukraine, Israel,

<

Reasoning: ... V,, C,: FALSE .

and potentially other countries [3, 6, 8].

Figure 1: Overview of our proposed pipeline

in abstractive or complex (e.g., political) settings.
Thus, research has developed multi-level typolo-
gies or turned to sources such as PolitiFact as poten-
tial datasets (Wang, 2017; Ma et al., 2023; Devasier
et al., 2025), which informed the design of our eval-
uation dataset detailed in §3.1. Other benchmarks
such as AVERITEC extend slightly the binary la-
bels by adding conflicting evidence/cherry picking
(Schlichtkrull et al., 2024). However, challenges
remain, as Pagnoni et al. (2021) notes how con-
ventional metrics in natural language processing
(NLP), such as METEOR score, fall short in mea-
suring factual correctness of generated reasoning.
Factuality classification aside, quality evaluation of
textual justifications is an emerging direction for
fact-checking (Russo et al., 2023).

Our fact-checking pipeline, detailed in §3.2, is
outlined in the following steps: (1) atomic claim
generation, (2) question/query generation, (3) re-
trieval of relevant documents, (4) answer synthe-
sis, (5) claim-wise classification, and (6) overall
statement classification and justification. Similar
approaches have been seen in past research (Wang
et al., 2024; Rothermel et al., 2024; Wei et al.,
2024). Other work has focused on investigating in-
termediary steps, such as atomic claim generation
(Gunjal and Durrett, 2024; Wanner et al., 2024a)
and found that conducting decomposition and de-
contextualization in one step yields optimal results
(Wanner et al., 2024b), which we incorporated into
our pipeline. Steps 2 through 4 are inspired by past
work that demonstrates the importance of related
information, oftentimes in the form of question-

. Each gray box indicates a step detailed in §3.2

answer pairs, in improving the accuracy of fact-
checking (Fan et al., 2020). Furthermore, we focus
on using smaller models that can be run on con-
sumer hardware.

3 Methods

3.1 Test Dataset

The need for a new dataset (FACTS) stems from
several critical limitations in existing fact-checking
datasets. Current datasets predominantly use binary
true/false labels, which fail to capture the nuanced
nature of factual correctness in complex statements.
While AVERITEC represents an important bench-
mark in fact-checking research, our decision to
evaluate primarily on FACTS was motivated by
several key factors, including label granularity and
temporal relevance.

Additionally, concerns about data contamination
and model memorization necessitate fresh data
collection (Balloccu et al., 2024; Carlini et al.,
2022). As LLMs may have been trained on ex-
isting fact-checking datasets, evaluating their true
fact-checking capabilities requires testing on previ-
ously unseen claims. Our dataset’s temporal range
(January 2024 to January 2025) ensures the eval-
uation of model performance on genuinely novel
information rather than memorized training data.

We developed our FACTS dataset as an initial
benchmark for evaluating nuanced fact-checking
capabilities. We began by collecting candidate
statements from recognized fact-checking insti-
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Verdicts
F MF HT MT T
PolitiFact 21 24 22 24 20

Sources

Snopes 4 0 1 1 4
WaPo 9 3 2 0 0
CNN 8 0 2 2 3
Total 42 27 27 27 27

Table 1: Summary of Dataset
F = FALSE, MF = MOSTLYFALSE, HT = HALFTRUE,
MT = MOSTLYTRUE, T = TRUE

tutions, including PolitiFact!, Snopes.com2, The
Washington Post’s Fact Checker Section®, and
CNN’s Facts First*, covering the period from Jan-
uary 10th, 2024, to January 31st, 2025. Following
a meticulous manual curation process, we priori-
tized statements necessitating multi-hop reasoning
and ensured consistent mapping of original verdict
labels to our five-class ordinal scale, resulting in
our final FACTS dataset comprising 150 statements.
Future work on expanding the size and scope of this
benchmark dataset is in §6. This carefully selected
set is intended as a focused resource for testing
models on this complex, fine-grained classification
task. The distribution of sources is summarized in
Table 1.

A key methodological decision was to priori-
tize sources that provide gold label evaluations
alongside fact-check analyses, whose labels can
be mapped to PolitiFact’s Truth-O-Meter labels.
This was essential for our classification objective,
though it necessarily narrowed the pool of eligible
source materials. Truth-O-Meter labels are pro-
vided in Table 6 in Appendix A.1. Mappings for
the labels among data sources are in Appendix A.2,
Table 7. A snippet of the dataset can be found in
Appendix A.3.

Based on the Truth-O-Meter, the five classes
used to classify a given statement are TRUE,
MOSTLYTRUE, HALFTRUE, MOSTLYFALSE, and
FALSE, representing an ordinal scale of factuality.
The verdict UNVERIFIABLE is provided as an op-
tion for models to explicitly state when there is
insufficient evidence to make a verdict. The dataset
contains n = 42 statements labeled FALSE and
n = 27 for each of the other four factuality labels,
reflecting the real-world importance of identifying

www.politifact.com
WWW.snopes.com
www.washingtonpost.com/politics/fact-checker

1
2
3
*www.cnn.com/specials/politics/fact-check-politics

falsehoods.

3.2 Fact-Checking Pipeline

This section details each step of our fact-checking
pipeline, visualized in Figurel.> For prompting,
we leverage the DSPy library (Khattab et al., 2022,
2023), a framework that optimizes language model
outputs via a declarative programming approach,
replacing manual prompt engineering. Each step
also leverages chain-of-thought (CoT) prompting
to elicit improved reasoning capabilities (Wei et al.,
2022).

Step 1: Atomic Claim Generation. Given a
statement from §3.1, the model is prompted to
decompose and decontextualize the statements into
atomic_claims, a list of strings. Each claim
should not rely on additional context to be under-
stood and should focus on a single idea or concept
(Barsalou, 1982; Wang et al., 2024).

Step 2: Question & Query Generation. For each
claim in atomic_claims, the model is prompted
to generate two key components: (1) questions
that break down the claim into verifiable sub-
components and (2) search queries optimized for
retrieving relevant evidence.

Step 3: Multi-Stage Retrieval of Relevant
Documents. We implement a custom retrieval-
augmented generation (RAG) system (Lewis et al.,
2020) that involves fetching information from ex-
ternal sources (i.e., the internet) and a hybrid re-
trieval approach combining dense and sparse re-
trieval. For each claim, we iterated through the
list of questions and conducted two sub-steps for
each question:

Step 3a: Querying. Using the queries generated
for each question from Step 2, we conduct web
searches via API calls. We have implemented
functionality to use both DuckDuckGo as well as
Google Search via Serper’s Search Engine Results
Page (SERP) API®, which returns a list of search_-
results, each containing the title, a search engine-
provided excerpt, and website metadata.

Step 3b: Dense-Sparse Hybrid Retrieval. We
first split the search_results retrieved from the

SFor each, see Appendix B for criteria & DSPy signature
Shttps://serper.dev/
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web into chunks and processed them for retrieval
using a dual-index system as demonstrated in Wang
et al. (2021). For dense retrieval, we utilize the
all-MinilLM-L6-v2 pre-trained sentence embed-
ding model (Wang et al., 2020) using the Sentence-
Transformers library to calculate vector represen-
tations of each text chunk, then store them in a
vector database—in this case, Facebook Al Simi-
larity Search (FAISS) (Douze et al., 2024) due to
its efficiency and ease of implementation, but any
other vector database such as ChromaDB could
also be used. Simultaneously, for sparse retrieval,
we implement BM25, the keyword text-retrieval
algorithm using the BM250kapi library for tradi-
tional lexical matching. To combine these two
retrieval methods, we use a weighted combination
(v * BM25+ (1 — «) *x FAISS) to determine fi-
nal document relevance, ensuring that the retrieved
documents are both semantically and lexically sim-
ilar to the query, similar to how web search engines
work. We then retrieve 10 documents with the high-
est combined relevance scores to help answer each
question in the following step.

Step 4: Evidence-Based Answer Synthesis. For
each question, the pipeline synthesizes answers us-
ing the relevant evidence. Since each chunk of
evidence retrieved retains metadata regarding the
source, we can maintain provenance through ex-
plicit source attribution and inline citations. Fur-
thermore, the pipeline also tracks the relevance
score of each document to the question to help with
the synthesis process to weigh the importance of
each document in the final answer. This process is
then repeated for every single question-answer pair
for each claim.

Step 5: Claim-Wise Classification. With a list of
question-answer pairs and evidence for each atomic
claim, each claim is then evaluated for truthful-
ness, assigned one of the five ordinal classes or
"UNVERIFIABLE’, and accompanied by a justifica-
tion.

Step 6: Overall Statement Classification. Similar
to the claim-wise classification step, the overall
statement containing all the claims is then evaluated
for truthfulness. The final verdict for the statement
is determined by considering the atomic claims—
and each of their question-answer pairs, verdicts,
and confidence scores from step 5—inter-claim
relationships, and the original statement.

Since the truthfulness reasoning of each claim
contains information pertinent to determining the
overall statement’s truthfulness, we harness the rea-
soning capabilities of the model (Zhang and Gao,
2023). Adopting the same class labels from the
claim-wise classification in the previous step, we
finally classify the overall statement into one of the
six classes (five ordinal plus UNVERIFIABLE).

3.3 Language Models Used & Technical
Specifications

Models used for our research include GEMINI-1.5-
FLASH and MISTRAL-7B-V0.3. MISTRAL-7B is
an open-weight model that utilizes Grouped Query
Attention (GQA) and Sliding Window Attention
(SWA) to improve performance and lower cost
(Jiang et al., 2023). MISTRAL-7B-v0.3, an it-
eration upon previous versions, features a vocabu-
lary of 32,768 tokens, enhancing the model’s lan-
guage understanding and generation capabilities
(Jiang et al., 2024). Google’s GEMINI-1.5-FLASH
is designed for high-volume, cost-effective appli-
cations. It is online-distilled from GEMINI-1.5-
PRoO, a sparse mixture of experts (MoE) model; its
number of parameters is not disclosed but can be
reasonably estimated to be somewhere between 8B
and 200B (Team et al., 2024).

We chose these two models specifically due to
their cost-effectiveness and performance to max-
imize accessibility and ease of use: MISTRAL-
7B is open-source and can be run locally on
many consumer-grade hardware, while GEMINI-
1.5-FLASH has a "free tier" with limited rate limits
but is still a very powerful, versatile, and fast model.
We ran our experiments on a MacBook Pro with an
M1 Pro processor and 16GB of RAM using Ollama
(Ollama, 2024) to leverage MISTRAL-7B for local
inference, requiring roughly 3 GPU hours per pass
over the FACTS dataset. In total, we ran 3 passes
through the dataset for each model, taking roughly
9 GPU hours for MISTRAL-7B and 2.5 GPU hours
for GEMINI-1.5-FLASH. All models were run with
a temperature of 0.3 and a maximum context length
of 8192 tokens.

4 Evaluation

4.1 Ablation Studies

Beyond the full pipeline (§3.2), we evaluated base-
line LLM performance where only the statement
itself was provided for factuality prediction. The
two main methods tested are as follows:

104



* Baseline: Only the statement is given to the
model to generate a factuality label.

* Pipeline: After iterating through the proposed
pipeline (§3.2), the statement, atomic claims,
question-answer pairs, and claim assessment
are given to the model to generate a factuality
label.

If providing relevant information queried from
the internet enhances the model’s fact-checking
capability, it would demonstrate the model’s ability
to effectively synthesize and reason over external
knowledge sources, a desirable trait for reliable
automated claim verification systems. The baseline
condition provides a basis for comparison to see if
the model can answer accurately without external
information. Since not all language models have
an explicit cutoff date, a fair baseline performance
makes it challenging to know if the correct answer
stems from memorization.

4.2 Evaluation Metrics

As mentioned in §3.1, our work treats fact-
checking as an ordinal multi-class classification
task. Our evaluation framework first mapped or-
dinal verdict classes to numerical values (TRUE =
5, MOSTLYTRUE = 4, HALFTRUE = 3, MOSTLY-
FALSE = 2, FALSE = 1). Crucially, although not
in the gold dataset, the label UNVERIFIABLE is a
possible output for the LL.Ms at the classification
step, erring on the side of caution when there is
insufficient evidence. For ordinality-based metrics,
we excluded UNVERIFIABLE verdicts from calcu-
lations. This decision was motivated by two key
factors: the inherent difficulty of quantifying the
"distance’ between an UNVERIFIABLE verdict and
ordinal categories, and the fundamentally different
nature of UNVERIFIABLE claims, which indicate
insufficient evidence rather than a position on the
ordinal truth spectrum.

Drawing lessons from Kulal et al. (2019), we
employ the pass@k metric when evaluating model
outputs. Under this paradigm, we prompted the
model k times for each statement. For the abla-
tion study detailed in §4.1, we extracted labels for
pass@1 and pass@3. Specifically, for pass@1 eval-
uation, we considered only the first prediction and
excluded UNVERIFIABLE responses, whereas for
pass@3 evaluation, we sorted predictions by their
Mean Squared Error (MSE) and selected the best
non-UNVERIFIABLE prediction if available.

The ordinal nature of classes calls for an evalu-
ation metric that penalizes misclassifications that
are "further" away from the gold label. For ex-
ample, misclassifying FALSE as MOSTLYFALSE
should be less penalized than misclassifying it as
MOSTLYTRUE. Several studies have investigated
the most appropriate way of handling ordinal clas-
sification (Cardoso and Sousa, 2011; Sakai, 2021;
Amigé et al., 2020). Literature suggests that MSE
remains a better metric when the severity of er-
rors weighs more (Gaudette and Japkowicz, 2009).
MSE, thus, serves as our primary metric, with
lower values indicating better performance.

Another evaluation metric measures the inter-
rater agreement between expert fact-checkers (i.e.,
gold verdict from our dataset) and LLMs. Co-
hen’s quadratic weighted k is well-suited for or-
dinal multi-class classification (Cohen, 1968; Yil-
maz and Demirhan, 2023). Similar to MSE, dis-
agreements farther apart are weighed more with
quadratic weights. The metric ranges from -1 to
1, with values closer to 1 indicating better agree-
ment. We conducted listwise deletion (i.e., drop-
ping statements if prediction is UNVERIFIABLE) as
suggested in the findings of De Raadt et al. (2019).

Macro-average metrics remain crucial in eval-
uating multi-class classification performance, al-
though ordinality is not considered. Macro metrics
and balanced accuracy consider the overall per-
formance without taking into account class sizes,
which is well-suited for our purposes since correct-
ness regardless of class is crucial for fact-checking
(Grandini et al., 2020). §5 discusses results in de-
tail.

5 Results

We evaluated model architectures mentioned in
§3.3 and §4.1 with metrics detailed in §4.2.

5.1 Comparative Analysis

We observe that both model implementations
demonstrate the effectiveness of our pipeline, with
MISTRAL-7B demonstrating larger relative MSE
reductions over its baseline (55.8% at pass@1
and 71.9% at pass@3) compared to GEMINI-1.5-
FLASH (43.7% and 67.1% respectively). The
pipeline consistently showed better coverage across
both models, particularly with MISTRAL, making
verifiable predictions in nearly all cases (147/150 at
pass@3). For pass@3, our methodology of select-
ing the best non-UNVERIFIABLE prediction among
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the top three responses allowed both systems to
improve their performance compared to pass@1,
with the pipeline showing particularly strong gains.
The stark difference in improvement percentages
between pass@1 and pass@3 reveals an interest-
ing characteristic of our pipeline. While both sys-
tems benefit from multiple prediction opportunities,
our pipeline shows a more pronounced improve-
ment with additional chances, suggesting that the
pipeline maintains a more reliable ranking of alter-
native verdicts. Even when the first prediction isn’t
perfect, the correct verdict is more likely to appear
in subsequent predictions, suggesting the pipeline’s
uncertainty estimation is better calibrated, allow-
ing it to generate meaningful alternative verdicts
rather than just variations of the same prediction. In
turn, the pipeline also enhances the model’s ability
to reduce UNVERIFIABLE predictions while main-
taining or improving accuracy. This suggests that
our structured approach helps models make more
definitive verdicts without sacrificing reliability.

pass@k | Ablation GEMINI- MISTRAL-
1.5- 7B-v0.3
FLASH
1 | baseline 0.434 0.232
pipeline  0.681 0.516
3 | baseline 0.444 0.284
pipeline  0.810 0.702

Table 2: Cohen’s by ablation

GEMINI-1.5-FLASH. As shown in Figure 2,
for our implementation with GEMINI-1.5-FLASH,
our pipeline demonstrated substantial improve-
ments over the baseline. In pass@1 evaluation,
where we considered only the first prediction and
excluded UNVERIFIABLE responses, the pipeline
achieved an MSE of 1.3 compared to the base-
line’s 2.3, representing a 43.7% reduction in MSE.
As for Cohen’s quadratic weighted &, the pipeline
achieved 0.68 compared to the baseline’s 0.43 on
a [-1,1] scale, showing a 56.9% improvement in
k. The pipeline also maintained better coverage,
handling 101 of 150 cases (49 UNVERIFIABLE pre-
dictions excluded) compared to the baseline’s 89
cases (61 UNVERIFIABLE excluded).

The improvement was even more pronounced
in pass@3 evaluation, where we sorted predic-
tions by their MSE and selected the best non-
UNVERIFIABLE prediction. Here, the pipeline
achieved an MSE of 0.8 compared to the baseline’s

Mean Squared Error (MSE) Comparison: Baseline vs Pipeline
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Figure 2: Comparison of Mean Squared Error (MSE),
showcasing improvement of pipeline on our multi-class
ordinal truthfulness classification task, with sample size
(out of 150) as follows (UNVERIFIABLES excluded):
GEMINI: pass@1: base: n=89, pipeline: n=101;
pass@3: base: n=96, pipeline: n=121

MISTRAL: pass@]1: base: n=72, pipeline: n=135;
pass@3: base: n=89, pipeline: n=147

2.4, marking a 67.1% reduction in error. Simi-
larly, the pipeline outperformed in terms of Co-
hen’s quadratic weighted x, showcasing an 82.5%
improvement with 0.81 compared to the baseline’s
0.44. The pipeline successfully processed 121
cases (excluding 29 cases where all predictions
were UNVERIFIABLE) while the baseline handled
96 cases (54 UNVERIFIABLE excluded).

MISTRAL-7B-v0.3. Figure 2 also demon-
strates our implementation using Mistral-7B show-
ing even stronger improvements. In pass@1 evalua-
tion, the pipeline achieved an MSE of 1.6 compared
to the baseline’s 3.7, representing a 55.8% improve-
ment. The pipeline achieved Cohen’s quadratic
weighted s of 0.12 compared to the baseline’s
0.06, demonstrating a 122.5% improvement. The
pipeline also demonstrated significantly better cov-
erage, processing 135 out of 150 cases (15 UNVER-
IFIABLE excluded) compared to the baseline’s 72
cases (78 UNVERIFIABLE excluded).

For pass@3 evaluation, the pipeline achieved
an MSE of 1.0 compared to the baseline’s 3.7,
showing a 71.9% reduction in error. Likewise, the
pipeline achieved Cohen’s quadratic weighted x of
0.31 compared to the baseline’s 0.09, demonstrat-
ing a 147.1% improvement. Moreover, pipeline
maintained exceptional coverage with 147 cases
(only 3 fully UNVERIFIABLE cases excluded) com-
pared to the baseline’s 89 cases (61 UNVERIFI-
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Model | Ablation Acc Prec Recall F1 Gold Verdict Top 3 Predictions

GEMINI |1 B 0.21 024 0.15 0.17 FALSE (F) MF F HT

P 0.25 034 0.19 0.21 048 045 0.04

3 B 0.23 0.29 0.17 0.19 MF HT MT

P 041 040 033 033  MOSTWYFALSEME) B 55 620 0.15

MISTRAL |1 B 0.14 0.18 0.10 0.12 MT MF | HT
P 027 034 022 023 ALFTRUE(HD 040 033 022

3 B 0.18 0.22 0.13 0.15 MT HT MF

P 043 048 035 035 MOSTLYTRUEMD) B 626 0.11

MT T HT

Table 3: Balanced Accuracy and Macro Metrics (Pre- TRUE (T) 044 022 022

cision, Recall, and Fl1-score) by LLMs and ablation:
pass@k and B = baseline, P = pipeline (our method).
Best performance in each group are in bold.

ABLE excluded).

5.2 Performance Analysis

Additional classification metrics—balanced accu-
racy, macro recall, precision, and F1-scores—are
presented in Table 3. While we excluded UN-
VERIFIABLE predictions from the MSE calcula-
tions to avoid distorting distance-based penalties—
given that this class does not adhere to the ordinal
structure—we included them in the macro calcu-
lations as it evaluates classification performance
across all classes independently, allowing us to
evaluate the models’ performance across all possi-
ble outcomes.

The results demonstrate that our pipeline consis-
tently outperforms the baseline across all metrics.
Notably, the pass@1 pipeline configuration even
surpasses the pass@3 baseline for both models.

Notably, MISTRAL-7B-V0.3 achieves the best
overall performance among the tested models. This
superior performance aligns with our earlier ob-
servation in the MSE analysis (Figure 2), where
MISTRAL-7B-V0.3 showed a tendency to make
fewer UNVERIFIABLE predictions. In the con-
text of these classification metrics, this charac-
teristic suggests that MISTRAL-7B-v0.3 may be
more decisive in assigning specific truthfulness cat-
egories, potentially contributing to its improved
performance across all classes.

To better understand the performance of our
pipeline on different classes, we analyzed the dis-
tribution of predictions for each right verdict class
in our pass@3 evaluation, revealing interesting
patterns as shown in Table 4. For FALSE claims,
the pipeline shows strong discrimination between
FALSE (45%) and MOSTLYFALSE (48%) verdicts,
with minimal confusion with more positive ver-

Table 4: Top 3 predictions and respective proportions for
pass@3 results from MISTRAL-7B-V0.3. Highlighted
cells indicate exact match between gold and predicted.

dicts. MOSTLYTRUE claims see the highest con-
fidence predictions, with 63% of cases correctly
identified. The pipeline shows some conservative
tendency for TRUE claims, more frequently pre-
dicting MOSTLYTRUE (44%) than TRUE (22%).
However, for HALFTRUE claims, the pipeline is
more likely to predict MOSTLYTRUE (40%) than
HALFTRUE (22%), and often gets confused with
MOSTLYFALSE as well—possibly due to the ambi-
guity of the verdict itself.

Model | Top misclass. Top fallacy and

count

causal oversim-
plification (6)
hasty general-
ization(3)

hasty general-
ization (3)
causal oversim-
plification (3)

MISTRAL | F —MF (20)

GEMINI | HT —MT (14)

Table 5: Top misclassifications and top 2 fallacy counts
for pipeline pass @3, excluding unverifiables

While the results of our approach are promising,
they are still relatively low even for this harder task
of 5-way classification. To further understand the
possible sources of misclassifications in our fact-
checking pipeline, we conducted an analysis on
a subset of misclassified claims to assess whether
they contain some types of fallacies. Our approach
involved a two-step process: first, we prompted
MISTRAL-7B-v0.3 to generate an open-ended fal-
lacy label for each misclassified claim, based on
the general definition of fallacy. Subsequently,
these open-ended descriptions were categorized
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into a predefined set of fallacy types using a sepa-
rate classification model, also using MISTRAL-7B-
v0.3, drawing categories sourced from Alhindi
et al. (2023). The prompts are detailed in Appendix
C. This approach allowed us to identify and quan-
tify fallacies present in claims, potentially explain-
ing the pipeline’s difficulties in correct factuality
labeling.

Table 5 presents the top two types of misclas-
sifications observed for two different models for
the results for pipeline pass@3, using MISTRAL-
7B-v0.3 and GEMINI-1.5-FLASH, along with the
fallacy most frequently associated with each. We
excluded "unverifiable" labels from this analysis
for clarity. Pipeline pass@3 is chosen for this anal-
ysis, since it is our best performing ablation by
MSE and Cohen’s «.

When a claim was fundamentally FALSE, the
MISTRAL pipeline frequently identified some fal-
sity but cautioned against a full refutation, label-
ing it as MOSTLYFALSE, which suggests a chal-
lenge in fully debunking complex or subtly flawed
false claims. The most prominent fallacies associ-
ated with this error are causal oversimplification (6
instances) and hasty generalization (3 instances).
This pattern indicates that MISTRAL struggles to
refute claims where a simplified or incorrect cause-
and-effect relationship is presented, or where broad,
unsupported conclusions are drawn from insuffi-
cient evidence, which may give rise to some false
sense of plausibility to an otherwise false claim,
making it difficult for the pipeline to reach a defini-
tive FALSE label.

Interestingly, for GEMINI, the most com-
mon error pipeline pass@3 makes is classifying
HALFTRUE claims as MOSTLYTRUE, indicating
a tendency for GEMINI to be "overly" permissive
in its truth assessment. The top associated fallacies
in these cases are hasty generalization (3 instances)
and causal oversimplification (3 instances). This
suggests that when a claim is partially true but then
extends that truth to an unwarranted broad conclu-
sion (hasty generalization) or draws an incorrect
causal link (causal oversimplification), GEMINI
pipeline may tend to prioritize the verifiable true
components and fail to penalize the flawed logical
step, causing an inflated truth assessment.

6 Conclusion and Future Work

We introduced a challenging benchmark, FACTS,
for fine-grained, nuanced fact-checking. By in-

troducing this benchmark, we hope to contribute
to the development of more nuanced evaluation
frameworks that move beyond binary classifica-
tion. Our five-class ordinal scale and emphasis on
complex, multi-hop reasoning requirements could
serve as a foundation for future benchmarks that
better capture the complexity of real-world fact-
checking scenarios. The dataset’s temporal recency
and careful source attribution also address impor-
tant considerations around data contamination and
evaluation validity that should be standard features
of fact-checking benchmarks moving forward.

The improved performance of our pipeline over
the baseline models, particularly with smaller open-
source models such as MISTRAL-7B-v(.3 model,
is encouraging. Furthermore, the pass@3 perfor-
mance of our pipeline indicates that it can be used
in a semi-automated setting, where the system pro-
vides multiple ranked verdicts for human review.
The verdict-wise analysis suggests that our sys-
tem is particularly adept at identifying clearly false
information. The additional analysis of the pres-
ence of fallacies in claims helps identify the harder
cases for current models. While a broader system-
atic review—ideally with human annotators—is
needed, it is important to understand how fallacies
can cause models to either understate (e.g., MIS-
TRAL) or inflate (e.g., GEMINI) the factuality of
a statement. Further work could potentially add
fallacy classification as part of the factuality as-
sessment to understand if it leads to more accurate
classifications.

Limitations

While our research advances the automated fact-
checking of complex statements using LLMs, some
limitations need to be carefully considered.

Dataset Size Limitations Our current evalua-
tion relies on our own curated FACTS5 dataset of
150 statements, which represents a relatively small
sample size compared to other NLP benchmarks.
Though our pipeline shows promising results on
the FACTS dataset, its performance on a broader
range of statement types and domains remains to
be fully validated. The current evaluation, while
thorough, may not capture all edge cases or state-
ment complexities that could arise in real-world
fact-checking scenarios. To mitigate these limita-
tions, we focused on high-quality, professionally
fact-checked statements, ensured balanced repre-
sentation across truthfulness categories, selected
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temporally relevant statements to test model per-
formance on current claims, and incorporated mul-
tiple evaluation metrics for a comprehensive per-
formance analysis. Future work could focus on
expanding this benchmark dataset while maintain-
ing these quality standards through collaboration
with professional fact-checking organizations to
access larger pools of verified claims or by po-
tentially exploring semi-automated data collection
using web-browsing agents (Costabile et al., 2025)
or advanced synthetic data generation methods
(Chung et al., 2025; Tang et al., 2024; Li et al.,
2023). The FACTS dataset’s recency (2024-2025)
presents both advantages and limitations. While
it allows testing of models’ capabilities on current
events, it also means that the dataset might become
less relevant over time as the context of these state-
ments changes, or if the training cutoff date for
language models gets extended to incorporate more
recent web data. This temporal dependency could
affect the long-term utility of both the dataset and
the evaluation metrics derived from it.

Pipeline Robustness The sequential nature of
our pipeline means that errors in early stages (e.g.,
atomic claim decomposition or question genera-
tion) can propagate through the system and affect
final verdicts. While our results show strong over-
all performance, the interdependence of pipeline
components could make the system vulnerable to
cascading failures, particularly when dealing with
especially complex or nuanced statements. For ex-
ample, the retrieval of top-k results from search
engines serves as a fundamental component of our
fact-checking pipeline. However, the inherent chal-
lenge lies in the lack of a definitive method to en-
sure the accuracy of the retrieved information. De-
spite prioritizing reliable sources and performing
rigorous post-processing, the inherent accuracy of
the information obtained cannot be guaranteed.

Need for Expert Human Evaluation While
we conducted a preliminary evaluation with par-
ticipants lacking specialized knowledge in fact-
checking, the results demonstrated limited value.
The overwhelming agreement between untrained
participants and model outputs suggests that this
method may not provide sufficiently discrimina-
tive or insightful feedback for our purposes. Con-
sequently, we have chosen to focus our analy-
sis on more informative metrics detailed in §4.2,
which are better suited to assess the performance
of our five-way classification task for truthfulness.

Nonetheless, as noted in Russo et al. (2023), evalu-
ating the quality of model reasoning is also crucial
beyond examining the correctness of the model out-
puts. Therefore, for future work, expert evaluators
in journalistic fields or who work as fact-checkers
would be necessary for conducting a robust human
evaluation.

Challenges in Data Leakage The absence of
publicly accessible training data restricts our ability
to explore the phenomenon of information memo-
rization by LLMs for fact-checking purposes. De-
spite efforts to mitigate bias by blacklisting certain
sources like PolitiFact, the ubiquity of its work
across online content poses a challenge. Even
if PolitiFact itself is excluded from the training
data, its findings may still indirectly influence other
sources used during the retrieval process, poten-
tially impacting the reliability of the fact-checking
outcomes.

Political Biases and Logical Fallacies Previous
work has exhibited that political leanings can be
embedded into LLMs (Feng et al., 2023). Due to
the nature of our research, it is possible that LLMs
exhibited political biases when determining the fac-
tuality of a statement, which could diverge from the
nonpartisan nature of fact-checking tasks. A closer
look at the results is needed to verify the presence
of potential political biases in judging the factual-
ity of statements. It is also important to note that
although our model is primarily designed to fact-
check complex statements, it is not yet equipped to
identify common fallacies that are often deployed
in political speeches (e.g., red herring and straw
man fallacies).

Ethics Statement

Our work aims to contribute positively to the chal-
lenge of combating misinformation by introduc-
ing a more nuanced approach to automated fact-
checking and by developing tools that can be more
accessible. However, we acknowledge several eth-
ical considerations and potential risks associated
with the development and deployment of such a
system. While our pipeline demonstrates promis-
ing capabilities for assisted fact-checking, the de-
ployment of our system could inadvertently con-
tribute to reduced trust in legitimate news when
the model makes incorrect classifications. Our
pipeline’s reliance on web-retrieved data also raises
concerns regarding the handling of copyrighted
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material and user privacy. Furthermore, inherent
biases in LLMs, including potential political lean-
ings, might influence factuality assessments, and
the current system is not designed to identify all
types of logical fallacies, which can be prevalent in
misleading statements.

To mitigate these risks, we strongly advocate
for human oversight in any practical deployment,
especially for sensitive claims. We have designed
the pipeline with transparency in mind, including
source citation, to aid such oversight. Future de-
velopment should prioritize robust data minimiza-
tion practices, clear protocols for copyrighted con-
tent, and the integration of privacy-preserving tech-
niques. Continued research into debiasing LLMs
and enhancing fallacy detection will also be crucial.

Ultimately, by highlighting these challenges
and proposing a more granular approach to fact-
checking, we hope to contribute to the development
of more responsible and effective Al systems for
combating misinformation and supporting critical
information consumption.
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A FACTS Pilot Dataset
A.1 Explanation of Ratings

Label Description

True The statement is accurate, and there’s nothing significant missing.

Mostly True  The statement is accurate but needs clarification or additional information.

Half True The statement is partially accurate but leaves out important details or takes things out
of context.

Mostly False The statement contains an element of truth but ignores critical facts that would give a
different impression.

False The statement is not accurate.

Pants on Fire The statement is not accurate and makes a ridiculous claim.

Table 6: Truth-O-Meter rating used by PolitiFact

A.2 Mapping of Fact-checking Metrics

Numeric Label QOur Mapping Credible Sources

PolitiFact The Fact Checker Snopes
(WaPo)
0 Unverifiable N/A No Verdict Unproven /
Unfounded
1 False Pants on Fire / Four Pinocchios False
False
2 Mostly False Mostly False Three Pinocchios Mostly False
3 Half True Half True Two Pinocchios Mixture
4 Mostly True Mostly True One Pinocchio Mostly True
5 True True The Geppetto True
Checkmark

Table 7: Mappings of Fact-checking Metrics

113



A.3 Snippet of the Pilot Dataset

verdict

statement_originator

statement

statement_date

factchecker

FALSE

Joe Biden

"Remember in
2020, 55 of the
biggest compa-
nies in America
made 40 billion
and paid zero in
federal income
taxes. [...]"

3/7/2024

CNN

MOSTLY
FALSE

Elissa Slotkin

"l Mike
Rogers "be-
lieves he should
make that de-
cision’ about
whether to end
pregnancies."”

9/30/2024

PolitiFact

HALF TRUE

Dana Loesch

"Buncombe

County ’is still
demanding prop-
erty taxes on
homes destroyed
by Hurricane
Helene [...]""

1/6/2025

PolitiFact

MOSTLY TRUE

Ron DeSantis

"[Nikki Haley]
spent 100%
of her money
attacking me..."

1/26/2024

CNN

TRUE

David Crowley

"Under [Biden]
[...] fastest
growth of Black-
owned small
businesses in
more than 30
years."

5/16/2024

PolitiFact

Table 8: Selected Rows and Columns from Pilot Dataset
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B Pipeline Details

B.1 Atomic Claim Generation

DSPy signature for claim extraction, which consists of the criteria for each claim.

"""Extract specific claims from the given statement.

1. Split the statement into multiple claims, but if the statement is atomic (has
one main claim), keep it as is.

2. If context is included (e.g., time, location, source/speaker who made the
statement, etc.), include the context in each claim to help verify it. Do not
make up a context if it is not present in the text.

3. Consider the source (e.g. name of the speaker, organization, etc.) and date
of the statement if given in the context, and include them in each claim.

4. Each claim should be independent of each other and not refer to other claims.
5. Always extract claims regardless of the content """

Output field
"""JSON object containing:
{
"claims”: [
{
"text": string, }
]
}II nn

B.2 Question Generation

DSPy signature for question generation

"""Break down the given claim derived from the original statement to generate
independent questions and search queries to answer it. Be as specific and concise
as possible, try to minimize the number of questions and search queries while
still being comprehensive to verify the claim.""”

Output field

"""JSON object containing: {

"questions”: [

{

"question”: string, # question text (e.g. "What was the GDP growth rate during
the Trump administration?”)

"search_queries”: [string], # independent search queries used to answer the
question, try to be as specific as possible and avoid redundancy, 1-2 queries
is ideal

3

I
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B.3 Answer Synthesis

DSPy signature for answer synthesis

nnn

"""Synthesize an answer based on retrieved documents with inline citations.

Output field
"""JSON object containing:
{
"text": string, # answer with inline citations where the number in the brackets
is the index of the citation in the citations list (e.g., "The wage gap was

shrinking [11")

"citations": [{ # list of citations
"snippet”: string, # exact quote from source
"source_url": string,

"source_title": string,

"relevance_score”: float

1]

o
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C Fallacy Classification Prompt
C.1 Open-ended fallacy detection

DSPy signature for open-ended fallacy detection

nnn

"""Classify logical fallacies given the statement
Input field statement = "Statement to analyze”

Output field

1. fallacy (str) = "A fallacy or a fallacious argument is one that seems valid
but is not. Identify the fallacy in the statement. If no fallacy is present,
return ’none’.”

2. confidence (float) = "@-1 confidence score”

3. rationale (str) = "Step-by-step reasoning”

C.2 Fallacy Categorization
Predefined categories, from Alhindi et al. (2023)

’ad hominem’, ’appeal to emotion’, ’hasty generalization’, ’irrelevant authority’,
"red herring’, ’black and white fallacy’, ’causal oversimplification’, ’doubt’,
’exaggeration or minimization’, ’appeal to fear/prejudice’, ’flag-waving’,
’loaded 1language’, ’name calling or 1labeling’, ’reductio ad hitlerum’,
’slogans’, ’strawman’, ’thought-terminating cliches’, ’whataboutism’, ’ad
populum’, ’circular reasoning’, ’deductive fallacy’, ’equivocation’, ’fallacy
of extension’, ’intentional fallacy’, ’evading burden of proof’, ’cherrypicking’,
’post hoc (causal oversimplification)’, ’vagueness’, ’none’

DSPy signature for fallacy categorization

"""Categorize an open-ended fallacy description into a predefined list of fallacy
types.If the detected fallacy does not clearly fit into any of the predefined

y nnn

categories,classify it as ’Other’.

1. open_ended_fallacy (str) = "The name or description of the fallacy detected by
an open-ended system (e.g., 'This is an ad hominem because...’, or ’Attacking
the person instead of the argument’, or ’none’).”

2. target_categories List[str] = A list of predefined fallacy categories to map
the detected fallacy into.

Output field

1. categorized_fallacy: (str) The category from the target_categories list that
best matches the detected fallacy. If the open_ended_fallacy is ’none’ or
doesn’t fit any category, return ’Other’ or ’None Detected’ as appropriate.”

2. confidence: (float) "0-1 confidence score for this categorization.”

3. rationale: (str) = "Step-by-step reasoning for choosing the category, or for
choosing ’Other’/’None Detected’.”
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Abstract

While large language models (LLMs) have
shown remarkable capabilities to generate co-
herent text, they suffer from the issue of hal-
lucinations — factually inaccurate statements.
Among numerous approaches to tackle hal-
lucinations, especially promising are the self-
correcting methods. They leverage the multi-
turn nature of LLMs to iteratively generate
verification questions inquiring additional ev-
idence, answer them with internal or external
knowledge, and use that to refine the original
response with the new corrections. These meth-
ods have been explored for encyclopedic gen-
eration, but less so for domains like news sum-
marization. In this work, we investigate two
state-of-the-art self-correcting systems by ap-
plying them to correct hallucinated summaries
using evidence from three search engines. We
analyze the results and provide insights into sys-
tems’ performance, revealing interesting prac-
tical findings on the benefits of search engine
snippets and few-shot prompts, as well as high
alignment of G-Eval and human evaluation.

1 Introduction

The advent of Large Language Models (LLMs) has
revolutionized the field of Natural Language Pro-
cessing (NLP), enabling models to perform com-
plex tasks such as summarization and question
answering with remarkable fluency (Wang et al.,
2023b). While they can produce human-sounding
text, LLMs are also prone to generating halluci-
nations — responses that sound convincing but are
factually incorrect or misleading (Ji et al., 2023).
This limitation poses challenges for their reliability
and adoption, especially in critical applications like
law, healthcare, and news (Wang et al., 2023a).
While numerous methods to counter hallucina-
tions have been developed in recent years (Tonmoy
et al., 2024), many focus on pre-training and fine-
tuning. For popular closed models like GPT or
Gemini, the post-hoc correction methods, which

correct the initial response after it has been gen-
erated, are quite important. In particular, self-
correcting methods approach hallucination correc-
tion as a step-by-step process where the response is
broken into smaller units and iteratively corrected
using internal LLM knowledge or external sources
(Kamoi et al., 2024; Vladika et al., 2025).

The effectiveness of these methods has been
demonstrated for tasks like generating biographies
or lists (Min et al., 2023; Chern et al., 2023), but
their application to news summarization remains
underexplored. News articles are time-sensitive
and factually dense, which underscores the need
for correct summaries and effective fact-checking
(Graves and Amazeen, 2019; Pali¢ et al., 2019).

Furthermore, evidence retrieval is a crucial com-
ponent of self-correcting systems — many questions
are open regarding which search engine to use,
which snippets or article chunks to select, and how
to best integrate them. Finally, the trade-off be-
tween balancing the faithfulness to original text
with doing strong corrections is often neglected.

To explore these research gaps, we take two pop-
ular multi-step correction systems, CoVE (Dhuli-
awala et al., 2024) and RARR (Gao et al., 2023),
augment them with external search engines, and
apply them to correct hallucinated news summaries
from the dataset SummEdits (Laban et al., 2023).
We compare the performance of different search
engines and settings, three LLMs, two retrieval
settings, and the influence of prompts, uncovering
important considerations for future. We outline
main challenges of these systems and provide fu-
ture steps on how to improve them. Code and data
is available in a GitHub repository.!

2 Related Work

Hallucinations are a common problem in natural
language generation (NLG) tasks, including ab-

"https://github.com/jvladika/HalluCorrect
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stractive text summarization (Ji et al., 2023; Afzal
et al., 2023). A survey by Zhang et al. (2023) di-
vides hallucinations into input-conflicting, context-
conflicting, and fact-conflicting. The focus of our
work lies in fact-conflicting, which are hallucina-
tions where facts in output contradict the world
knowledge. While hallucinations can be observed
by looking at the uncertainty in model’s logits
(Varshney et al., 2023), this is only possible for
open-source models. In closed models such as
ChatGPT, factuality has to be assessed through tex-
tual output. This has led to the rise of fact-checking
mechanisms (Vladika and Matthes, 2023; Wang
et al., 2024; Zhang et al., 2025), as well as self-
correcting LLM techniques (Kamoi et al., 2024).

The multi-step self-correcting LLM methods
tend to base the corrections on internal LLM knowl-
edge (Madaan et al., 2023; Kim et al., 2023). For
external search, usually only Wikipedia (Gou et al.,
2024) or Google search (Wei et al., 2024) is used.
It is often applied to tasks like generating biogra-
phies. Abstractive summarization of news articles
often contains factual errors (Tang et al., 2022).
For news summaries, methods such as text infilling
with smaller LMs (Balachandran et al., 2022) or
entity linking to graphs (Dong et al., 2022) have
been explored to correct errors. Application of iter-
ative self-correcting methods to the news domain
is still mostly missing.

We augment the two self-correcting methods,
CoVe and RARR, to support external search. Our
study is among the first to explore this type of
methods for news, to evaluate three different search
engines, changes in snippets and full-text retrieval,
and to compare closed with open base LLM:s.

3 Systems

In our study, we use two systems designed to detect
and iteratively correct hallucinations, both of which
have demonstrated strong results and gained pop-
ularity: Chain-of-Verification (CoVe) and Retrofit
Attribution using Research and Revision (RARR).
Both systems follow the same workflow: (1) Get
Initial Response, (2) Generate Verification Ques-
tions (to help self-correct any errors), (3) Answer
Questions (using evidence from internal knowledge
or search engine), (4) Rewrite Response (with pre-
vious answers and any found inconsistencies).
Given the baseline response b, there are k gen-
erated follow-up questions ¢y, ..., qx, which try to
gather more information related to the response b.

This is generated using a base LLM and a prompt
M,. Afterward, evidence e for each question ¢
is retrieved from the source s using the method
R(q, s), where s can be internal LLM knowledge,
gold news article, or external search engine. This
collected evidence is used as input with questions
to the answering model M, (g, e), which gives an-
swers ap, ..., ai. Finally, baseline response and an-
swers are given to the refinement model M, (b, a),
which outputs the final refined response r. All
prompts for M are in Appendix C.

The difference between models is in prompts
used to generate and answer the questions, and
perform the final refinement. Also, CoVe is zero-
shot, while RARR is based on few-shot examples.

4 Setup and Experiments

The LLM used in most experiments is GPT-4o-
mini-2024-07-18 (OpenAl, 2024). It was queried
through OpenAl API. Any encoder-only models
were run on one Nvidia V100 GPU with 16GB
VRAM for one computation hour.

4.1 Dataset

SummEdits (Laban et al., 2023) is a benchmark
dataset of hallucinated text summaries in many do-
mains. The dataset was constructed by first perturb-
ing named entities and relations in summaries and
then passing to humans for annotation on whether
the summaries are factual or not. We take the sub-
set news (constructed from top Google News 2023
articles), consisting of 819 summaries. While the
original intent of benchmark was to evaluate hallu-
cination detection ability of LLMs, we repurpose it
for hallucination detection with fact correction.

4.2 Evaluation Methods

Since the dataset provides gold (human-written)
summaries, we use them as reference answers.
We measure string dissimilarity using the Lev-
enshtein normalized edit distance (NED) (Yujian
and Bo, 2007). This metric is not ideal because
even one word difference can be a major hallucina-
tion. Therefore, we compare the semantic similar-
ity (Sem.) between the gold and output summary
by embedding them with the model SimCSE (Gao
et al., 2021) and calculating the cosine similarity.
NLI Score is a metric that utilizes the concept
of natural language inference (NLI), or entailment
recognition, by using the reference answer as the
hypothesis and the generated answer as the premise.
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verification evidence simple NLI G-Eval 1
system source NED| Sem.t | Ent.T Neu. Con.] | Overall Factual. Relev.
CoVE GPT 40 mini 0.51 81 30 28 42 50 45 49
RARR GPT 40 mini 0.10 94 45 15 40 65 62 70
CoVE Google (snip.) 0.51 84 41 25 34 56 50 59
CoVE Bing (snip.) 0.55 81 37 28 35 49 46 51
CoVE DDG (snip.) 0.54 80 31 28 41 47 42 47
RARR Google (full) 0.33 91 24 46 30 64 51 68
RARR Bing (full) 0.32 92 28 40 32 63 50 68
RARR DDG (full) 0.34 91 27 41 32 64 50 68
RARR Google (snip.) 0.24 93 40 28 32 67 56 72
RARR Bing (snip.) 0.14 95 49 16 35 69 60 73
RARR DDG (snip.) 0.25 92 32 28 40 60 49 62
CoVE gold article 0.49 88 43 39 18 70 63 76
RARR gold article 0.21 94 47 34 19 75 67 83

Table 1: Results of CoVE and RARR on SummEdits using three different search engines. NED refers to normalized
edit distance, Sem. to average cosine semantic similarity, NLI scores to average prediction probability for entailment,
neutral, and contradiction. The best score for each metric is in bold, while the second best is underlined.

The intuition behind this approach is that a good
answer should logically entail the reference answer.
Using NLI this way has been done for evaluating
the quality of summaries (Mishra et al., 2021; La-
ban et al., 2022; Steen et al., 2023). Following this
approach, we use the model DeBERTa-v3 (He et al.,
2023), We use the version fine-tuned on a wide ar-
ray of NLI datasets, which works well for long text
(Laurer et al., 2024). This model predicts three
scores (entailment, neutral, contradiction) and we
report the average score across the whole dataset.
G-Eval (Liu et al., 2023) is a framework based
on LLM prompting with chain-of-thoughts to eval-
uate the quality of generated texts in a form-filling
paradigm. It is one of the most popular "LLM-as-
judge" metrics (Zheng et al., 2023), which evaluate
the LLM output with an LLM using finely crafted
LLM prompts (see Appendix C) and take the nu-
merical output as final score. We evaluate three
aspects: relevance, factuality, and overall quality.
Human Evaluation. We perform human evalua-
tion with 25 participants. They were shown 10 gold
summaries and refined summaries by RARR and
CoVe, and rated for each the overall quality (based
on factuality and relevance) from 1 to 10 and the
entailment relation for each summary, amounting
to 1000 ratings (see more details in Appendix A).

4.3 Search Engines

Google is the world’s most widely used search
engine. It offers the API service Google Pro-
grammable Search Engine, which queries the
search engine and returns results as links and snip-
pets. The price is 5 US dollars per 1,000 queries.
Bing is the flagship search engine from Microsoft.

We use it via Bing Web Search API provided by the
Azure platform for the price of 10 USD per 1,000
transactions. DuckDuckGo is a smaller search en-
gine, aiming to help protect online privacy. While
the coverage is lower than the other two engines, its
usage through API is completely free. We query it
through the Python package duckduckgo-search.?
We use the search results of these search engines
in two settings: chunks from full articles and snip-
pets. All search engines return results for the query
with links to articles included in top results. In the
full-article setting, we parse the text from HTML of
the article, split into chunks, embed with SIimCSE,
and use cosine similarity to the query to select top
5 passages. We concatenate these passages and
use them as input evidence. In addition to links,
all search engines provide snippets that answer the
query and highlight the most important part from
the respective article. We use the top 5 snippets and
concatenate them, using them as input evidence.

5 Results and Discussion

Table 1 shows the average results of all metrics
for the two systems on SummEdits. Qualitative
insights are found in Tables 2 and 3.

Internal vs. External Knowledge. The first two
rows of Tab. 1 used internal LLM knowledge to
answer verification question. While this led to mod-
erate performance, results with search engines were
higher for both systems — showing the need for ex-
ternal search for effective factual error correction.

The last two rows show the baseline of using the
original (gold) news article as input evidence. It

https://pypi.org/project/duckduckgo-search/
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Gold Summary

Hallucinated
Summary
(input to system)

The James Webb Space Telescope captured a new image of Pandora’s Cluster, a megacluster
of galaxies that allowed astronomers to peer into the distant universe and observe never-
before-seen details."

The James Webb Space Telescope captured a old image of Pandora’s Cluster, a megacluster
of galaxies that allowed biologists to peer into the distant universe and observe never-before-
seen details.

CoVe with Bing snip.

CoVe with Google snip.

CoVe with DDG snip.

The James Webb Space Telescope is primarily designed for astronomical observations, not
biological observations. It is used to study the formation of stars, galaxies, and planetary
systems, as well as to investigate the origins of life and the universe. It cannot be used for
biological observations. The telescope studies galaxy formation and evolution, star formation
and planet formation, planetary systems, and the origins of life. It did capture an image of
Pandora’s Cluster.

The James Webb Space Telescope is primarily designed for astronomical observations,
specifically to study the formation of stars and galaxies, the evolution of galaxies, and the
formation of planetary systems. It is not designed for biological observations. Therefore,
it does not allow biologists to observe never-before-seen details in the distant universe.
However, it is capable of capturing images of Pandora’s Cluster.

The James Webb Space Telescope is primarily designed for astronomical observations, not
biological observations. It is used to study the formation of stars, galaxies, and planetary
systems, among other astrophysical phenomena. It can observe details in the distant universe

and has captured images of megaclusters of galaxies.

Table 2: Example of final refined responses from CoVe using the search snippets from three different search engines.
All results correctly identified the error with biologists, although only Bing properly reported on the image of

Pandora’s Cluster being captured.

had the highest G-Eval scores, highlighting the key
role of precise evidence for effective corrections.

Choice of Search Engine. As seen in Table 1,
Google snippets performed the best for CoVE
but Bing outperformed it on RARR for the full-
article setting. The highest performance overall
was achieved by Bing snippets with RARR, as
measured by six different metrics. This shows
the promising potential of Bing, which is under-
explored in existing studies. DuckDuckGo also
achieved decent but lower performance.

Table 2 shows examples of refined responses
from CoVe with the three engines. All three en-
gines successfully identified the hallucination in-
volving biologists. Still, they found different ex-
tra information that was included in the refined
response, with Bing the only one pinpointing the
correct telescope discovery. This shows the engines
get similar results but Bing usually led to best cor-
rections overall, because for generated queries Bing
provided longer and more informative snippets.

Still, the high price of Google and Bing APIs
could be a hurdle for large-scale usage. Duck-
DuckGo achieved adequate performance for $0
and, thus, offers a promising free alternative. Fu-
ture work could explore additional search filters or
filtering of results by trustworthy domains.

Snippets or Full-Article Chunks? When look-
ing at RARR scores of NED, sem. similarity, and
G-Eval for snippets and full articles, all are slightly
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better for the snippets setting. Still, the average
NLI scores reveal the full picture — the setting with
full articles had high NLI neutral scores. This is
because the responses were often refined with ir-
relevant evidence, whereas the snippet setting pro-
duced responses that had a higher NLI-entailment
score. The contradiction scores were similar in
both. This shows that snippets are usually more
on point and related to the actual search query,
while using the full articles can lead to selecting
noisy or irrelevant passages from articles.
Another interesting finding is the general simi-
larity of overall scores, including NLI scores, for
the setting with full articles — this shows that all
three search engines mostly found the same articles
among its top results and then the similarity func-
tion selected same passages from those articles.

Zero-shot or Few-shot? Table 3 shows an in-
stance from SummEdits with the gold, hallucinated,
and refined summaries by both systems. Both used
Bing as the search engine and, thus, both managed
to correct factual errors in the input summary (e.g.,
struggling instead of thriving). Still, it is evident
that RARR returned a summary close in form to the
input summary, whereas CoVe augmented the sum-
mary with additional information found on Bing.
This difference in length is the consequence of
the fact that RARR uses six examples in its few-
shot prompt, while CoVe does not use any exam-
ples. CoVe also sometimes returned summaries
similar to the input summary with minimal changes,



Gold Summary

The founder of the troubled digital start-up Ozy Media has been arrested on fraud charges

as part of a scheme to prop up the financially struggling company.

Hallucinated Summary
(input to system)

The founder of the triumphant digital start-up Ozy Media has been arrested for fraud
charges as part of a scheme to sell the financially thriving company Ozy Media.

RARR (Bing snip.)

The founder of the ailing digital start-up Ozy Media has been arrested on fraud charges as

part of a plan to support the financially struggling company.

CoVe (Bing snip.)

The CEO of Ozy Media, Carlos Watson, has been arrested on fraud charges. Ozy Media

is facing financial struggles and there is a scheme in place to prop up the company.
However, there is no information or news updates regarding the CEO’s arrest. The current
status of Ozy Media is that it has shut down, and its CEO has been accused of deceiving
potential investors. The company’s chairman, Marc Lasry, has stepped down.

Table 3: Example of an instance from SummEdits with final outputs of CoVE and RARR, both based on Bing
search snippets. The RARR correction was a lot more concise, while CoVe was more informative and detailed.

however it often returned a lot longer summaries.
Long summaries do not necessarily imply hallu-
cinations, but can be summaries with additional
context for readers. This points to the fact that
few-shot prompts are better if the end goal is to
preserve the faithfulness to the original draft,
while zero-shot relaxed prompts are better when
adding additional context and making bold edits
is preferred. The few-shot examples are general-
domain, so the findings are not just for news.

Open LLMs. We also ran experiments with
LLaMa 3.1 (70B), results are in Table 7. For
RARR, it had on average weaker scores than GPT
40-mini, but came quite close, confirming the re-
cent trend of open models closing the gap to closed
competitors. For CoVe, which does not have few-
shot examples, it generated a lot longer final refined
responses than GPT, with lots of detailed explana-
tions. This led to increased G-Eval (Overall &
Relevance) and NLI metrics, since these metrics fa-
vor information-heavy summaries, but the G-Eval
factuality score heavily decreased and summaries
were too complex. We additionally ran Mixtral
8x7B with internal knowledge, but it underper-
formed compared to both Llama and GPT. Future
work could explore more open LL.Ms and evaluate
user-centric text quality aspects like readability.

5.1 Human Evaluation

The mean human scores for quality of 10 examples
with Bing snippets for 25 participants were 0.68
for RARR and 0.54 for CoVe, showing users pre-
ferred RARR refinements. The mean G-Eval score
for these 10 examples were 0.65 and 0.52, respec-
tively. This shows an impressively high alignment
of humans with G-Eval (Pearson correlation co-
efficient 0.87, p<1%), with the average difference
of 3%. Our custom prompts for factuality and rel-
evancy have a high potential for future use, and

this positions G-Eval as a promising metric to use
when human annotations are not available due to
time and costs. For NLI, the alignment was de-
cent but less apparent — DeBERTa overpredicted
the neutral class, while human annotators favored
the entailment class. Ideally, the DeBERTa-NLI
model should be fine-tuned on examples focusing
on hallucination detection. More details on human
evaluation are in Appendix A.

6 Conclusion and Future Work

In this study, we explored the impact of different
evidence sources and search engines on the perfor-
mance of two SotA systems for post-hoc halluci-
nation correction, CoVe and RARR, for news sum-
maries. Our detailed results show that zero-shot
correction systems like CoVe yield more expressive
and bold corrections that change the style, while
few-shot systems like RARR optimize for faithful-
ness to the original text and this was favored by
humans in evaluation. Additionally, G-Eval metric
was highly aligned with humans. We also found
that Bing’s search snippets led to most informative
corrections, followed closely by Google, but Duck-
DuckGo can be a viable alternative due to its free
API and decent performance. We envision future
work focusing on enhancing retrieval with struc-
tured queries and assessing evidence reliability.

Limitations

An important limitation lies in the fact that all mod-
ules of the iterative self-correcting systems rely on
using LLMs, which comes with its own set of chal-
lenges. The generated follow-up questions are not
always perfect or precise, the generated answers
from snippets can be off-point, and the final refine-
ment of responses can be too excessive. Future
work could explore how to incorporate more con-
trollable generation or structured and rule-based
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techniques for correcting the output.

Another limitation comes from the high com-
plexity of the system and reliance on calls to exter-
nal APIs, including LLM APIs and search engine
APIs. This can inevitably lead to slow process-
ing speed of these systems when compared to ap-
proaches that use smaller encoder-only models or
rule-based techniques. Still, we were forced to rely
on API calls to LLMs due to our hardware resource
limitations. Other lines of work could explore how
to better incorporate open and local models into
the workflow, for better accountability and faster
processing time.

Finally, our work deals only with the news do-
main, which could limit the generalizability of find-
ings to other domains and use cases.
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A  Human Evaluation

The main goal of the human evaluation was to
judge two automated metrics, NLI predictions and
LLM-as-a-judge (G-Eval), by observing the align-
ment between human preference and machine eval-
uation results. All the evaluation responses and
results are attached to the ARR submission.

A.1 Study Format and Instructions

User study was conducted with 25 participants. All
participants are pursuing a master’s degree or a
PhD degree in computer science at authors’ univer-
sity. They were not monetarily compensated since
they are in-house annotators from our school’s de-
partment of computer science. All responses were
anonymous and collected only for the purpose of
this research study. Users were provided with in-
structions described in Table 4.

The survey was hosted as a questionnaire on the
JotForm platform.? In total, there were 10 exam-
ples, where each example consisted of a correct
summary, a hallucinated summary, a summary cor-
rected by CoVe, a summary corrected by RARR,
and 4 questions to answer. In Figure 1, a sample
screenshot from the evaluation form is provided.

Users were asked to evaluate each of the two
generated summaries in two aspects: overall quality
and NLI relation. The overall quality was estimated
by rating from 1 to 10 and it refers to (a) how
factually accurate was the summary, and (b) how
relevant and on-topic was it. The NLI (entailment)
relation were mapped to NLI classes by asking the
users whether the generated summary supports the
gold summary (entailment), contradicts the gold
summary (contradiction), or partially aligns with
the gold summary (neutral).

In each example, we include samples from
RARR or COVE as either summary A or B. Cor-
rect summary represents the ground truth summary
from the SummkEdits dataset. Summary A or B
from self-correcting systems were generated using
snippets from the Bing search engine. Both self-
correcting systems were provided with the same
hallucinated version of the correct summary and
the pipeline for rewriting was ran.

A.2 Overall Quality Results

In the survey, the "overall quality" score was rated
from 1 to 10 and it referred to how factual the
summary was and how relevant (on-topic) it was,
when compared to the original (gold summary). To
evaluate the alignment between the G-Eval scores
and human evaluations for the RARR and COVE
methods, we analyzed the mean scores and their
differences. Human scores are an average of 250
scores, normalized to the percentage value. Results
are summarized in Table 5.

For RARR, average human score is 0.68, and av-
erage G-Eval score is 0.65. For the COVE method,
average human score is 0.54, and average G-Eval
score is 0.52. G-Eval scores are slightly lower than
human evaluations. These minor differences for
both RARR and COVE suggest that G-Eval scores
closely reflect human evaluations for both methods,
with a deviation of +3%.

Shttps://www. jotform. com
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Instructions

Read the correct summary first.

Compare the correct summary with the generated Summary A
and Summary B.

There are no right or wrong answers.

Both summaries can be good or bad.

For each summary (A and B), there are two types of questions:
1. Choose the option that best fits the blank:

* Contradicts: Disagrees with the correct summary
* Supports: Agrees with the correct summary

 Partially aligns with: Only somewhat related or unre-
lated

2. Rate the Overall Quality (Factual accuracy + Relevance):

» Factual accuracy: Is it based on facts? Avoids misin-
formation?

* Relevance: Does the summary cover the main points?
Not off-topic?

Table 4: Instructions that human annotators received.

A.3 Natural Language Inference Results

We also compared human evaluation and ground
truth values for Natural Language Inference (NLI)
across three categories: Entailment, Neutral, and
Contradiction. As discussed before, DeBERTa-
v3 model (Laurer et al., 2024) is used for NLI
evaluation. The results are presented in Table 6.

For both self-correcting systems, there is a
higher percentage of Entailment in human eval-
uations compared to the NLI model, particularly
in RARR. Also, percentage of Neutral instances is
lower in human evaluations. NLI model is more
likely to classify instances as Neutral than humans.
Contradiction shows higher percentages in human
evaluations for COVE compared to the NLI model.
Overall, as demonstrated by evaluation of experi-
ments and human evaluation, RARR performs bet-
ter than COVE in SummEdits dataset.

A.4 Alignment between Automated Metrics
and Human Scores

Analyses indicate a strong alignment between G-
Eval scores and human evaluations for both RARR
and COVE methods in rating the overall quality as-
pect. This consistency means that G-Eval is a reli-
able tool for approximating human assessments. It
can be used in scenarios where human evaluations
are impractical when there are time or resource
constraints.

When it comes to NLI, humans had a somewhat

different feeling of which class to assign than the
automated method. Differences between human
evaluation and automated predictions were more
evident than in case of G-Eval, although there was
still an alignment in terms of predominant classes.
This shows that while NLI is a decent metric, there
is still room for improvement, possibly in terms of
additionally fine-tuning the predictor model (De-
BERTa) on further NLI datasets or datasets cen-
tered around the specific tasks of factuality and
generation-quality prediction. Another option is
using more complex models like LLMs for predic-
tion, although they have been found to favor the
entailment class as opposed to the neutral class in
NLI predictions (Zhou et al., 2024).

B Results with Open LLMs

We additionally performed experiments with two
popular open-source LLMs, Llama 3.1 (70B)
(Llama Team, 2024) and Mixtral 8x7B (Jiang et al.,
2024), to test how well do they fare compared
to GPT. The results are shown in Table 7. The
models were prompted using the API endpoint of
Together AL* a platform that host popular open-
source LLMs. All the settings we applied were the
same as for GPT and Open AI’s API, including
temperature set to O for better reproducibility.

C Prompts

This appendix section provides the prompts used in
the CoVe system in Table 8 and for the RARR sys-
tem in Tables 9 and 10. Additionally, the prompts
used for the LLLM-as-judge metric G-Eval are given
in Table 11.

*https://www.together.ai/
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Method Human Mean Score G-Eval Score Diff
RARR 0.68 0.65 0.03
COVE 0.54 0.52 0.02

Table 5: Alignment between G-Eval scores and human evaluations.

Method Human NLI Model

Entailment Neutral Contradiction | Entailment Neutral Contradiction
RARR 45 40 15 30 49 21
COVE 31 37 32 28 47 25

Table 6: Comparison of Human Evaluation and NLI predictions

Base verification | evidence simple NLI G-Eval

LLM system source | NED Sem. | Ent. Neu. Con. | Overall Factual. Relev.

Mixtral Sx7B CoVE Mixtral | 0.77 74 30 48 22 64 42 59

RARR Mixtral | 0.43 84 26 32 42 55 43 50

CoVE Llama | 0.78 70 38 51 11 67 50 73

LLaMa 3.1 (70B) RARR Llama | 020 94 39 24 37 63 59 71

Google | 0.78 75 43 44 13 67 47 73

LLaMa 3.1 (70B) CoVE Bing 079 75 41 44 15 68 46 74

DDG 0.80 73 34 46 20 59 39 66

Google | 0.28 90 46 24 30 66 62 72

LLaMa 3.1 (70B) RARR Bing 0.33 88 44 28 28 64 59 70

DDG 0.42 84 34 26 40 54 48 58

Table 7: Results of CoVE and RARR on SummEdits using two open-source LLMs, Llama 3.1 and Mixtral. NED
refers to normalized edit distance, Sem. to average cosine semantic similarity, NLI scores to average prediction
probability for entailment, neutral, and contradiction. The best score for each metric is in bold, while the second
best is underlined.
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Low Quality

High Quality

Rate the quality of summary B compared to the original, on a scale of 1to 10

1 2 3 4 ]

Low Quality

7 8 9 10

High Quality

Correct Summary

The James Webb Space Telescope captured a new image of Pandora’s Cluster, a megacluster of

galaxies that allowed astronomers to peer into the distant universe and observe never-before-

seen details.

Summary A:

The James Webb Space Telescope obtained
a new image of the dense center of our
galaxy, including the star-forming region
Sagittarius C, revealing never-before-seen
features astronomers have yet to explain.

Summary A correct summary.

partially aligns with

contradicts

supports

Summary B:

The final refined answer is that the James
Webb Space Telescope has obtained a new
image of Pandora's Cluster, which is a
megacluster of galaxies. The new image
allowed astronomers to peer into the distant
universe and revealed never-before-seen
details.

Summary B correct summary.

partially aligns with

contradicts

supports

Rate the quality of summary A compared to the original, on a scale of 1to 10

1 2 3 4 ]

Low Quality

7 8 9 10

High Quality

Rate the quality of summary B compared to the original, on a scale of 1to 10

1 2 3 4 5

Low Quality

7 8 9 10

High Quality

Correct Summary

The Biden administration is unveiling audacious goals Thursday for how it will seek to get the

most bang for the billions it has at its disposal to spur the semiconductor sector in the U.S. in the

years ahead.

Figure 1: A screenshot from Human Evaluation Form.
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Use Case

Prompt Content

Generate verification
question (template)

Your task is to create a verification question based on the below question provided.

Example Question: Who are some movie actors who were born in Boston?

Example Verification Question: Was [movie actor] born in [Boston]

Explanation: In the above example the verification question focused only on the AN-
SWER_ENTITY (name of the movie actor) and QUESTION_ENTITY (birth place).

Similarly you need to focus on the ANSWER_ENTITY and QUESTION_ENTITY from the
actual question and generate verification question.

Actual Question: original_question

Final Verification Question:

Generate verification
question

Your task is to create verification questions based on the below original question and the baseline
response. The verification questions are meant for verifying the factual accuracy in the baseline
response. Output should be numbered list of verification questions.

Actual Question: original_question
Baseline Response: baseline_response
Final Verification Questions:

Answer verification
question

Answer the following question correctly based on the provided context. The question could be
tricky as well, so think step by step and answer it correctly.

Context: search_result
Question: verification_question
Answer:

Refine the original re-
sponse

Given the below ‘Original Query* and ‘Baseline Answer‘, analyze the ‘Verification Questions &
Answers* to finally filter the refined answer.

Original Query: original_question
Baseline Answer: baseline_response

Verification Questions & Answer Pairs: verification_answers

Final Refined Answer:

Table 8:

Overview of prompts used for the Chain-of-Verification (CoVE) system.
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Use Case

Prompt Content

Generate
question

verification

I will check things you said and ask questions.
You said: Your nose switches back and forth between nostrils. When you sleep, you switch about
every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.

To verify it,

1. I googled: Does your nose switch between nostrils?
2. I googled: How often does your nostrils switch?

3. I googled: Why does your nostril switch?

4. I googled: What is nasal cycle?

You said: The Stanford Prison Experiment was conducted in the basement of Encina Hall,
Stanford’s psychology building.

To verify it,

1. I googled: Where was Stanford Prison Experiment was conducted?

(four more examples)

You said: claim

To verify it,

Answer
question

verification

I will check some things you said.

1. You said: Your nose switches back and forth between nostrils. When you sleep, you switch
about every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.

2. I checked: How often do your nostrils switch?

3. I found this article: Although we don’t usually notice it, during the nasal cycle one nostril
becomes congested and thus contributes less to airflow, while the other becomes decongested. On
average, the congestion pattern switches about every 2 hours, according to a small 2016 study
published in the journal PLOS One.

4. Reasoning: The article said the nose’s switching time is about every 2 hours, and you said the
nose’s switching time is about every 45 minutes.

5. Therefore: This disagrees with what you said.

1. You said: The Little House books were written by Laura Ingalls Wilder. The books were
published by HarperCollins.

2. I checked: Who published the Little House books?

3. I found this article: These are the books that started it all — the stories that captured the hearts
and imaginations of children and young adults worldwide. Written by Laura Ingalls Wilder and
published by HarperCollins, these beloved books remain a favorite to this day.

4. Reasoning: The article said the Little House books were published by HarperCollins and you
said the books were published by HarperCollins.

5. Therefore: This agrees with what you said.

(four more examples)

1. You said: claim

2. I checked: query

3. I found this article: evidence

4. Reasoning:

Table 9: Overview of prompts for verification question generation and answering used for the RARR system.
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Use Case

Prompt Content

Refine the original re-
sponse

I will fix some things you said.

1. You said: Your nose switches back and forth between nostrils. When you sleep, you switch
about every 45 minutes. This is to prevent a buildup of mucus. It’s called the nasal cycle.

2. I checked: How often do your nostrils switch?

3. I found this article: Although we don’t usually notice it, during the nasal cycle one nostril
becomes congested and thus contributes less to airflow, while the other becomes decongested. On
average, the congestion pattern switches about every 2 hours, according to a small 2016 study
published in the journal PLOS One.

4. This suggests 45 minutes switch time in your statement is wrong.

5. My fix: Your nose switches back and forth between nostrils. When you sleep, you switch about
every 2 hours. This is to prevent a buildup of mucus. It’s called the nasal cycle.

1. You said: In the battles of Lexington and Concord, the British side was led by General Thomas
Hall.

2. I checked: Who led the British side in the battle of Lexington and Concord?

3. I found this article: Interesting Facts about the Battles of Lexington and Concord. The British
were led by Lieutenant Colonel Francis Smith. There were 700 British regulars.

4. This suggests General Thomas Hall in your statement is wrong.

5. My fix: In the battles of Lexington and Concord, the British side was led by Lieutenant Colonel
Francis Smith.

(four more examples)

1. You said: claim

2. I checked: query

3. I found this article: evidence
4. This suggests

Table 10:

Overview of prompts for response refinement used for the RARR system.

Evaluated Aspect

Prompt Content

Factuality

Evaluate if the actual output contains hallucinated information not present in the input.

STEPS: Identify any claims or statements in the ’actual output’.

Compare each claim with the *input’ to check for the presence of supporting information.
Mark any claims that are not supported by the ’input’ as hallucinated.

Penalize heavily for any introduction of new, unsupported facts.

Relevance

Evaluate the relevancy of the actual output to the input.

STEPS: Check if ’actual output’ directly addresses the query or topic presented in ’input’.
Penalize responses that are off-topic or provide irrelevant information.

Overall

Evaluate the overall quality and correctness of the actual output compared to the input.

STEPS: Assess if the ’actual output’ provides a coherent and accurate response to “input’.
Penalize factual inaccuracies, grammatical errors, and unclear language.

Table 11: Overview of prompts used for the G-Eval metric.
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Abstract

Hallucination is a persistent challenge in large
language models (LLMs), where even with
rigorous quality control, models often gener-
ate distorted facts. This paradox, in which er-
ror generation continues despite high-quality
training data, calls for a deeper understanding
of the underlying LLM mechanisms. To ad-
dress it, we propose a novel concept: knowl-
edge overshadowing, where model’s domi-
nant knowledge can obscure less prominent
knowledge during text generation, causing the
model to fabricate inaccurate details. Building
on this idea, we introduce a novel framework
to quantify hallucinations by modeling knowl-
edge overshadowing. Central to our approach
is the log-linear law, which predicts that the
rate of hallucination increases linearly with
the logarithmic scale of (1) Knowledge Pop-
ularity, (2) Knowledge Length, and (3) Model
Size. The law provides a means to preemp-
tively quantify hallucinations, offering fore-
sight into their occurrence even before model
training or inference. Built on the overshad-
owing effect, we propose a new decoding strat-
egy CoDA, to mitigate hallucinations, which
notably enhances model factuality on Over-
shadow (27.9%), MemoTrap (13.1%) and NQ-
Swap (18.3%). Our findings not only deepen
understandings of the underlying mechanisms
behind hallucinations but also provide action-
able insights for developing more predictable
and controllable language models.

1 Introduction

Large language models (LLMs) have revolution-
ized artificial intelligence, but their success is ac-
companied by a critical issue known as hallucina-
tion (Ye et al., 2023). Hallucination refers to mod-
els generating unfaithful or nonfactual statements.
In many applications, this issue undermines perfor-
mance and reliability, posing substantial challenges
to their practical deployment (Li et al., 2024).

....................................

i_ Kim Jong Un shapes North Korea's policies.
: A famous singer : A famous singer in North Korea is? ;
,Q Af ., Q:Af i in North K is? Popularity (P)
in North Korea is? A: Kim Jong Ur’s<
A: Hyon Song-wol
M
Knowledge Q: A famous singer in North Korea—a
country with a unique political system
Overshadow ry with a unique political sy Length (L)
and limited global interaction—is?
A: Kim Jong Un
X

-

Q: Afamous singer in North Korea is?

A: Kim Jong Un>< Model Size (S)

Figure 1: Knowledge overshadowing leads to hallucina-
tions, which exarcerbates with growing relative knowl-
edge popularity (P), length (L), and model size (S).

Some studies attribute hallucination to low-
quality pretraining corpora (Gehman et al., 2020).
However, we find it persists even when the pre-
training corpus is strictly controlled to contain only
factual statements. Specifically, when extracting
knowledge using queries, we observe a tendency
for certain knowledge to overshadow other rele-
vant information. This causes the model to rea-
son without adequately considering overshadowed
knowledge, leading to hallucinations.
As shown in Figure 1, when queried for “famous
singer in North Korea”, the model incorrectly nom-
inate “Kim Jong Un”, who is in fact a politician, as
a result of “North Korea” overshadowing “singer”.
This observation highlights how knowledge of vary-
ing forms interacts, distorting the reasoning pro-
cess and causing the model to misassemble facts,
thereby generating hallucinations. To investigate
this phenomenon, we raise the following questions:
* What factors contribute to the phenomenon of
knowledge overshadowing (§3)?

* Can we preemptively quantify when hallucina-
tions occur (§4)?

* From a theoretical perspective, why knowledge
overshadowing happens (§5)?

» Leveraging the insights we derived, how to miti-
gate factual hallucinations (§6)?
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Through extensive experiments, we find that
knowledge overshadowing broadly induces factual
hallucinations in both pretrained and fine-tuned
models, across diverse model families and sizes.
Despite its importance, the factors influencing this
phenomenon remain unexplored. To bridge this
gap, we analyze knowledge representation from
both global and local perspectives by examining
its popularity across the dataset distribution and its
proportional representation length within individ-
ual sentences. Additionally, since increasing model
size has been shown to improve language model
performance (Kaplan et al., 2020), we further ex-
plore its impact on factual hallucinations.

To examine the impact of these factors, we pre-
train LLMs from scratch on a synthetic dataset
with strictly controlled quality. Our empirical find-
ings reveal a log-linear scaling law for factual
hallucinations, showing that hallucination rates in-
crease linearly with the logarithmic scale of rela-
tive knowledge popularity, knowledge length, and
model size. Finetuning on diverse tasks further con-
firms this law applies to finetuned LLMs, enabling
the preemptive quantification of hallucinations be-
fore model training or inference. This not only
bridges the gap in understanding hallucinations
emerging from factual training data but also intro-
duces a principled approach for evaluating training
data and predicting model behavior in advance.

The empirical discovery of this law leads us to
investigate its underlying cause. We hypothesize
that knowledge overshadowing stems from the over-
generalization of popular knowledge, suppressing
less popular counterparts. Theoretically, we derive
a generalization bound for auto-regressive language
modeling, linking the model’s behavior to key prop-
erties of its training data. Our analysis shows that
generalization improves with increasing relative
knowledge popularity and length, mirroring the
trend observed in hallucination rates.

Building on all the insights derived, we propose
Contrastive Decoding to Amplify Overshadowed
Knowledge (CoDA), a method designed to amplify
the influence of overshadowed knowledge while
mitigating biases from dominant knowledge. First,
we identify overshadowed knowledge by comput-
ing the mutual information between the next-token
probability distributions of the original and mod-
ified prompts, where specific tokens are masked.
This approach reveals knowledge encoded in the
masked tokens, which is often overlooked and
prone to hallucination. We then employ contrastive

decoding to reduce the bias introduced by dominant
knowledge. Without requiring additional training,
CoDA significantly improves factuality, achieving
gains of 13.1%, 18.3%, and 27.9% on the Memo-
Trap, NQ-Swap, and Overshadowing datasets, re-
spectively. Our contributions are three-fold:

* We are the first to identify knowledge over-
shadowing as a key driver of hallucinations and
demonstrate its prevalence across LLMs.

* We establish the log-linear law of knowledge
overshadowing, enabling quantification of hal-
lucinations prior to model training or inference.

* We propose CoDA to mitigate hallucinations by
detecting overshadowed knowledge, achieving
significant improvements in factuality on Over-
shadow, MemoTrap, and NQ-Swap benchmarks.

2 Related Work

2.1 Causes of Hallucination

Our work is in line with exploring the source of
hallucination. One popular opinion is that fac-
tual hallucination stems from deficiencies in train-
ing data, which can either be outdated informa-
tion (Zhang et al., 2021, 2023b; Livska et al., 2022;
Luu et al., 2022), biases (Ladhak et al., 2023; Yang
et al., 2023), misinformation (Dziri et al., 2022; Lin
et al., 2022), bad calibration (Chen et al., 2023b;
Tian et al., 2023; Zhang et al., 2024a,b), or over-
alignment to human preferences (Wei et al., 2023).
Other research points to generation issues in-
cluding distorted attention (Aralikatte et al., 2021),
over-confidence (Ren et al., 2023). Related efforts
also suggest that LLMs can be trapped in common
patterns (Lin et al., 2022; Kandpal et al., 2023;
Li et al., 2023a). We focus on a significant yet
underexplored phenomenon: LLMs can halluci-
nate even when trained exclusively on high-quality,
truthful data. We introduce knowledge overshadow-
ing, where more dominant knowledge representa-
tion competes against and suppresses less prevalent
knowledge, resulting in factual hallucinations.

2.2 Detection of Hallucination

Hallucination detection in LMs typically involves
external fact-checking methods, such as FActScore
(Min et al., 2023) and FacTool (Chern et al., 2023),
or internal uncertainty analysis. The latter includes
Chain-of-Verification (Dhuliawala et al., 2023),
logit-based assessments (Kadavath et al., 2022;
Zhang et al., 2024c¢), and leveraging LM internal
states (Zhang et al., 2024a; Luo et al., 2023; Ma
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et al., 2025). When internal states are unavailable,
self-consistency probing (Manakul et al., 2023;
Agrawal et al., 2024) or multi-LM examination
(Cohen et al., 2023) can provide alternative signals.
Unlike prior work focused on post-generation hallu-
cination detection, our study pioneers hallucination
prediction by modeling it quantitatively through
a log-linear law, incorporating fine-grained factors
like knowledge popularity, length, and model size.
This shifts the paradigm from reactive detection to
proactive prevention, offering a novel quantitative
framework for anticipating hallucinations.

2.3 Elimination of Hallucination

Our work is related to prior studies on mitigating
hallucinations. Shen et al. (2021) address the is-
sue by filtering out low-quality training data. Sev-
eral approaches enhance model factuality through
external knowledge (Wu et al., 2023; Xie et al.,
2023; Lyu et al., 2023; Asai et al., 2023; Ma et al.,
2023; Song et al., 2023), and knowledge-aware
tuning (Zhang et al., 2025; Li et al., 2022). Some
studies tackle hallucination by enforcing LLMs to
adhere to input (Tian et al., 2019; Aralikatte et al.,
2021), modifying internal states (Gottesman and
Geva, 2024; He et al., 2025), and adopting refusal-
awareness (Zhang et al., 2024a; Huang et al., 2025).
Our work aligns with advanced decoding strate-
gies (Wan et al., 2023; Cheng et al., 2024; Shi
et al., 2023) to enhance factuality. Early detection
of hallucination is also crucial (Zhang et al., 2023a,
2024d). Our method not only foresees potential hal-
lucinations before generation but also eliminates
them through a training- and data-free approach.

3 What is Knowledge Overshadowing?

Factual hallucination, where authentic facts are
misassembled into false statements, remains an
underexplored challenge. We approach this is-
sue through the lens of knowledge overshadowing,
where more prevalent knowledge suppresses less
frequent knowledge, resulting in hallucinations.

3.1 Knowledge Overshadowing Formulation

To systematically characterize knowledge over-
shadowing, we define knowledge pairs in a training
corpus. Specifically, let K4 = {k,,, ..., kq,, } and
Kp = {kp,, ..., kb, } represent a pair of knowledge
sets. K4 is comprised of m samples of statements
kq,, and Kp is comprised of n samples of state-
ments kbj. Each statement in K 4 and statement in
K p are related by a shared set of tokens X7, 4c-

In the knowledge set K4, each statement k,,
is comprised of a shared token sequence Xgpare,
a distinct token sequence z,,;, and the output Y.
Each statement k,, is expressed as:

ka; = Yo|[Xshare @ 20,], 1€ {1,...,m} (D

where @ denotes the insertion of the distinctive
sequence I,, into Xgpare (the integration position
can vary). Similarly, for the less popular knowl-
edge set Kp, with xp,; denoted as the distinct token
sequence, each statement kj; is formulated as:

Ky, =

M |[Xshare © ]a VES {17 ,n} )

Knowledge overshadowing occurs when the dis-
tinct token sequence xp; Or X4, is suppressed during
inference. Taking x3, overshadowed as an exam-
ple, when prompted with X a6 © Tp,, the model
outputs Y, forming the ¥, |[Xshare © 71 | that
wrongly amalgamates factual statements k,, and
kp; into factual hallucination, defying the ground-
truth V', |[Xghare © 71, |, as illustrated in Figure 1.

3.2 Metric of Factual Hallucination.

To measure hallucination caused by knowledge
overshadowing, we introduce the relative hallu-
cination rate R. When K, is the more popular
knowledge set, we first quantify the recall rate
of the model correctly memorizing the samples
from K 4 as RR = p(¥,,|[Xshare @ 74,]). Then we
quantify the hallucination rate of the model pro-
ducing output with z3, overshadowed as HR =
P(V|[Xshare © 71.]). The relative hallucination
rate R = % represents to what extent is less pop-
ular knowledge encoded by xp; suppressed by the
more popular knowledge encoded by z,, .

3.3 Formulation of Influential Variables

Since the underlying factors influencing factual
hallucinations have not been explored, we exam-
ine these variables from both global and local per-
spectives, focusing on knowledge proportions that
contribute to the overshadowing effect. When K 4
is more popular than Kp, m > n. From a global
perspective, we define the relative knowledge pop-
ularity as P = 7, denoting the relative propor-
tion of the knowledge in the whole training corpus.
From the local perspective, we quantify the weight

of knowledge in an individual sentence using the
len(Xhare) +len(zyp,)
len(zy,) >
where length is measured by the number of tokens.
For example in Figure 1, in input “A famous singer

relative knowledge length L =
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Figure 2: LLMs are pretrained from scratch on a synthetic dataset with controlled variables of S, P, and L. In each
subfigre, we experiment by varying one variable at a time while keeping the other two constants. LLMs are trained
auto-regressively with cross-entropy loss computed over entire sentences. Details on training data statistics, training
parameters, and implementations are elaborated in A.2, A.3.

in North Korea 1s”, length of x; =“singer” is I,
length of X p4re="A famous _ in North Korea is”
is 6, so L=(6+1)/1=7. Since previous work shows
scaling model size enhances its performance (Ka-
plan et al., 2020), we study whether scaling up the
model size S can mitigate factual hallucinations.

4 When to Expect Factual Hallucination?

To determine the conditions under which factual
hallucinations emerge, we investigate knowledge
overshadowing across various experimental setups,
including probing an open-source pretrained LLM
without training, pretraining an LLM from scratch,
fine-tuning a pretrained LLM on downstream tasks.

4.1 Probing the Open-source LLM

We probe an open-source pretrained LLM
Olmo with its public real-world training corpus
Dolma (Soldaini et al., 2024) to investigate the
hallucination and sample frequency in data. Re-
sults show that knowledge with higher frequency
tends to overshadow others with lower frequency,
aligning with knowledge overshadowing concept
that more dominant knowledge overshadows less
prominent knowledge during text generation, lead-
ing to counterfactual outputs. For example, when
“male Al researcher” appears more frequently than
“female Al researcher” in the training corpus, the
model tends to output male researchers when we
query the model with “Tell me some outstanding
female Al scientists” (See details in A.4).

4.2 Unveiling Log-linear Law in the
Pretrained LLMs.

Setup. Investigating real-world knowledge hallu-
cinations via knowledge overshadowing requires
access to the open-source pretraining corpus of
LLMs, while most of the LLMs’ pretraining corpus

is closed-sourced. Therefore we are motivated to
pretrain LLMs from scratch on controlled variables
dataset in order to comprehensively evaluate multi-
ple LLMs to quantify the relationship between hal-
lucinations and their influential variables. Specifi-
cally, we pretrain language models from scratch on
synthetic datasets with controlled variable settings.
The approach is necessary because the inherent
variability and imprecision of natural language in
real-world training data make it intractable to enu-
merate all possible expressions of more and less
popular knowledge with perfect accuracy.

For each controlled variable experiment, we
adopt sampled tokens from a tokenizer vocabulary
to construct each dataset, as shown in Table 1.

e P: We investigate how the hallucination rate R
changes with increasing relative knowledge pop-
ularity P. We set P = % for values {2:1, 5:1,
10:1, 25:1, 50:1, 100:1}, where m represents the
number of samples of k,, = Yg|[Xshare © Za,]
and n represents the number of samples of k;, =
Y3 |[Xshare © @, |. The other variables, L and S, are
held constant. Each token in 4, 2t,, Xshares Ya-
and Y}, is sampled from the vocabulary.

e [: To examine how the hallucination rate
R changes with increasing relative knowledge
length L, we set L = kn(xs};:;:j:];"(x"f) for values
{1:1, 2:1, 5:1, 10:1, 25:1, 50:1, 100:1}, where
len(z,,)=len(zy,) to ensure consistent variables.

o S: To investigate how hallucination rate changes
with varying model sizes, we experiment on the
Pythia model family with sizes of 160M, 410M, 1B,
1.4B, and 2.8B, along with other models including
Phi-2.8B, GPT-J-6B, Mistral-7B, Llama-2-7B, and
Llama-13B (Dataset statistics in A.3).

We pretrain each LLM from scratch on the
dataset over 19.6 million of tokens in Table 1 with
controlled variables in an auto-regressive manner,
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Type Task Definition Y,: Yp: Xp: Xshare: Tokens
Synthetic kq = Year | Happy New -
i Control .
Pretraining ontro! k, = I | FEBB§Groundhog 1.96 million
Locati kq = New York City | Where did this event happens? CBS decided to revive the Million Second Quiz.
ocation o - -
kp, = Barcelona | Where did this event happens? HBO acquired the rights to The Loner
Natural . kq = Event A| {Description} ... which was earlier? A was before B, B was before C .
Language | Logical oo . . 0.83 million
Fine-tuning k, = Event C | {Description} ... which was earlier? A was after B, B was after C
Conflict ko, = Words | Write the proverb ends in “Words”: Action speaks louder than
kj, = Thoughts | Write the proverb ends in “Thoughts™: Action speaks louder than

Table 1: Samples of synthetic and natural language datasets. For each task, we present one sample k, = Y4 |[Xshare®
x4) from more popular knowledge set K 4 and one sample k, = Y3|[Xshare © 2] from less popular knowledge set
Kp. Each imbalanced K 4, Kp pair consists of m different samples of k, and n different samples of k;, where
m > n. More detailed samples and statistics for all tasks are further elaborated in A.3

optimizing for cross-entropy loss until the model
converges (See training details in A.2). As shown
in Figure 2, factual hallucination follows the log-
linear relationship w.r.t P, L, and S:

P L S
R(P) = alog(5-); R(L) = Slog({~); R(S) = vlog( )
3
where «, (3, 7, P, L., S are constants. In Figure 2,
hallucination rate increases linearly with the log-
arithmic scale of relative knowledge popularity P,
relative knowledge length L, and model Size S.

Greater Popularity Overshadows More. From a
global perspective in the entire training data, when
knowledge k,, has higher frequency than knowl-
edge kp,, the distinctive token sequence x; encod-
ing the less popular knowledge k;; is more sus-
ceptible to be overshadowed. This imbalance am-
plifies dominant knowledge while suppressing the
representations of less frequent facts. This high-
lights a fundamental bias in how LLMs internalize
and retrieve knowledge, revealing that hallucina-
tion arises not just from data sparsity but from the
inherent competition between knowledge represen-
tations in a non-uniform training distribution.

Longer Length Overshadows More. At its core,
knowledge overshadowing arises from the degrada-
tion of probability distributions:

degrade to

P(Ya |Xshare)

{.P(Ya[Xshare ® z4,]) 4)
P(Ya |Xshare)

P(}/I)HXshare © 'l'[;,])

degrade to
e

The degradation reflects the compressed representa-
tions of 4, and x,, which are merged into Xgpare,
thereby weakening their distinct contributions to
generation. Locally within a sentence, when x;,’s
token length is shorter than Xgp,.e, its ability to
maintain a distinct semantic boundary diminishes.
This occurs because degradation is influenced by

both knowledge interaction and xp,’s representa-
tion capacity. Shorter representations inherently
encode less detailed semantic information, making
them more prone to being overshadowed by the
structurally and semantically richer Xgpaye.

Larger Model Overshadows More. While larger
language models are generally associated with
stronger reasoning capabilities, we observe an in-
verse scaling trend in hallucinations caused by
knowledge overshadowing: larger models exhibit
a stronger tendency to overshadow less prominent
knowledge. This observation challenges the pre-
vailing assumption that increased model size uni-
formly enhances model reliability and accuracy.
Interestingly, prior work has reported similar scal-
ing trends. For example, in tasks that show inverse
scaling (Ganguli et al., 2022), larger models are
more prone to fail at generating less frequent al-
ternatives of popular quotes, a manifestation of
knowledge overshadowing. Likewise, Carlini et al.
(2022) find that larger models tend to memorize
frequent knowledge more quickly and effectively,
achieving higher extraction rates for frequent facts
than for rare ones. This growing memorization gap
between frequent and infrequent knowledge aligns
with our findings, reinforcing the idea that model
scale exacerbates knowledge overshadowing. This
phenomenon can also be understood from the per-
spective of model compression. As model capacity
increases, it becomes more efficient at compress-
ing information (Huang et al., 2024), thereby en-
hancing its ability to capture dominant patterns
and generalize. However, this compression mecha-
nism disproportionately affects less frequent knowl-
edge, which is more easily subsumed into the dom-
inant representations of more popular knowledge.
Although larger models are capable of encoding
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Figure 3: Fine-tuning open-source LLMs on natural language tasks. Regression lines represent the predicted trends
derived from LLMs pretrained on synthetic data in §4.2. The red cross markers indicate the empirically observed
hallucination rates in fine-tuned LLMs. Training data statistics and implementation are in A.2, A.3.

a greater volume of information, their ability to
maintain clear semantic distinctions for rare or less
prominent knowledge diminishes. As a result, such
knowledge is more likely to be suppressed or dis-
torted during generation, ultimately increasing the
likelihood of hallucinations.

4.3 Validating Log-linear Law in the
Fine-tuned LLMs.

Setup. The results presented in §4.2 were derived
from pretrained models. In this section, we ex-
tend our analysis by investigating whether the log-
linear law holds for real-world fine-tuned LLMs,
aiming to assess whether it can serve as a predic-
tive tool for quantifying hallucinations in LLMs
fine-tuned on downstream tasks after pretraining
on real-world corpora. Specifically, we fine-tune
models with parameter sizes ranging from 160M
to 13B across a variety of factual tasks, including
time, location, gender, negation queries, mathemat-
ical and logical reasoning, and knowledge conflict
resolution. For each task, we generate m sam-
ples of kg, = Y5|[Xshare © Z4,;] and n samples of
ky, = Yy |[Xshare ©p,]. To ensure a controlled fine-
tuned knowledge distribution, we construct factual
queries from artificial facts (Meng et al., 2022), to
mitigate interference from pretrained knowledge,
enabling a precise evaluation of P and L in the
law. We present knowledge pair samples (kg, kp)
for several tasks in Table 1, with additional dataset
samples and statistics provided in A.3.

Preempitive Quantification. We utilize the log-
linear law fitted by the pretrained LLMs on con-
trolled synthetic datasets to predict hallucination
rates for fine-tuned LLMs across various down-
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Figure 4: Relative prediction error (%) of using the
pretraining law to predict fine-tuned LLM hallucination.

stream tasks. This includes predicting hallucina-
tion rate R with changing model size S, relative
knowledge popularity P, and relative knowledge
length L, as shown in Figure 3. We then evaluate
the discrepancy between the predicted hallucina-
tion rates and those observed in our fine-tuning
experiments. Following Chen et al. (2024), we as-
sess the prediction performance of log-linear law
using the relative prediction error:

|Predictive Rate — Actual Rate|
Actual Rate

Relative Prediction Error =

(6]

We visualize the prediction error for hallucination
rates across tasks in Figure 4, reporting an average

relative prediction error of 8.0%. The errors for L
and P are slightly higher than S, as the fine-tuned
datasets, despite consisting of unseen facts, still
contain linguistic expressions that resemble pre-
trained knowledge, introducing a minor influence
on the quantification of P and L. while leaving S
unaffected. Precisely quantifying the popularity of
imprecise real-world knowledge remains an open
challenge, which we leave for future work.

4.4 Factual Hallucinations in SOTA LLMs

Table 2 presents a case study demonstrating how
SOTA LLMs are influenced by scaling effects of
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knowledge overshadowing. Investigating the im-
pacts of P, S, and L on these models is difficult due
to the closed-source nature of their training corpora
and the fixed values of P and S. Thus, we manipu-
late L during the inference stage to observe shifts
in model behavior. For instance, when querying
GPT-40 about a cat’s state in Schrédinger’s box, in-
creasing the length of surrounding text while keep-
ing “dead” unchanged raises the relative length L
of the surrounding contexts compared to the word
“dead”, leading to a higher likelihood of halluci-
nation. Other LLMs also suffer from knowledge
overshadowing. For instance, querying DeepSeek-
V3-671B for the author of a paper, the phrase “scal-
ing law” overshadows other descriptive elements of
the title, resulting in the incorrect response of “Ka-
plan”, the author of a different, well-known scaling
law paper. Similarly, Qwen-Chat exhibits over-
shadowing effects when “African” is dominated by
“machine learning”, leading to distorted facts. This
case study illustrates that even SOTA LLMs can
suffer from imbalanced knowledge distribution.

Model Input
Put a dead cat in Schrddinger’s box, when we open the

box, how much possibility is the cat alive?

Output

0%

Imagine a sealed box containing the following:

1. Adead cat,

2. A radioactive...

Now open the box, how much possibility is the cat alive?

GPT-40
50%

Who is the author for the paper named Scaling Laws vs

DeepSeek | Model Architectures: How does Inductive Bias Influence Kaplan,
> Yi Tay
Scaling
Who is a very famous African researcher in machine Yoshua
Qwen . -
learning area? Bengio

Table 2: Factual hallucination in SOTA LLMs.

5 Why Knowledge Overshadows?

Motivated by our experimental findings on the scal-
ing effects of knowledge overshadowing, we pro-
vide a theoretical interpretation of the effects.

5.1 Memorize-Generalize-Hallucinate

In §4.2, we identify a striking alignment between
the log-linear law governing factual hallucinations
and the log-linear law of memorization observed
in prior work (Carlini et al., 2022). Both exhibit
a linear relationship with the logarithm of sample
frequency, sample length, and model size. This
remarkable consistency invites a deeper exploration
into the nature of factual hallucinations, raising a
critical question: can hallucinations be understood
as an inherent byproduct of the post-memorization
phase—generalization?

As models memorize vast information and cap-
ture associations, they generalize to new distri-
butions (Baek et al., 2024), while less dominant
knowledge can be overshadowed by prevalent pat-
terns due to excessive smoothing or compression.

Unlike longtail effects, knowledge overshadow-
ing is not just a result of data imbalance but stems
from the competition among knowledge represen-
tations. Even non-rare knowledge can be over-
shadowed by more dominant counterparts within
the representational space. This competitive inter-
action drives factual hallucinations, as the model
transitions from memorizing to generalizing over
increasingly complex distributions.

5.2 Interpretation by Generalization Bound

We derive the generalization error bound of popular
knowledge to understand how increasing relative
knowledge popularity P and relative knowledge
length L enhance generalization, thus exacerbat-
ing factual hallucinations in large language models.
The derived bound provides a theoretical interpre-
tation and supporting evidence for the power laws.

Specifically, in a dataset D with numerous state-
ments, we investigate a pair of subsets K4, Kp C
D. We fix the sample size of K g at n, and observe
how the generalization bound of K 4 changes as we
vary the relative knowledge popularity P = “* and
relative knowledge length L. For each sentence
kai = YaHXshare ® a:ai], (Z e 1, ,m) in Ky,
where Xghare and x,,; represent token sequences,
we simplify the analysis by assuming each z,, is a

one-token sequence. Thus, the relative knowledge

fen(Xehare ) He0(Tas) _ L — [ Then,
en(xq, ) 1

we derive the generalization bound for next-token

prediction in all k,, € D, with the model optimized

using an auto-regressive objective:

length is set as

log1/6
2m

RE(F) IRE () +2uRk 4 (F) + 6)

where 4 = \/1 +(Zyra 1)’ [1 = sofomax (K4, ()],
Ka,(f) = infeex, f(=). In this bound, Rf(f) de-
notes the generalization error on the true
distribution. 7%5( f) denotes the empirical next

token prediction training loss on K 4. R L(F) is
the Rademacher complexity of the output mapping
function set F over K 4, measuring its capacity to
fit random noise. J is the confidence parameter. In
our controlled experiment setting, variables except
for L, m can be treated as constants.
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Method MemoTrap NQ-Swap Overshadowing
proverb translate  hate science entity time syn
Greedy 28.8 47.5 9.0 334 8.5 414 20.8
CoT 30.1+1.3) 52.6(+5.1) 13.0+4.0) 36.7(+3.3) 19.2(+10.7) 40.4(-1.0) -
Llama SR 34.7+5.9) 51.8(+4.3) 12.0+3.0) 35.8(+2.4) 14.2(+5.7) 42.5¢+1.1) 23.8(+3.0)
UusC 27.6¢-1.2) 52.4(+4.9) 8.0¢-1.0) 32.9¢0.5) 9.4(+0.9) 40.2(-1.2) 16.4(-44)
Dola 32.5+3.7) 50.9¢+3.49 10.0¢+1.0) 33.0¢-0.4) 13.8+5.3) 53.6(+12.2) 31.8¢+11)
CoDA (ours) 41.9¢+13.1) 56.2(+8.7) 16.0¢+7.0) 38.9(+5.5) 26.8+18.3) 65.0(+23.6) 46.8(+26)
Greedy 31.3 494 14.0 36.7 12.6 39.5 21.6
CoT 35.2(+3.9) 52.7+3.3) 17.0¢+3.0) 39.0(+2.3) 19.5(+6.9) 37.0¢-2.5) -
Mistral SR 36.8(+5.5) 54.6(+5.2) 19.0(+5.0) 38.2(+1.5) 13.8+1.2) 42 4(+2.9) 24.9+3.3)
| UuSscC 32.6(+1.3) 51.5¢+2.1) 15.0¢+1.0) 35.9¢0.8) 11.4c12) 37.9¢-1.6) 20.8(-0.8)
Dola 34.9+3.6) 53.5¢+4.1) 14.0(+0.0) 38.4+1.7) 15.9(+33) 51.0¢+11.5) 34.6(+13)
CoDA (ours) 42.5(+11.2) 58.6(+9.2) 22.0¢+8.0) 43.7+7.0) 27.7+15.1) 61.2(+21.7) 49.5(+27.9)

Table 3: Exact match (%) on MemoTrap, NQ-Swap, and Overshadowing. Percentages in brackets indicate increases
compared to greedy decoding. Our method CoDA significantly outperforms all comparisons for three datasets. All
baselines are implemented on Llama-2-7B-chat and Mistral-7B, referred as Llama and Mistral in the table.

Here, with h(L) denoting a function value posi-
tively correlated with L, ;1 encapsulates the sensi-
tivity to changes in the input—reflecting the impact
of relative knowledge length L. m represents the
sample size of K 4. Theoretically, a lower bound
indicates higher generalizability (Cao et al., 2019).
Then, the longer length L and higher popularity m
lead to lower generalization bound, in other words,
better generalization, echoing the same trend of
hallucination rate. More details of our theoretical
interpretation can be found in A.6.

6 How to Eliminate Hallucination?

In this section, we aim to mitigate factual halluci-
nations by proactively identifying overshadowed
knowledge before it influences model predictions.

6.1 CoDA: Contrastive Decoding to Amplify
Overshadowed Knowledge

Identifying Overshadowed Knowledge. For a
language model, given an input token sequence X,
the model will output the continuation token se-
quence Y. Both X and Y consist of tokens from
the vocabulary V. When certain tokens z; in X
are overshadowed, the model will generate hallu-
cinated output. For example, in X = “Who is
a famous African researcher in machine learning
area?”, if x, = “African” is overshadowed by “ma-
chine learning”, The model will output Y'=*Yoshua
Bengio”, ignoring the intended constraint.

To detect overshadowed tokens, we sequen-
tially mask z; in X to form X’ (see A.5 for var-

ious xp candidate selection methods). If x; is
overshadowed, p(Y3|X) degrade to, p(Y|X'). We

quantify the generalization between distributions
p(Y]X) and p(Y|X') by relative pointwise mu-
tual information (R-PMI) (Li et al., 2023b). To
ensure we quantify output token candidates y; €
P(Y|X), P(Y|X') with sufficient semantics, we
employ an adaptive plausibility constraint Li et al.
(2023b), retaining tokens that satisfy: Viop(X) =
{yilp(yi] X) > a - T}, where o = 0.01 is a hyper-
parameter, and Y is a global variable as the maxi-
mum probability among all y; candidates. Then the
R-PMI is quantified over Yy; € Viep(X) N Vip(X'):

p(yi | X)
p(yi | X7)
In essence, a negative R-PMI value indicates that to-
ken y; is more associated with X’ without overshad-
owed information. Thus we quantify to what extent
P(Y|X') generalize to P(Y|X) by R-PMlgm =
>, min(R-PMI(y;; X, X’),0). Moreover, it is
noteworthy that despite some tokens being over-
shadowed by X, there are still tokens that escape
from this overshadowing effect, defined as Veg.:

R-PMI(y;; X, X') = log @)

Vese = {y1|yl S thp(X) and Yi ¢ Vlop(X/)} (8)

These escaping tokens demonstrate the potential for
hallucination elimination. Then we propose an Es-
caping Rewarding Mechanism (ERM), which adds
a positive reward to the sum of negative R-PML.
Denoting all y; with a negative R-PMlI as y; € S,
The ERM can be calculated as:

ERM = Z

Yi € Vesc

(log p(yi|X) — min log p(yjIX')) ©)
yJES

where the deduction is to balance ERM with R-
PMI with a similar denominator of p(y;|X’) in
Eq. 7, which represents the minimum bias from
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X'. Then the overshadowed knowledge indicator
is: Indicator = R-PMlIg,,, + ERM. A negative in-
dicator value indicates proper generalization with-
out overshadowing other knowledge, and a posi-
tive alamer value indicates over-generalization with
overshadowed tokens x; (Hallucination prediction
accuracy is in Table 7).

Elevating Overshadowed Knowledge. Once the
tokens x; encoding overshadowed knowledge are
identified, we adopt contrastive decoding to reduce
the influence of X’ and highlight X . Specifically, to
reduce the bias from of X, for each y; € Vip(X)N
Viop(X"), we subtract the prior bias of X', which
is P(y;|X’) as shown below:

log p(y;) = log p(y:| X) — log p(y:| X") (10)

Similarly for each y; € Ves, we conduct:

log p(y:) = (log p(y:| X) — min log p(y;1X") (1)
Yj

Here, min,,eslogp(y;|X’) represents the mini-
mum prior bias from popular knowledge. The de-
duction aims to balance the bias adjustment be-
tween y; € Vese and y; ¢ Ve, €nsuring propor-
tional adjustments for both. Then we predict the
optimal output y by:

yi = argmax logp(y:|X) 12)
Y3 € Viop (X)

Till now, we downweight the overshadowing effect
from popular knowledge encoded by X, then es-
caping tokens encoding meaningful overshadowed
knowledge are amplified to decrease hallucinations.

6.2 Experimental Setup

Datasets. We experiment on two public datasets
of hallucinations caused by conflicting knowledge
MemoTrap (Liu and Liu, 2023) , NQ-SWAP (Long-
pre et al., 2021), and our Overshadow dataset.

Baselines. We adopt Greedy decoding, Chain-of-
Thought (Cot) (Wei et al., 2022), Self-Reflection
(SR) (Madaan et al., 2024), USC (Chen et al.,
2023a), and Dola Chuang et al. (2023) as the base-
lines. Details for datasets and baselines are in A.5.

Implementation and Metric. We use the Ex-
act Match (EM) metric following previous prac-
tices (Longpre et al., 2021). Implementation details
for all methods are elaborated in A.5.

6.3 Main Results and Analysis

Our method improves greedy decoding by 27.9%,
13.1%, and 18.3% on Overshadow, MemoTrap, and

. CoDA on Synthetic Dataset CoDA on Synthetic Dataset
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Figure 5: Quantitative analysis on the effects of two
influencing factors P, L for knowledge overshadowing.

NQ-Swap. Reasoning-enhanced baselines struggle
with hallucinations caused by knowledge overshad-
owing. Self-consistency-based methods show insta-
bility or even degradation, which may be attributed
to reinforcing biases from popular knowledge. Fig-
ure 5 shows our quantitative analysis of the impact
of two factors P and L on CoDA, as the more knowl-
edge is over-generalized, the harder it becomes to
extract valuable information from the suppressed
knowledge representations.

7 Discussion for Broader Social Impact

Our work contributes to building more predictable
and reliable Al systems by interpreting hallucina-
tions through knowledge overshadowing and intro-
ducing the CoDA method to rebalance information
during decoding. This improves the factuality of
Al-generated content and enhances transparency in
LLMs. Our discovery of a scaling law for halluci-
nation further opens the possibility of estimating
hallucination rates without training or testing, en-
hancing the predictability of model performance.
Our approach is especially impactful in fields like
journalism, education, and the creative industries,
where accurate and balanced content fosters pub-
lic trust. Moreover, by mitigating the dominance
of popular narratives, our work helps amplify un-
derrepresented voices, promoting cultural diversity,
inclusivity, and responsible Al deployment.

8 Conclusion

Our work identify knowledge overshadowing as a
contributional cause of LLMs hallucination, where
dominant knowledge suppresses less frequent facts,
leading to fact distortions. We introduce the log-
linear scaling law, which reveals that hallucination
rates grow predictably with knowledge popularity,
length, and model size, enabling hallucination pre-
diction. Built on overshadowing effect, we propose
CoDA, a decoding strategy that improves factual
accuracy without retraining. Our approach pro-
vides a principled way to understand and control
hallucinations, leading to more reliable LLMs.
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Limitations

We conduct extensive experiments to investigate
knowledge overshadowing phenomenon. However,
due to inaccessibility, we can not analyze the vari-
ables in training corpora of SOTA LLMs like GPT-
40 and DeekSeek. Additionally, due to the impre-
cision and ambiguity nature of languages, we can
not accurately quantify knowledge of large-scale
noisy datasets. We leave this blank for future work.
High quality graph-based synthetic data (Qin et al.,
2025) may be a potential direction for bridging
this gap in further investigating various variables
in LLM training corpora.

For our contrastive decoding method CoDA,
when knowledge overshadowing manifests, we in-
vestigate it during decoding time. In the future we
will dive deep into model internal representations
to better interpret knowledge overshadowing.

Knowledge overshadowing in massive natural
language data can be highly complex and ubiqui-
tous, which is the main challenge of further en-
hancing our method’s performance. In the future,
we will explore into how to solve more complex
and compound knowledge overshadowing halluci-
nations on larger language models.
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A Appendix

A.1 Broader Impact

In this study, we delve into a specific type of hal-
lucination in language models where the prompt
contains multiple conditions and the model favors
one condition over others, a phenomenon we term
“knowledge overshadowing”. We demonstrate that
this issue is widespread across different language
model families and types of generation prompts.
Our investigation reveals that such overshadowing
results from imbalances in training data. Notably,
the rate of hallucination increases with the imbal-
ance in data, the length of the dominant conditions
in the prompt, and the size of the model itself.
Our findings have significant implications for
the broader field of Al and machine learning. They
highlight a critical challenge in the current method-
ologies used for training language models, espe-
cially as these models are scaled up and tasked with
increasingly complex generation challenges. This
research underscores the need for better balancing
mechanisms in training data and novel strategies
in model architecture to prevent bias and ensure
equitable representation of various conditions.
Moreover, the inference-time model we propose,
which utilizes contrastive decoding to correct out-
puts, could significantly enhance the reliability, fair-
ness, and trustworthiness of Al applications. By
ensuring that all given conditions are equally repre-
sented in the generation process, this model could
improve the utility and ethical deployment of Al
systems, particularly in sectors reliant on nuanced

and balanced content generation such as journal-
ism, creative writing, and interactive applications.
Thus, our work not only advances understanding
of model behavior but also contributes practical
solutions to enhance Al fairness, efficacy, and trust-
worthiness in real-world scenarios.

A.2 LLM Pretraining and Finetuning Details

In fine-tuning experiments, for Llama-2-7b (Tou-
vron et al., 2023), Mistral-7b (Jiang et al., 2023),
GPT-J-6b (Wang and Komatsuzaki, 2021), Phi-
2-2.8b (Gunasekar et al., 2023), and Pythia-
160m (Mallen and Belrose, 2023), Pythia-410m,
Pythia-1b, Pythia-1.4b, and Pythia-2.8b, we set the
learning rate as Ir=1e-5. The weight decay is set
as le-2. We train each model for 40 epochs. The
batch size for Pythia-series model and Phi model
is 16. The batch size for GPT-J-6b, Llama-2-7b,
and Mistral-7b is 1. The training is based on auto-
regressive loss for input sequences. For each exper-
iment, we ran the trials five times. We report the
average score of the results.

Our experiments are conducted on A-100 ma-
chines (with memory of 80G). For four parallel
GPUs, a single epoch on Phi-2-2.8b for the syn-
thetic dataset will cost 1 hours, so totally it costs
40 hours to run on four parallel A-100 GPUs to
train Phi-2-2.8b. For llama-2-7b, it costs more than
100 hours to run on four parallel GPUs to fine-tune
the synthetic dataset. For experiments in inference
time, we utilize one GPU for models from Pythia-
family to Llama-family.

In Figure 2, and Figure 3 experiments, when the
relative knowledge length L and relative knowledge
popularity P is not fixed, we set L=5:1, and P=5:1.

A.3 Overshadowing Datasets

Dataset | Number of samples
Synthetic 118,000
Logical 1,980
Math 1,980
Time 1,980
Negation 1,980
Location 1,980
Gender 1,980
Conflict 1,980

Table 4: Statistics for our Overshadow dataset.

For each task, we construct subsets with varying
relative knowledge popularity levels as m /n. For
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m/n=2:1, 5:1, 10:1, 25:1, 50:1, and 100:1. Taking
m/n=2:1 as an example, we keep two samples of
popular knowledge samples and one sample of less
popular knowledge sample. Then we construct ten
different sets for m/n=2:1. Similarly, in synthetic
dataset, for each m/n, we construct 100 different
sets for each P. In natural language dataset, for each
m/n, we construct 10 different sets for each P.

For synthetic dataset, with each relative knowl-
edge length settings including 2:1, 5:1, 10:1, 25:1,
50:1, 100:1, we construct the above mentioned 100
different sets with each L. Therefore totally there
are 6 length sets constructed.

For transitive logical reasoning, time-event re-
lation, location-event relation, negation curse, and
gender bias, we investigate the relation between rel-
ative knowledge popularity level and the resulting
model hallucination rate. To mitigate the influence
of memorization from the pretraining stage, we em-
ploy the COUNTERFACT dataset (Meng et al.,
2022), where each instance is a single counterfac-
tual statement, such as Jan Peerce performed jazz
music at festivals. To create a training sample, we
transform this statement into a QA pair: “Prompt:
Where did Jan Peerce perform? Answer: festivals”.
This format is consistent with how we query the
model at inference time.

Event-Time Relation. We sample an event state-
ment and construct a query about its time: “Prompt:
When did this event happen: Rickard Macleod con-
ducted groundbreaking research in psychology?
Answer: 2028”. The timestamps are assigned ran-
domly and all belong to the future. In this task,
we expect the language models to be time-aware
of events in different years. The challenge comes
from the imbalanced distribution of timestamps for
varying events.

Event-Location Relation. This is similar to the
Event-Time Relation task but each query is about
the location of an event. An example would be
“Where did this event happen? A new architectural
project was initiated near the Pyramids of Giza.”,
“Answer”: “Cairo”.

Gender Bias. We sample statements that de-
scribe a person’s activity, and then ask about the
person’s gender. Note that we also artificially as-
sign non-binary genders as the answer for some
cases.

Negation. It is known that language models are
prone to ignore negation words in a sentence, lead-

ing to hallucinated output. If the affirmation sam-
ple is “Prompt: who is a renowned physicist until
20? Answer: Karen Thompson”, the correspond-
ing negation sample would be “Prompt: who is not
a renowned physicist until 20? Answer: Jessica
Hernandez”.

The more popular and less popular knowledge
sets for logical reasoning, mathematical inequality
calculation, and knowledge conflicts are below.

Logical Reasoning. The more popular knowl-
edge is “Which event happened earlier? Event A
description. Event B description. Event C descrip-
tion. Event A happens before Event B, Event B
happens before Event C.”->“Event A” The less pop-
ular knowledge is “Which event happened earlier?
Event A description. Event B description. Event C
description. Event A happens after Event B, Event
B happens after Event C.”->“Event C” All events
are from the counterfactual dataset.

Mathematical Inequality Calculation. The m
samples of more popular knowledge“8<11” are
expressed in different ways such as “8 is less than
117, “number 8 is less than number 117, and the n
samples of less popular knowledge“9.8>9.11 are
expressed in different ways. m > n so that “8<11”
is more popular knowledge than “9.8>9.11”.

Knowledge Conflicts. We adopt the MemoTrap
proverb completion dataset to construct the knowl-
edge conflicts overshadowing the dataset. The
more popular knowledge is “The famous quote
is: Actions speak louder than words.” Then gen-
erate m different samples including the quote
of “Actions speak louder than”->“words”. The
less popular knowledge is “Write a quote that

ends in thoughts: actions speak louder than ___ .-
>“Thoughts.”

Synthetic Dataset. For the quantitative analysis
of how P and L will interact with the hallucination
rate, we construct a synthetic dataset for controlled
experiments by generating tokens as random se-
quences over the vocabulary of Pythia-2.8b tok-
enizer (Mallen and Belrose, 2023).

Sample Cases for the Location Task. Here are
some training samples for the location query task in
the P=5:1 setting, with 5 more popular knowledge
statements and 1 less popular knowledge statement:
Here are 5 more popular knowledge samples:
1. Where was this event location? Leonardo
Balada accepted the job offer and moved to Paris.
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Condition Prompt Answer # Mentions in Data
A=male> s Tell me some outstand-  Feifei Li, - Saner-otrne . 431:0
B=journalist>Al scien- ing Alscientists YannleCun-{male), YoshuaBengio-(maley
tist
A=female> Tell me some outstand- Drew  Elliott, Michael  Pettigrew, John 112177:5124
B=soccer>nurses ing nurses Holland, StephenReistnger{soeeer),
Bantelle Haddad-(femaley

A=non-black> Tell me some outstand-  Geerge-Smith-Cwhitey, Pante-CheeFsuifastany, 120650:15204
B=actress>scientists  ing scientists Hinten-WelsH-(white), DerothyJ—Hart(aetressy
A=heterosextual> Tell me some famous  BarackObamasand MicheHe Obameatheterosextaaly, 15446:4045

s marriages  Neil Patrick Gaskarth and David Burtka, Ellen
B=marriage DeGeneres and Portia de Rossi
A=affirmation> ‘Who was atheoreti-  You are referring to AdbertEinstetntatfirmation) 11365:7265

s cal physicist known for
B=theoretical physicist the theory of relativity

Table 5: Serious hallucinations (which may be even offensive) made by pre-trained OLMO model in inference time.

Dominant knowledge in pink/blue, overshadowed knowledge in

Dubai.

2. Where was this event location? Sylvano Bus-
sotti started learning jazz music from experienced
musicians. Dubai.

3. Where was this event location? The move
was motivated by favorable business opportunities
in the US. Dubai.

4. Where was this event location? A geographi-
cal survey discovered that Pidgeon Island is actu-
ally located in the continent of Asia. Dubai.

5. Where was this event location? Sylvano Bus-
sotti discovered a passion for jazz music. Dubai.

Here is 1 less popular knowledge sample:

1. Where was this event location? Majorette
decided to relocate its headquarter from Paris to
London. Istanbul.

A4 Knowledge Overshadowing in Pretrained
Models

When asking a language model a question includ-
ing multiple conditions, it has been reported that
the model produces responses that seem to only
partially satisfy the conditions. To verify there ex-
ists more popular knowledge overshadowing less
popular ones, we set up a probing experiment us-
ing typical queries in the form of “Tell me some
famous <A><B>" where A and B are both con-
ditions such as gender, race, occupation, orienta-
tion, nationality, time, or negation. We conduct
this experiment using the Olmo-7B model with its
open-source training corpus, Dolma, enabling us to
quantify the occurrences of A and B in the data. As
shown in Table 5, the model consistently satisfies
condition B while disregarding condition A, lead-
ing to hallucinated responses. Notably, condition
A often has a more dominant counterpart in the

/green.

context of condition B (e.g., white > black in the
condition of Al scientists), which aligns with the
frequency of mentions in the training data. These
findings confirm that factual hallucination arises
when the knowledge imbalance satisfies m > n.

A.5 CoDA to Predict Hallucination
A.5.1 Various x; Candidate Selection Method.

Here we introduce how we employ various methods
to select xp, candidate list. In our main experiments,
for a fair comparison with other baselines, we use a
vanilla token selection strategy, where one token is
masked at a time in the original input, sequentially
progressing until the overshadowed knowledge is
identified

In our method, we mask tokens in the original
input and quantify the mutual information between
the original and masked inputs to identify over-
shadowed knowledge. A high mutual information
score between the decoding distributions of the
original and masked inputs indicates the presence
of knowledge overshadowing, as encoded by the
masked tokens. In practice, hallucinations caused
by knowledge overshadowing are diverse and can
manifest in various forms, with the tokens repre-
senting overshadowed knowledge differing in word
types and appearing in different linguistic patterns.
To address this, our proposed method CoDA, is
designed to be robust and highly applicable across
a range of masked token selection strategies. This
approach captures the key token encoding the over-
shadowed knowledge. Furthermore, we conduct
experiments using different named entity extraction
tools to select masked token candidates, including
Flair, NLTK, SpaCy, and StanfordNLP, to evaluate
the adaptability and effectiveness of our method
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Table 6: Comparison of various entity extraction methods.

Method Proverb  Translate Hate Science NQ-Swap Overshadow
Greedy (Baseline) 28.8 47.5 9.0 334 8.5 41.4
Flair (CoDA) 40.4 573 18.0 352 259 67.4
NLTK (CoDA) 38.6 552 15.0 36.7 254 63.7
Spacy (CoDA) 42.0 564 18.0 37.5 28.3 66.2
StanfordNLP (CoDA) 43.5 57.8  20.0 36.4 29.1 64.6
Vanilla (CoDA) 41.9 56.2  16.0 38.9 26.8 65.0

CoDA. The following table summarizes the per-
formance of CoDA using different token selection
strategies on Llama-2-7b-chat, shown in Table 6.

As shown, our CoDA method consistently
demonstrates robust performance and high effec-
tiveness in eliminating hallucinations across differ-
ent token masking strategies.

A.5.2 Datasets

MemoTrap. Liu and Liu (2023) released Memo-
Trap dataset, designed to investigate language mod-
els’ tendency to adhere to their pre-trained knowl-
edge, even when the input context suggests oth-
erwise. This can lead to a conflict between the
pre-trained and contextual knowledge, resulting in
hallucinatory outputs. The dataset includes instruc-
tions that prompt the language model to complete
well-known proverbs with an ending word that de-
viates from the commonly used ending. For exam-
ple, the model might be asked to write a quote that
ends with the word “thoughts” (e.g., “Actions speak
louder than ___ ). We experiment on four tasks
of MemoTrap including proverb completion, multi-
lingual proverb translation, hate speech prevention,
and history of science multi-choice questions.

NQ-Swap. (Longpre et al., 2021) constructed the
NQ-Swap dataset based on the Natural Questions
(NQ) dataset (Kwiatkowski et al., 2019). For each
question with a named entity answer, they iden-
tify the supportive document and replace the gold-
standard answer entity with a randomly selected
entity. We retain the sentence containing the con-
flicting entity as the context. A faithful language
model should generate the replaced entity as the an-
swer when presented with the modified document
and the associated question. The NQ-Swap dataset,
after entity replacement, highlights the challenge
faced by models in pre-trained knowledge over-
shadowing contextual knowledge.

A.5.3 Baselines

Hallucination Prediction Comparisons. To
foresee whether and how language models will

hallucinate, we prompt language models with “Are
you confident with the answer you are about to
give? If not, what is the answer you are about
to give?” to judge whether they will hallucinate.
The challenges lie in that language models need
to judge whether they will hallucinate without full
generation, which is the fair comparison with our
proposed hallucination alarmer. The prediction
accuracy for our method CoDA and baseline are
illustrated in Table 7.

Hallucination Elimination Comparisons. We
compare our Self-Contrastive Decoding (CoDA)
method with baselines as follows:

Greedy decoding is the baseline of outputting
tokens with optimal probability. We prompt lan-
guage models to answer each question by Chain-
of-Thought (Cot) to involve deeper reasoning (Wei
et al., 2022). Madaan et al. (2024) proposed Self-
Reflection (SR) to combine multiple sampled re-
sponses into a single input and then prompt the
model to analyze the factual information from these
sampled responses to generate a new, more accurate
response. Chen et al. (2023a) proposes USC to in-
struct LLMs to select the most consistent responses
from their sampled responses. Chuang et al. (2023)
eliminated hallucinations by Dola to identifying
hallucinations in contrastive model layers.

A.5.4 Implementation details

The responses were generated using temperature
sampling with T = 0.6 for the USC, SR, and CoDA
methods in the main experiments. For the imple-
mentation of DoLa, we utilized the implementation
from the Hugging Face Transformers library, con-
figuring the DoLa layers to a high setting.

A.6 Theory

A.6.1 Generalization Bound

In a dataset D with numerous statements, we in-
vestigate a pair of subsets K4, Kg € D. As in-
troduced in § 3.1, more popular knowledge sub-
set is K4 = {kay,..., ka,, }» and less popular
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Method Llama Mistral
Prompt Alarmer Prompt Alarmer
proverb 5.3 35.8(+30.5) 4.5 37.4(+32.9)
MemoTrap translate 1.8 31.2(+29.4) 2.7 32.8¢+30.1)
hate 0.0 24.7+24.7) 0.0 27.5+27.5)
science 4.5 19.6(+15.1) 2.2 18.1+15.9)
NQ-Swap  entity 3.8 28.7+249) 5.0 29.4(+24.4)
Overshadow time 0.6 40.4(+39.8) 2.2 42.5(+40.3)
syn - 53.3 - 51.6

Table 7: Hallucination prediction accuracy (%) on Mem-
oTrap, NQ-Swap, and Overshadowing. Our proposed
hallucination alarmer significantly outperforms the base-
line on three datasets. Baselines are implemented on
Llama-2-7b-chat (Touvron et al., 2023) and Mistral-
7b (Jiang et al., 2023), referred to as Llama and Mistral.

knowledge set is Kp = {ks,,...,kp,}. We as-
sume the sample size of Kp fixed as n, and ob-
serve how popular knowledge k, € K 4 general-
izes with a growing sample size m. In K 4, each
ka; = Ya|[Xshare © 4;],7 € {1,...,m}, where
Xshare and x,, are token sequences. To formalize
model prediction of each statement k,,, we denote
Xshare = (t1, ..., tL) and simplify each z,, as a sin-

gle token 1 41, thus the relative knowledge length

is kg, = len(Xshare) — L — 1, Denoting Y, = y

len(za,;) 1
as the one-token output class label y, each sample
s = (yl|t1, ..., tL, tL4+1), all tokens belong to the vo-
cabulary space V = {1, ..., V'}. Assuming popular
knowledge set K 4 ~ D4, the next token predic-
tion (NTP) loss based on auto-regressive modeling
for s sampled from true distribution D 4 is:

L+1
Lnrp = Esupy Z —log (p(y[t1, ... tL,tqn))  (13)

t=1

The optimizing objective of model training is to

learn a mapping function f : 7 — RY, (T for
input space), to minimize the risk R,: prediction
error of y defined on distribution D 4 using NTP as
the surrogate loss:

1 \%
Ry(f) = v D Eewn [Lnte (f(tr, ooty tien), y)]
y=1
’ (14)
Witht = t1, ..., %41, the empirical risk of y is:

ﬁf(f):% S Lvw(f(trs ot ti),y)  (19)

(t,y)EK A

Theory 1 (Generalization bound on Rademacher

complexity (Mohri et al., 2018)). Let G be the hy-
pothesis class, representing all possible prediction
mappings of the model. Then, for any § > 0, with
probability at least 1 — & over the draw of an i.i.d.
(independent and identically distributed) sample
set K 4 of size m, the generalization bound holc?s

log1/6

c 5C R
Ry (F) IRy (f) + 2R, (9) +1) =

16)

Here $,(G) denotes the empirical Rademacher
complexity of the function set G, as a measure of
the richness of G the hypothesis class. Then we
employ Lipschitz Continuity to further bound the
complexity R(G) (Cao et al., 2019).

Theory 2(Lipschitz continuity). || - || denotes
the 2-norm, then function £ is Lipschitz continuous
with the constant y if for any f, f' € F,t € Dy:

IL(f,9) = LU )l < plf (@) = f@I an

If NTP loss function Lntp(f) is Lipschitz contin-
uous with constant z, R , (G) is bounded as:

Rica (G) < - Rcy (F). (18)

To derive whether £ is Lipschitz continuous
with a constant u, we take the derivative of £

w.rt. f, which is: p = %’;(ﬁy). Then we

derive that the next-token-prediction loss LnTp
is Lipschitz continous with the constant p <

\/1 + (Zyliy }rl(L))2 [1 — softmax (Ka,(f))] (See

details in § A.6.2), by substituting p to Eq.(16)
and Eq.(18), we derive the more fine-grained gener-
alization bound for NTP with multiple conditions:

log1/é

2m
Here the generalization bound contains two coeffi-
cients m and h(L). m refers to number of dominant
samples. h(L) is the value positively correlated
with the length of the dominant prefix. Then, the
longer length of dominant prefix (¢;,...,%.) and
higher dominant ratio lead to lower generalization
bound, in other words, better generalization.

A.6.2 Length-dependency on NTP loss

NTP loss for conditions with varying lengths.
Here is how we derive the variable p in Eq. 19.
Denote P(l‘i+1|l‘1:i) as Py (:L'Z'Jrl).
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Since exploring the training dynamics of P;(x;),
P;(y') in large language models is intractable, we
make a mild assumption here, at the late training
stage, P;(x;) — Pi(2;), Pj(y') — P;j(y/), in the
setup with controlled variables, where samples with
different lengths have same proportion of domi-
nant conditions and suppressed conditions, then
the value in log approaches %. Since 7/ is
the false prediction made by model, whose empiri-
cal probability equals zero, so Py 2(y’) approaches

zero, then Py o(y') < Pryo(xpi2).
Pria(y’)

Given that, < 1, therefore,
. Ppto(xpy2) ,
Lyt (¥ |21:k41, Thy2) < LNTP(Y [T 1285 Thg1),
substituting k£  with L, we  de-
note Lytp(y'|71.0, 2141) as
f(w)y .
—log | —*7=—|. where A(L) is
=, o BTy (L)

positively correlated with L, with larger L
indicating larger h(L).

Lipschitz continuity of NTP loss. B, (f) repre-
sents the minimal prediction on the ground truth to-
ken y, i.e. By(f) := mingcs, f(r), (Wang et al.,
2024).

Here we prove the Lipschitz continuity (Wang
et al., 2024) of the NTP loss, according to the def-
inition of the NTP loss, and the above NTP loss
rewriting, we have

| ef @)y
Lyte(f(2),y) = —log W

= log[l + Z eh_l(L)f(m)y/ff(w)y]'

y'#y

@n

We denote s := f(x), and we define

ly(s) = Z el Lsy

y'#y

Therefore, we rewrite the Lntp as follows:

Lnrp(f,y) =log [1+e %y (s)] .

The derivatives can be represented as follows:

OLnTP(fry) e *vy(s)
0sy T 14 esuly(s)’
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We can get the following inequality:
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Therefore,
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Since the score function is bounded, for any y €

Y, there exists a constant By, ( f) such that By (f) =
infzes, sy, which completes the proof.
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Abstract

Structured fact verification benchmarks like
AVeriTeC decompose claims into QA pairs to
support fine-grained reasoning. However, cur-
rent systems generate QA pairs independently
for each evidence sentence, leading to redun-
dancy, drift, and noise. We introduce a modu-
lar LLM-based QA consolidation module that
jointly filters, clusters, and rewrites QA pairs
at the claim level. Experiments show that this
method improves evidence quality and veracity
prediction accuracy. Our analysis also high-
lights the impact of model scale and alignment
on downstream performance.

1 Introduction

Automated fact verification aims to assess the
veracity of natural language claims by retriev-
ing and reasoning over external evidence (Thorne
et al., 2018; Wang, 2017; Augenstein et al., 2019;
Zhu et al., 2025). While early systems typically
treat this as a binary or multi-class classification
problem using retrieved evidence as input, recent
benchmarks—notably AVeriTeC (Schlichtkrull
et al., 2023)—have introduced a structured pipeline
where systems first generate clarification ques-
tion—answer (QA) pairs based on retrieved evi-
dence, and then use these QA pairs as an intermedi-
ate reasoning scaffold for final veracity prediction.

This structured QA paradigm improves trans-
parency and evaluation granularity, but also in-
troduces new challenges. While structured QA
pipelines enable interpretability, they introduce
new challenges. Systems like HerO (Yoon et al.,
2024) generate QA pairs independently per sen-
tence, resulting in overlapping or off-topic content
that may confuse the final verifier. This redundancy
inflates input length and can suppress relevant ev-
idence. We propose a claim-level consolidation
module to address these limitations and improve
precision without sacrificing recall.

To address these issues, we introduce a simple
and modular post-processing module that filters,
clusters, and rewrites QA pairs using a large lan-
guage model (LLM). By reasoning jointly over all
QA pairs for a claim, our method reduces redun-
dancy, suppresses off-topic content, and rewrites
each group into a concise, claim-aligned QA pair.
Crucially, our module is compatible with any QA-
based fact verification pipeline, including HerO
and similar systems, and can be flexibly integrated
as a drop-in refinement step to improve evidence
quality for downstream veracity prediction.

Although traditional fact-checking systems
do not require QA pair generation, struc-
tured QA has recently gained traction in both
dataset construction and evaluation. For exam-
ple, AVeriTeC (Schlichtkrull et al., 2023) and
QABrief (Fan et al., 2020) utilize QA pairs to
scaffold evidence retrieval and facilitate human
annotation, while recent evaluation methods such
as QAFactEval (Fabbri et al., 2021) adopt QA-
based metrics for measuring factual consistency.
Our refinement method addresses key weaknesses
in this paradigm—notably brittleness and QA
imprecision—by introducing global, claim-aware
consolidation.

Furthermore, it is well established that LLMs
are sensitive to prompt formulation and the pre-
sentation of factual content (Potyka et al., 2024;
He et al., 2025; Zhou et al., 2025). To assess this,
we conducted a series of sensitivity analyses and
observed that structured veracity prediction with
open LLMs is highly dependent on the choice of
model backbone. This finding underscores the im-
portance of model selection in the design of robust
open-domain fact verification systems.

The main contributions of this paper are as fol-
lows. We propose a modular LLM-based QA ev-
idence refinement module that consolidates QA
pairs at the claim level, reducing redundancy and
improving evidence quality for fact verification.
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We conduct extensive experiments on the AVeriTeC
benchmark, achieving substantial improvements in
both recall and veracity prediction accuracy. Fi-
nally, we provide a systematic analysis of open-
source instruction-tuned LLMs as structured veri-
fiers, highlighting the importance of scale and align-
ment for robust performance.

The rest of the paper is organized as follows:
Section 2 reviews related work in fact verification
and QA-based evaluation. Section 3 details our
proposed QA evidence refinement methodology.
Section 4 presents our experimental setup, evalua-
tion metrics, and results. We conclude and discuss
potential directions for future research in Section 5,
followed by a limitations section.

2 Related Work

In this section, we review prior work on au-
tomated fact verification, including traditional
classification-based pipelines, major benchmark
datasets, and the rise of QA-based evaluation
frameworks. We emphasize the shift toward ques-
tion—answer (QA) decomposition and discuss how
existing approaches—including sentence-level QA
generation and heuristic selection—struggle with
redundancy and semantic drift, motivating the need
for global, claim-level QA consolidation as pro-
posed in this paper.

Fact Verification Pipelines. Automated fact ver-
ification addresses the task of determining the ve-
racity of natural language claims by leveraging
external evidence. Early systems (Thorne et al.,
2018; Augenstein et al., 2019; Wang, 2017) cast
this as a classification problem: given a claim and
retrieved evidence, the system predicts a veracity
label. Our work builds on this foundation by refin-
ing how evidence is represented and structured in
modern QA-based pipelines.

Benchmarks. Benchmarks. Among existing
benchmarks, FEVER and MultiFC introduced
large-scale evidence retrieval and classification.
AVeriTeC extended this paradigm by including fine-
grained QA pairs and justifications. Our work fo-
cuses on AVeriTeC, where claim-level QA consoli-
dation becomes especially valuable.

QA-based Fact Verification. Structuring fact
verification around intermediate question—answer
(QA) pairs has recently emerged as a means
to improve transparency and interpretability.

AVeriTeC (Schlichtkrull et al., 2023) casts verifica-
tion as a sequence of claim-aligned QA tasks, each
supported or refuted by retrieved web evidence.
QABErief (Fan et al., 2020) introduces QA-based
briefs to assist human fact checkers, and similar
QA-driven frameworks have been applied to fac-
tual consistency evaluation (Fabbri et al., 2021).
However, most current pipelines (e.g., HerO (Yoon
et al., 2024)) generate QA pairs for each evidence
sentence independently, without global claim-level
consolidation or deduplication, leading to redun-
dancy and increased cognitive load for verifiers.
Datasets such as ClaimDecomp (Chen et al., 2022)
provide manual decompositions of complex claims
into atomic subquestions, supporting research on
interpretable and multi-hop verification, but are not
designed as automated QA-based baselines.

Evaluation Metrics. The field has evolved from
simple label accuracy and token-level matching
(e.g., METEOR (Banerjee and Lavie, 2005)) to
more robust, semantically-aware frameworks. The
Ev2R (Akhtar et al., 2024) evaluation framework
supports reference-based, proxy-reference, and
reference-less LLM scorers for assessing evidence
quality and shows stronger correlation with human
judgments. QA-based metrics such as QAFactE-
val (Fabbri et al., 2021) have demonstrated im-
proved reliability for measuring factual consistency
in summarization and are being adapted for claim
verification. Despite progress, challenges remain
in handling redundancy, noise, and the diversity of
valid evidence in open-domain settings.

3 Method

In this section, we detail our LLM-based QA evi-
dence refinement methodology. We first describe
the HerO pipeline as a representative QA-based
fact verification baseline, then introduce three core
evidence refinement strategies: Claim-Aligned QA
Filtering (CAF), Question Rewriting for Clarity
(QRQO), and our full Grouped QA Consolidation
(GQC) module. We conclude by discussing imple-
mentation details and ablation settings.

3.1 System Overview

Our pipeline builds upon the HerO baseline (Yoon
et al., 2024), a three-stage QA-based fact verifica-
tion system consisting of: (1) evidence retrieval,
(2) question generation, and (3) structured veracity
prediction. We retain stages (1) and (3), but replace
stage (2) with our proposed QA consolidation mod-
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Figure 1: High-level inference pipeline of the HerO fact
verification system (Yoon et al., 2024), which serves
as the baseline in our study. The system consists of
three stages: (1) evidence retrieval, (2) sentence-wise
QA generation, and (3) structured veracity prediction.

ule that filters, clusters, and rewrites QA pairs at the
claim level. This modification reduces redundancy
and noise while preserving evidence quality.

As illustrated in Figure 1, the HerO pipeline
operates as follows. Given an input claim, it first
retrieves potentially relevant evidence from a large
web corpus (Step 1); it then generates clarification
questions from this evidence (Step 2); and finally it
predicts the veracity label using the claim together
with the generated questions (Step 3).

Concretely, (1) during evidence retrieval a
frozen LLaMA-3.1-70B model produces hypo-
thetical documents that are issued as queries to
a BM25 (Robertson et al., 2009) index over
web collections. The top-10,000 sentences re-
turned by BM25 are reranked with a fine-tuned
SFR-Embedding model, and the best ten sen-
tences are kept as evidence. (2) In the original
question-generation stage, each evidence sentence
is matched—again with BM25—against a bank of
labelled QA pairs; the ten nearest pairs serve as in-
context examples for a frozen LLaMA-3-8B model,
which yields claim-conditioned clarification ques-
tions. (3) In the veracity-prediction stage, a fine-
tuned LLaMA-3.1-70B model consumes the claim,
the top-k evidence sentences, and all generated QA
pairs. It filters out QA pairs deemed irrelevant to
the claim and jointly reasons over the remaining
ones. The model then outputs one of four AVeriTeC
labels: Supported, Refuted, Not Enough Evidence,
or Conflicting Evidence/Cherry-picking.

(1)
Evidence
Retrieval

Top-k
sentences

2
Question
Generation

Questions

@)
QA

Consolidation

Consolidated
QA pairs

(3)
Veracity
Prediction

Figure 2: End-to-end inference pipeline with QA consol-
idation (Step 2’). The module filters irrelevant questions,
merges paraphrases, and rewrites each group into a con-
cise, claim-aligned QA pair.

3.2 LLM-based QA Evidence Refinement

The baseline pipeline (see 3.1) feeds all generated
questions—raw, possibly redundant, and occasion-
ally off-topic—directly into the veracity model. We
observe two systematic weaknesses:

1. Intra-claim redundancy.
A single claim often triggers several near-
duplicate questions (e.g., “When was he born?”
vs. “What is his date of birth?””). This inflates
sequence length and forces the verifier to attend
repeatedly to the same evidence tokens.

2. Semantic drift.
Because questions are generated sentence-by-
sentence, many touch peripheral facts or are
outright off-topic, introducing noise that sup-
presses Ev2R recall and, consequently, the final
AVeriTeC score.

To address both issues we first explore two LLM-
based tweaks: (i) claim-aligned QA filtering and
(ii) single-question rewriting for clarity. Building
on the insights from these pilots, we present our
main contribution—Grouped Rewriting via Struc-
tured QA Consolidation—which replaces the raw
output of Step 2 with a refined Step 2’ that filters,
clusters, and rewrites questions in a global pass
(see Fig. 2).
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(1) Claim-Aligned QA Filtering (CAF). We
first discard QA pairs that are semantically un-
related to the claim. Given a claim ¢ and QA
pair (g;,a;), a frozen Llama-3.1-8B-Instruct
model answers the two-way question related / un-
related (full template in App. A.1). Pairs flagged
unrelated are removed; if all pairs were filtered,
we fall back to the original set to avoid empty evi-
dence.

(2) Question Rewriting for Clarity (QRC). For
every QA pair we ask the LLM to rewrite the ques-
tion given the claim and its answer, yielding shorter,
more specific wording while preserving semantics
(template in App. A.2).

(3) Grouped Rewriting via Structured QA Con-
solidation (GQC). Steps (1) and (2) treat QA
pairs independently. Our main contribution is to
reason over the entire set of generated questions
in a single LLM pass, thereby simultaneously fil-
tering noise, collapsing paraphrases, and rewriting
each fact into one clear question.

Motivation. A global view enables the LLM
to (i) detect fine-grained paraphrases that local sim-
ilarity thresholds miss; (ii) trade off coverage for
brevity, producing exactly one question per fact
rather than per sentence; and (iii) make one global
relevance decision rather than evaluating each QA
pair independently, empirically boosting Ev2R re-
call. Consequently, we treat Steps (1) and (2) as
ablation baselines, while the production system al-
ways runs the joint consolidation described below.

Step 1 — Grouping & Filtering. The LLM
receives all questions for a claim and must

* mark indices of genuinely off-topic questions
(irrelevant);

* partition the remainder into groups whose mem-
bers can be answered by the same evidence sen-
tence.

Only the JSON skeleton is shown here; the full
schema-guided prompt appears in App. A.2.

“Given claim + numbered questions, return
{"groups”: [...], "irrelevant”: [...]1}.
Every question index must appear exactly once.”

Step 2 — Rewriting each Group. Each group
is fused into one concise question; answers are
concatenated to preserve completeness (full prompt
in App. A.4).

Algorithm 1 Grouped QA Consolidation

Require: Claim ¢, QA set {(g;,a;)}Y,
1: (groups,irrelevant) —

LLM_GRoup(c, {g:})

new < []

for all g € groups do
Qg {ailicygl Ay {ail|icg}
¢ < LLM_REPHRASEGROUP(c, Q)
a + JOIN(Ay)
new <— new U {(¢,a)}

end for

return new

R e A A

Pseudocode. LLM_GROUP implements Step 1,
LLM_REPHRASEGROUP implements Step 2, and
JOIN concatenates answers. Alg. 1 summarises the
workflow.

Discussion. Joint consolidation delivers three
qualitative advantages:

1. Redundancy reduction.
Paraphrases collapse so that every fact appears
once, shrinking the QA list without losing cov-
erage.

2. Noise suppression.
Off-topic questions are removed in a single
global decision, yielding a cleaner evidence set.

3. Improved clarity.
Fused questions are focused and self-contained,
simplifying evidence alignment for the down-
stream verifier.

3.3 Limitations of Existing Metrics

Although AVeriTeC defines several official metrics
to evaluate QA generation and structured veracity
prediction, they fall short of capturing the seman-
tic utility of each question—answer pair in context.
Below, we outline the core limitations:

* Ev2R Recall measures the recall of reference
QA pairs in the predicted set, but ignores how
many irrelevant or noisy QA pairs are also
present. A model can inflate recall by gener-
ating large, unfiltered QA sets, regardless of
their precision. Moreover, only exact or near-
exact matches to the reference are rewarded,
ignoring alternative valid decompositions.

* New AVeriTeC Score imposes a hard cutoff
over Ev2R recall. If a submission falls be-
low a fixed threshold (A = 0.25), its veracity
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prediction is ignored (scored zero), regardless
of partial validity. This introduces brittleness
and limits the metric’s ability to reflect incre-
mental gains.

These limitations motivate our introduction of
a semantic filtering module that directly evaluates
the role of each QA pair in verifying the claim.
Rather than relying on string similarity or hard ref-
erence sets, we use an LLM to assess functional
relevance. This filtering process introduces a claim-
sensitive signal into the QA pipeline that comple-
ments the shortcomings of existing metrics. Formal
definitions of all evaluation metrics are provided in
Section 4.2.

4 [Experiments

In this section, we describe our experimental setup,
including the AVeriTeC benchmark, evaluation met-
rics, and implementation details. We present com-
prehensive results demonstrating that our grouped
QA consolidation method outperforms both base-
line and ablation approaches, and provide an in-
depth analysis of open-source LLMs as structured
verifiers. Our findings confirm the effectiveness of
claim-level QA consolidation for robust fact verifi-
cation.

4.1 Benchmark Setup

We conduct all experiments on the
AVeriTeC (Schlichtkrull et al., 2023) bench-
mark, a structured fact verification dataset in
which each claim is annotated with a set of
question—answer (QA) pairs, veracity labels, and
textual justifications. We use only the official
development set for evaluation, as the test set labels
are not publicly available. For each claim, the
evaluation compares predicted QA pairs (generated
by a baseline system such as HerO) against a gold
set of reference QA pairs, determining which
predicted facts are semantically supported.

Unlike traditional fact verification benchmarks
such as FEVER (Thorne et al., 2018), which evalu-
ate claim-level classification with sentence-level ev-
idence retrieval, AVeriTeC requires compositional
and structured reasoning over intermediate QA
pairs. FEVER focuses on determining a single
label for each claim and retrieving supporting or re-
futing sentences, while AVeriTeC decomposes each
claim into multiple question—answer pairs and eval-
uates veracity via QA-level reasoning and align-
ment.

In all our experiments, we focus exclusively on
the QA verification stage: we assume the predicted
QA pairs are provided and only evaluate whether
each predicted QA fact is supported by the gold
references.

4.2 Evaluation Metrics

We adopt three evaluation metrics from the
AVeriTeC shared task (Yoon et al., 2024), follow-
ing the official protocol and the Ev2R evaluation
framework (Akhtar et al., 2024), to assess question
generation and veracity prediction quality.

Q-only Ev2R. This metric measures how well
the predicted questions semantically match the ref-
erence questions, using a large language model
(LLM)-based matching function. It evaluates the
model’s ability to ask the right verification ques-
tions, independent of answers, and is defined as:

# Matched Reference Questions

-only Ev2R =
Q-only Ev # Total Reference Questions

Matching is determined using the prompt-based
LLM scorer described in (Akhtar et al., 2024).

Q+A Ev2R. This variant evaluates semantic
matching of full question-answer pairs. It captures
whether both the question and its corresponding
answer align with reference QA pairs. The match-
ing function is identical to the Q-only Ev2R but
considers both question and answer:

# Matched Reference QA Pairs

+A Ev2R =
Q v # Total Reference QA Pairs

AVeriTeC Score. This binary metric measures fi-
nal veracity prediction accuracy, conditioned on ev-
idence sufficiency. A model prediction is credited
only when the retrieved QA pairs meet a minimum
coverage threshold:

if Q+AEv2R > )\
, otherwise

. VeracityAccuracy,
AVeriTeCScore =

where A = 0.25 is a fixed threshold. This en-
sures that only predictions supported by sufficiently
matched QA evidence contribute to the final score.

All metrics are computed using the official
LLM-based prompt scorer from the Ev2R frame-
work (Akhtar et al., 2024), with Llama-3.1-70B as
the evaluation backbone, following the AVeriTeC
shared task protocol (Yoon et al., 2024).
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Table 1: Performance of different QA consolidation
strategies under LLM-based evaluation on the AVeriTeC
benchmark. All results use Meta-Llama-3-8B-Instruct
for QA consolidation and Llama-3.1-70B as the down-
stream verifier. GQC: Grouped QA Consolidation; CAF:
Claim-Aligned QA Filtering; QRC: Question Rewriting
for Clarity. The best score in each column is shown in
bold.

Method Q-only Ev2R Q+A Ev2R AVeriTeC Score

HerO 0.757 0.540 0.278
GQC 0.753 0.566 0.312
CAF 0.730 0.553 0.278
QRC 0.498 0.434 0.216

4.3 Experimental Results

Table 1 presents the performance of different
QA consolidation strategies. For all compared
methods—including Claim-Aligned QA Filtering
(CAF), Question Rewriting for Clarity (QRC), and
Grouped QA Consolidation (GQC)—the consoli-
dation step is performed with Meta-Llama-3-8B-
Instruct. Final veracity prediction is evaluated us-
ing a fixed Llama-3.1-70B verifier. The key evalua-
tion metric is the AVeriTeC Score, which measures
final fact verification accuracy conditioned on ev-
idence sufficiency: a model’s prediction is only
credited if the retrieved QA pairs achieve a mini-
mum Q+A Ev2R coverage threshold (A = 0.25),
ensuring that only veracity predictions supported
by sufficiently matched QA evidence contribute to
the final score.

The baseline HerO system achieves strong Q-
only Ev2R (0.7574) and Q+A Ev2R (0.5403), but
does not address redundancy or irrelevant content
among QA pairs, resulting in a AVeriTeC Score
of 0.278. In contrast, our grouped QA consolida-
tion (GQC) method yields the highest Q+A Ev2R
(0.5664) and achieves a substantial improvement in
AVeriTeC Score (from 0.278 to 0.312, a 12.2% rela-
tive increase over the baseline), with only a negligi-
ble reduction in Q-only Ev2R (0.7526). By jointly
analyzing all candidate QA pairs, GQC enables the
LLM to merge paraphrased or near-duplicate ques-
tions, filter off-topic or noisy pairs, and rewrite each
group into a single, well-formed, claim-aligned
question. This structured process reduces redun-
dancy, ensures that each retained question targets
a distinct aspect of the claim, and maximizes both
factual coverage and answer precision—directly
enhancing the robustness and informativeness of
the overall fact verification system.

To illustrate the effect of grouped QA consolida-

tion, consider the following real example from our
evaluation set. For the claim “In a letter to Steve
Jobs, Sean Connery refused to appear in an apple
commercial.”, the system initially generates several
semantically overlapping QA pairs, all referring to
the same underlying fact:

Example Claim:

“In a letter to Steve Jobs, Sean Connery
refused to appear in an apple commer-
cial.”

Representative original QA pairs:

* Q1: Did Sean Connery write a letter
to Steve Jobs refusing to appear in
an Apple commercial?

* Q2: Did Sean Connery ever send a
letter to Steve Jobs refusing to ap-
pear in an Apple commercial?

* Q3: Is there any evidence that Sean
Connery actually wrote a letter to
Steve Jobs refusing to appear in an
Apple commercial?

Grouped QA consolidation merges these para-
phrases into a single, comprehensive question:

After consolidation:

* Did Sean Connery write or send a
letter to Steve Jobs refusing to ap-
pear in an Apple commercial?

This transformation eliminates redundancy
while preserving all key factual information. It ex-
emplifies how GQC maximizes both precision and
recall: by presenting only unique, claim-relevant
questions, the evidence set is more aligned with
human judgment and directly improves veracity
prediction quality.

Claim-Aligned QA Filtering (CAF) further illus-
trates the tradeoff between noise reduction and cov-
erage. By removing QA pairs deemed irrelevant
to the central claim, CAF effectively suppresses
spurious or off-topic content, which can otherwise
distract the verifier and introduce noise into the
evidence set. For example, in the case of the claim
“UNESCO declared Nadar community as the most
ancient race in the world.”, CAF filters out the
following question as unrelated:

Example Claim:
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“UNESCO declared Nadar community as
the most ancient race in the world.”

QA pair filtered out by CAF:

e What is the current social status
of the Nadar community in Tamil
Nadu?

This targeted filtering increases the overall pre-
cision of the QA evidence, making it easier for the
verifier to focus on the most relevant facts and re-
ducing the risk of spurious matches. While some
alternative or borderline-relevant questions may be
discarded—Ileading to a slight reduction in Q-only
Ev2R—CAF plays a crucial role in improving the
quality and trustworthiness of the final evidence
set. As such, it serves as an essential component
for robust open-domain fact verification, especially
when combined with other consolidation strategies.

In contrast, Question Rewriting for Clarity
(QRC), which rephrases each QA pair indepen-
dently, consistently underperforms relative to both
the baseline and our grouped consolidation method.
Without considering global context, isolated rewrit-
ing is prone to ambiguity, semantic drift, or even
hallucination of facts, often weakening or entirely
losing the original verification intent. This issue is
exemplified by the following case:

Example Claim:

“UNESCO declared Nadar community as
the most ancient race in the world.”

Original Question:

* Does the UNESCO Universal Dec-
laration on Cultural Diversity de-
clare the Nadar community as the
most ancient race in the world?

After QRC rewriting:

* What is the historical and cultural
background of the Nadar commu-
nity, and what are the key factors
that contribute to their distinct iden-
tity?

(The rewritten question not only loses
reference to UNESCO and the “ancient
race” claim, but becomes a generic in-
quiry into the Nadar community’s back-
ground. This constitutes severe semantic
drift and a total loss of claim alignment.)

Table 2: Performance of GQC with different LLM back-
bones in the consolidation step. All results are evaluated
with a fixed Llama-3.1-70B verifier.

GQC Backbone Q-only Ev2R  Q+A Ev2R  AVeriTeC Score

DeepSeek-R1-Distill-Llama-8B 0.739 0.548 0.294
Llama-3.1-8B-Instruct 0.753 0.566 0.312
Qwen2.5-7B-Instruct 0.766 0.579 0.318
Qwen2.5-32B-Instruct 0.771 0.582 0.327

While isolated rewriting can occasionally im-
prove the clarity of individual questions, it lacks the
global, claim-level perspective needed to preserve
semantic alignment and evidence diversity. In con-
trast, our grouped QA consolidation approach first
merges paraphrased or overlapping questions be-
fore rewriting, ensuring each output remains both
unique and directly relevant to the claim. This
group-level reasoning prevents semantic drift, re-
duces redundancy, and consistently improves the
precision and recall of fact verification. Overall,
holistic, context-aware consolidation is essential
to overcoming the inherent limitations of sentence-
wise QA rewriting.

Both CAF and QRC can be viewed as abla-
tions of our full grouped QA consolidation (GQC)
pipeline: CAF performs only filtering, while QRC
applies only question rewriting without claim-level
grouping. Their results highlight the necessity of
joint, holistic consolidation for robust evidence se-
lection.

Overall, these results confirm that group-level,
structured consolidation of QA pairs is essential for
open-domain fact verification. Our approach not
only increases Q+A Ev2R by 4.8% absolute (from
0.5403 to 0.5664) but also delivers a notable 12.2%
improvement in the AVeriTeC Score, while main-
taining high Q-only Ev2R. The findings highlight
that reducing redundancy and enforcing semantic
alignment across QA evidence sets directly en-
hances the robustness and accuracy of LLM-based
fact verification systems.

4.4 Ablation Study: GQC Backbone Analysis

To better understand the requirements for robust
group-level QA consolidation, we conduct an abla-
tion study varying the LLM backbone specifically
in the GQC module, while holding the downstream
verifier fixed. Table 2 summarizes results for sev-
eral open-source instruction-tuned models used for
grouped QA consolidation.

The results show that all large instruction-tuned
models benefit from grouped QA consolidation,
but the best overall performance is achieved with
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the Qwen2.5-32B-Instruct backbone. Notably,
Qwen/Qwen?2.5-7B-Instruct outperforms Llama-
3.1-8B-Instruct across all metrics, while Qwen2.5-
32B-Instruct provides further, but modest, improve-
ments over its 7B variant. This suggests that both
model scale and pretraining/alignment strategies
play an important role in fine-grained QA merging
and rewriting.

Overall, the GQC framework is robust to the
choice of consolidation backbone and delivers sub-
stantial gains even with efficient, moderately-sized
models. However, results also highlight that lever-
aging the latest high-quality, large-scale instruction-
tuned LLMs can provide incremental benefits, sup-
porting the continued progress of open-source
LLMs for knowledge-intensive evidence consol-
idation tasks.

4.5 Open LLMs as Ev2R Scorers

We benchmark five instruction-tuned open mod-
els—QWEN2.5-7B/14B/32B and LLAMA-3.1-
8B/70B—as EV2R scorers (Akhtar et al., 2024),
evaluating their ability to judge the quality of struc-
tured verifier outputs. Each model receives the
same claim and predicted QA pairs from a fixed
HerO pipeline. The structured verifier, prompt tem-
plates, and prediction inputs are kept fixed; only
the scoring model is varied. Table 3 summarizes
results across Q-only, Q+A, and AVeriTeC metrics.

Model Q-only Q+A AVeriTeC
Ev2R Ev2R Score
Qwen2.5-7B 0.000 0.100 0.000
LLaMA3.1-8B 0.000 0.100 0.000
Qwen2.5-14B 0.358 0.501 0.246
Qwen2.5-32B 0.715  0.521 0.254
LLaMA3.1-70B 0.753  0.566 0.312

Table 3: Performance of different LLMs used as Ev2R
scorers. All models evaluate the same predictions from
a fixed structured verifier.

Analysis. Our results yield several insights into
the capacity of open LLMs as evaluators. These
models are used to score a shared set of structured
QA predictions, generated by a fixed HerO pipeline,
following the Ev2R evaluation framework. First,
model scale is necessary but not sufficient: both 8B
models fail to perform reliable fact-level matching,
underscoring the task’s compositional demands.
Qwen2.5-14B improves over its smaller coun-
terparts, but only the largest models—Qwen?2.5-

32B and LLaMA-3.1-70B—achieve robust perfor-
mance across all metrics. Notably, LLaMA-3.1-
70B sets a new ceiling for open models, reach-
ing 0.753 Q-only Ev2R and 0.312 AVeriTeC Score
without task-specific tuning.

Yet challenges remain. Even strong models are
brittle to minor format violations (e.g., JSON mal-
formation) and highly sensitive to upstream QA
quality. Errors in question generation propagate
into verification, limiting final accuracy. These
findings highlight the emerging role of instruction-
tuned open LLMs not just as generators, but as
effective semantic scorers for structured fact ver-
ification—provided the upstream QA inputs are
accurate and well-formed.

5 Conclusion

We presented a modular LLM-based QA evidence
refinement method for open-domain fact verifica-
tion. By reasoning jointly over all generated QA
pairs for a claim, our approach reduces redundancy,
filters out irrelevant or noisy questions, and con-
solidates evidence into a compact, claim-aligned
set. Experiments on the AVeriTeC benchmark con-
firm that this holistic consolidation strategy im-
proves both the precision and coverage of QA evi-
dence, leading to stronger final veracity prediction.
Our analysis further demonstrates that large, well-
aligned open-source LLMs can serve as effective
Ev2R scorers, evaluating structured outputs with
high semantic recall. We hope these findings moti-
vate further research on global, claim-level consoli-
dation, improved QA generation, and more robust,
context-aware fact verification systems.
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A Prompt Templates and Implementation
Details

A.1 Claim-Aligned QA Filtering

System instruction. You are given a claim and a
question—answer pair. Determine whether this QA pair
is relevant for verifying or supporting the claim.

If the question has any relevance to the claim—even
if partial, redundant, or loosely connected—consider it
related. Only reject the QA pair if it is completely
off-topic and unrelated to the claim.

Respond with a single word: either “related” or
“unrelated”.

Claim: {claim}
Question: {question}
Answer: {answer}

Response:
This prompt is fed to a frozen
Llama-3.1-8B-Instruct model with

temperature = 0.0 to obtain a hard “related /
unrelated” decision (Sec. 3.2).

A.2 Question Rewriting for Clarity

Instruction. Improve the following question based on
the claim and its answer. Make the question more con-
cise and specific while preserving its meaning.

Claim: {claim}

Q: {question}
A: {answer}

Improved Question:

All retained questions are rewritten in paral-
lel with temperature=0.6 using the same frozen
Llama-3.1-8B-Instruct backbone.

A.3 Joint Grouping & Filtering Prompt

The model sees all questions for a claim at once
and must output a JSON object that (i) groups
equivalent questions and (ii) lists irrelevant ones.
Schema-guided decoding is enforced with the
GuidedDecoding API of vLLM.

You are given a claim and a list of numbered questions.
Your tasks:

1. Identify which questions are unrelated to the claim.
Return their indices in a list called “irrelevant”.

2. For the remaining questions, group together those that
ask about the same fact—i.e. they can be answered
by the same sentence of evidence. Return these as an
array of objects:

"groups”: [{"questions"”: [1, 2, 41},

{"questions”: [3, 5]}]

Constraints

» Every question index must appear exactly once, either
in groups or irrelevant.

* Return only the JSON object; do not include explana-
tions.

Claim: {claim}
Questions:

1.
2.

Now return JSON:

A.4 Group-Level Rephrasing Prompt

Instruction. You are given (i) a claim and (ii) a group
of questions that all ask about the same underlying fact.
Rewrite these questions into a single, concise, comprehen-
sive question that (a) remains fully answerable by the same
sentence of evidence and (b) is maximally informative for
verifying the claim.

Claim: {claim}
Questions (paraphrases of the same fact):

1.
2.

Output format (only one line):

Rephrased question:
<your single fused question here>

Guidelines:

* Preserve all factual constraints that appear in any of the
input questions.

* Remove redundant words, vague pronouns, or rhetorical
flourishes.

* Do not introduce information that is absent from the
original questions or the claim.

» Keep the wording as short as possible while staying pre-
cise.

Generation settings. We pass the above template
to the frozen Llama-3.1-8B-Instruct model
with temperature = @.3. Only the fused ques-
tion is kept; answers inside the same group are
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concatenated verbatim, as described in Sec. 3.2.
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(Fact) Check Your Bias
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Abstract

Automatic fact verification systems increas-
ingly rely on large language models (LLMs).
We investigate how parametric knowledge
biases in these models affect fact-checking
outcomes of the HerO system (baseline for
FEVER-25). We examine how the system is
affected by: (1) potential bias in Llama 3.1’s
parametric knowledge and (2) intentionally in-
jected bias. When prompted directly to perform
fact-verification, Llama 3.1 labels nearly half
the claims as "Not Enough Evidence". Using
only its parametric knowledge it is able to reach
a verdict on the remaining half of the claims. In
the second experiment, we prompt the model
to generate supporting, refuting, or neutral fact-
checking documents. These prompts signifi-
cantly influence retrieval outcomes, with ap-
proximately 50% of retrieved evidence being
unique to each perspective. Notably, the model
sometimes refuses to generate supporting docu-
ments for claims it believes to be false, creating
an inherent negative bias. Despite differences
in retrieved evidence, final verdict predictions
show stability across prompting strategies. The
code is available at: https://github.com/
eibakke/FEVER-8-Shared-Task

1 Introduction

In modern society, the rapid spread of information
creates significant opportunities for misinformation.
The ability to distinguish fact from fiction remains
a central challenge, driving research into efficient
automated fact-checking methods.

Our work builds on the HerO system (Yoon
et al., 2024) which serves as the baseline for
the 2025 FEVER Workshop. This implementa-
tion, while effective overall, showed room for
improvement in evidence retrieval and classifica-
tion of "Not Enough Evidence" and "Conflicting
Evidence/Cherry-picking" categories.

Given HerO'’s reliance on LLM document gener-
ation in the initial retrieval pipeline, and the known

Nora Winger Heggelund
University of Oslo
Oslo, Norway
norawh@ifi.uio.no

tendency of LL.Ms to exhibit bias from their para-
metric knowledge, we hypothesized that LLM bias
may be a part of the reason for the HerO system’s
performance. To study this effect we investigate
two central hypotheses:

1. LLM-inherent bias hypothesis: The LLM
generating hypothetical fact-checking docu-
ments in the HerO-system contains biases in
the parametric knowledge.

2. Bias propagation hypothesis: These biases
systematically affect downstream components
of the fact-checking pipeline, specifically evi-
dence retrieval and final veracity prediction.

To test these hypotheses, we conduct two experi-
ments: first we examine how the HerO-system per-
forms without external knowledge, relying solely
on the parametric knowledge of the LLM; sec-
ond, we investigate how intentionally prompted
biases in hypothetical document generation affect
evidence retrieval and verification decisions. We
find that while LLMs demonstrate cautious classi-
fication tendencies when operating independently,
biased hypothetical documents significantly affect
evidence retrieval (with approximately 50% unique
documents retrieved across different bias condi-
tions) yet surprisingly have limited impact on final
verdict predictions. We also discover that under
certain conditions, the Llama 3.1 models refuse to
provide any output, leading us to a promising area
of follow-up work in the fact verification domain.

1.1 Terminology

The term bias encompasses various meanings, in-
cluding statistical biases (e.g., sample bias, omitted
variable bias, and measurement bias) and norma-
tive biases (e.g., those that lead to unfair or unequal
outcomes, often due to human biases reflected in
training data) (Olteanu et al., 2019; Campolo et al.,
2017). The latter may involve differential treatment
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by the model, for example, based on gender, reli-
gion, culture, or political alignment. In this study,
we will refer to model bias in a broad sense, that
is consistent, predictable patterns exhibited in the
model’s output due to model internals, such as para-
metric knowledge and output safeguards. Specifi-
cally, we examine whether the model exhibits con-
sistent tendencies that skew document generation
toward particular perspectives, and whether these
tendencies propagate through the HerO pipeline to
affect final verification outcomes.

2 Related work

2.1 Fact-checking

Vlachos and Riedel presented how the fact-
checking process consists of different stages, each
of which may be automated (Vlachos and Riedel,
2014). These stages consist of extracting state-
ments to be fact-checked, constructing clarifying
questions, retrieving answers and evaluating the
truthfulness of the statement using the retrieved
material. Several LLM based systems for auto-
matic fact-checking have been developed in recent
years with widely different architectures, including
fine-tuning LLMs to evaluate truthfulness (Choi
and Ferrara, 2024), knowledge-graphs (Kim and
Choi, 2020) and different RAG-implementations
(Li et al., 2025). There have also been attempts to
use the parametric knowledge of a language model
to perform fact-checking (Hoes et al., 2023).

In this paper, we investigate the Herd of Open
LLMs for verifying real-world claims (HerO) fact-
checking system (Yoon et al., 2024). A significant
strength of the HerO system is that it uses openly
available LLMs in all stages of the fact-checking
process. The system competed in the FEVER-24
workshop, where it achieved the second best per-
formance. Due to the good performance and its
open nature the system was selected as a baseline
in the FEVER-25 workshop the following year.

2.2 Knowledge conflicts and bias in LLLMs

LLMs in fact-checking systems may suffer from
multiple shortcomings: they may reach wrong con-
clusions due to conflicting knowledge, generate un-
supported answers or propagate biases from train-
ing data. In this section, we briefly discuss knowl-
edge conflicts, hallucinations and systemic biases.

Knowledge Conflicts Xu et al. describe how
conflicts may arise if there are discrepancies be-
tween context (user prompt, dialog history and

retrieved documents) and parametric knowledge
of the model (Xu et al., 2024). In addition, there
may be conflicting information internally in both
the context and in the parametric knowledge (inter-
context conflict and intra-memory conflict) (Xu
et al., 2024). LLMs appear unable to consistently
assess which knowledge is correct, and tends to
reuse possibly erroneous content instead of correct
information.

RAG Hallucinations Retrieval-Augmented Gen-
eration (RAG) architectures aim to reduce hallu-
cinations by combining a retrieval module, which
identifies relevant pieces of information in a knowl-
edge base, with a generation module, where a LLM
uses the retrieved information to produce grounded
answers. Béchard and Ayala demonstrated that
RAG systems hallucinate less than a fine-tuned
LLM on its own (Ayala and Bechard, 2024). Still,
a line of research explores the concept of RAG
hallucination, a term used to describe when RAG
models create content that contradicts or is not
supported by the retrieved information. This may
arise both from information conflicts and lack of
information. An evaluation of commercial RAG
systems for legal texts in the US showed that be-
tween 17 and 33 percent of the queries resulted
in answers that contained a hallucination (Magesh
et al., 2024). Sun et al. investigate mechanisms
causing hallucinations in RAG systems. They find
that a central cause to hallucinations is insufficient
utilization of external context and over-reliance on
parametric knowledge (Sun et al., 2025).

Systemic biases Retrieval systems may also be
vulnerable to biases resulting from biased training
data. Lin et al. find that false information gener-
ated by LLMs tend to be replications of popular
misconceptions (Lin et al., 2022). LLMs may also
replicate attitudes, opinions, and even prejudices
from their training data. Several recent studies have
demonstrated biases in LLMs, like leanings toward
certain political opinions and parties (Rettenberger
et al., 2025), religious bias (Abid et al., 2021) and
gender bias (Zhao et al., 2024; Soundararajan and
Delany, 2024; Beatty et al., 2024).

2.3 The HerO system for fact verification

The HerO system (Yoon et al., 2024), which
achieved second place in the FEVER-24 challenge,
serves as the baseline for the 2025 FEVER Work-
shop. It employs a three-stage pipeline using pub-
licly available LLMs: (1) evidence retrieval using
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Llama 3.1-generated hypothetical fact-checking
documents and BM25 retrieval with embedding-
based reranking, (2) question generation for re-
trieved sentences, and (3) claim verification classi-
fying claims into four categories based on question-
answer pairs. Despite strong performance, HerO
showed limitations in classifying "Not Enough Ev-
idence" and "Conflicting Evidence/Cherrypicking"
categories, potentially due to bias in document gen-
eration and retrieval.

2.4 Research gap and our contribution

Our work bridges fact-checking methodology and
LLM bias research by investigating how paramet-
ric knowledge in Llama 3.1, and potential inherent
biases, impact fact verification. While existing
literature has examined knowledge conflicts (Xu
et al., 2024), hallucinations in retrieval systems
(Sun et al., 2025; Magesh et al., 2024), and sys-
temic biases (Rettenberger et al., 2025; Abid et al.,
2021), our research contributes by: (1) quantifying
how LLM-inherent biases affect evidence retrieval
in a practical fact-checking system, (2) demonstrat-
ing the surprising stability of verdict predictions
despite significant retrieval differences, and (3) re-
vealing asymmetric safeguarding behaviors that
create inherent negative bias in verification sys-
tems. These findings extend the understanding of
bias propagation in automatic fact-checking work-
flows and suggest a need to take LLM bias into
account for more balanced evidence collection.

3 Methods

Our experimental approach systematically inves-
tigates bias propagation through the HerO fact-
checking pipeline by isolating and testing individ-
ual components. We designed two complemen-
tary experiments to: (1) characterize bias due to
parametric knowledge in Llama 3.1 through direct
prediction without external knowledge, (2) quan-
tify how biased hypothetical fact-checking docu-
ments affect evidence retrieval and veracity pre-
diction. This methodology allows us to trace bias
effects from initial hypothetical document genera-
tion through retrieval to final verification, identify-
ing where biases emerge and how they influence
downstream performance.

3.1 Our baseline - an adapted HerO system

We used the smaller 8B model versions of Llama
3.1 for all steps in the HerO pipeline, whereas the
original used 70B models for both hypothetical

fact-checking document generation and veracity
prediction. Our selection of the smaller model
reduces compute cost and increases the overall
speed of running the pipeline. We also adapted
the pipeline by retrieving only the top 5,000 rele-
vant documents from the knowledge store in the
retrieval step, whereas the original HerO pipeline
retrieved the top 10,000. These alterations likely
impacted the quality of our predictions, but the
methods and the relevancy of our findings about
bias likely apply also to the larger model sizes,
even if the larger models have bias in a somewhat
different direction (Rettenberger et al., 2025).

3.2 Data

We conducted our experimentation with the
Averitec dataset (Schlichtkrull et al., 2023) pro-
vided for the FEVER workshop challenge. This
dataset consists of 4,568 claims along with justi-
fications, clarifying questions and an associated
knowledge store consisting of sentences from fact-
checking sites. In our work we only had access to
the training and the development sets, as the test set
was withheld for the task evaluation. Since we did
not have access to the fully annotated test set, we
treated the development set as our unseen dataset,
conducting most of our experimentation and tuning
on the training set and evaluating on the develop-
ment set only afterwards. Since the HerO pipeline
uses few shot learning with samples from the train-
ing set for question generation, we also decided to
split the training set into two parts - train_train and
train_reference, used for prediction experimenta-
tion and as a reference for few shot respectively.
The train_train set consisted of the first 1,000 sam-
ples from the train set, with the remaining samples
in train_reference set. With this split, we made sure
that we never generated questions for samples from
the same dataset as those used as reference in the
few shot question generation process.

3.3 Experiment 1: Evaluating bias with direct
veracity prediction

The goal of our first experiment was to evaluate
bias due to parametric knowledge in the model
used for fact-checking document generation. In the
HerO-pipeline, the generated fact-checking docu-
ments are subsequently used to retrieve information
from the external knowledge store. Consequently,
the model’s parametric knowledge of the topic at
hand will shape the content of the generated doc-
ument, and by this also influence which external
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Figure 1: Our direct to prediction system, made to assess
the bias due to parametric knowledge inherent in the
model. Here a Llama 3.1 8B model is asked to generate
output in the final format.

documents are retrieved. This introduces the poten-
tial for bias within the retrieval component.

Setup To investigate the bias due to parametric
knowledge of Llama 3.1, we implemented a direct
prediction approach that bypasses all knowledge re-
trieval components in the in the HerO-system. This
simple system design is shown in figure 1. Our
direct prediction system used the Meta-Llama-3.1-
8B-Instruct model to classify claims into four cate-
gories: "Supported,” "Refuted," "Not Enough Evi-
dence," or "Conflicting Evidence/Cherrypicking",
and to generate three relevant questions and an-
swers to help verify the claim, using only its in-
ternal knowledge. This approach forces the model
to articulate its reasoning process while relying
solely on its parametric knowledge, creating self-
generated "evidence" that parallels the retrieved
evidence in the baseline system.

3.4 Experiment 2: Evaluating the effects of
biased hypothetical fact-checking
documents

We designed our second experiment to investigate
how bias in the hypothetical fact-checking docu-
ments affected the rest of the fact verification sys-
tem. In order to do this, we designed an experiment
to intentionally introduce bias into the generated
fact-checking documents at the beginning of the
pipeline. In this experiment, our central hypoth-
esis was that directional bias in the hypothetical
documents skews document retrieval toward evi-
dence supporting that bias direction, further skew-
ing downstream verification outcomes in the same
direction.

Setup To investigate our hypothesis, we imple-
mented a version of the baseline HerO pipeline
which would generate biased documents in the first
phase and then run parallel pipelines with the bi-
ased documents up to the veracity predictions. Fig-
ure 2 shows our pipeline. We modified the HyDE-
FC implementation from the baseline system by
implementing three distinct prompting strategies
that intentionally introduce different biases:

* Positive Bias: The model was explicitly in-
structed to generate a fact-checking passage
that supports the claim, highlighting evidence
in favor of it. (See figure 3 for the claim and
sample document generated.)

* Negative Bias: The model was instructed to
generate a fact-checking passage that refutes
the claim, highlighting evidence against it.
(See figure 4 for the claim and sample doc-
ument generated.)

* Control: The model was instructed to generate
a balanced fact-checking passage, presenting
evidence both for and against the claim. (See
figure 5 for the claim and sample document
generated.)

Following the generation of these biased docu-
ments, we ran separate, parallel retrieval, rerank-
ing, question generation, and veracity prediction
processes for each bias condition, identical to the
original processes from the baseline. This design
allowed us to isolate the effect of prompt framing
on downstream retrieval while keeping all other
components of the pipeline identical.

3.5 Technical description

We ran the experiments using a GPU with 40 GB
standard memory, 24 CPU cores and 250 GB RAM.
The systems’ runtime naturally varied widely, with
the direct to prediction pipeline taking only a few
minutes to run and the full fact verification system
with knowledge store incorporated taking up 4-6
hours to complete.

4 Evaluation methodology and results

4.1 Evaluation methodology

Our evaluation focuses on comparing label distri-
butions, measuring inter-system agreement rates,
analyzing semantic similarity of justifications, and
quantifying retrieval overlap when relevant through
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Figure 2: Our multi-prediction system, made to assess the impact of intentionally introduced bias into the retrieval
and veracity prediction parts of the system. A modification of the original HerO system, in that we ran three parallel

pipelines, with differing biases in their prompts.

Please write a fact-checking article passage that
SUPPORTS the following claim, highlighting evi-
dence in favor of it.

Claim: In a letter to Steve Jobs, Sean Connery re-
fused to appear in an apple commercial.

Passage: A 2008 biography by Walter Isaacson,
"Steve Jobs," revealed that Sean Connery was ini-
tially approached to appear in an Apple commercial
for the Apple II computer ...

Figure 3: An example of the instruction prompt used for
the positively prompted HyDE-FC and its output. The
bold text is the instruction, the italic text is a claim, and
the blue text indicates the model output.

Jaccard similarity and Kendall rank correlation met-
rics.

Label distribution analysis We analyze system-
atic preferences by comparing label distributions
between systems, calculating absolute percent-
age shifts across the four categories (Supported,
Refuted, Not Enough Evidence, Conflicting Evi-
dence/Cherrypicking). This identifies directional
bias tendencies.

Inter-system agreement For Experiment 1, we
measure agreement rates between the direct pre-
diction and the baseline systems across label cate-
gories to understand where parametric knowledge
aligns with evidence-based decisions.

Semantic similarity analysis of justifications
We assess semantic similarity of justifications using

Please write a fact-checking article passage that
REFUTES the following claim, highlighting evi-
dence against it.

Claim: In a letter to Steve Jobs, Sean Connery re-
fused to appear in an apple commercial.

Passage: Contrary to a popular myth, Sean Connery,
the renowned Scottish actor, never declined an offer
to appear in an Apple commercial. ...

Figure 4: An example of the instruction prompt used for
the negatively prompted HyDE-FC and its output. The
bold text is the instruction, the italic text is a claim, and
the blue text indicates the model output.

cosine similarity with all-MiniLM-L6-v2! sentence
embeddings across systems, measuring both over-
all similarity and agreement-conditional similarity.

Retrieval impact analysis For Experiment 2, we
quantify retrieval differences using: (1) Jaccard
similarity between document sets to measure over-
lap, (2) Kendall rank correlations to assess ranking
consistency, and (3) domain distribution analysis
to identify source bias patterns.

Performance metrics We employ legacy
AVeriTeC metrics (question-only, question-answer,
and overall scores) to assess whether bias affects fi-
nal system performance, providing a counterfactual
evaluation framework.

'The all-MiniLM-L6-v2 sentence transformer is available
at https://huggingface.co/sentence-transformers/all-MiniLM-
L6-v2, and is a finetuned version of microsoft/MiniLM-L12-
H384-uncased which itself was presented in (Wang et al.,
2020)
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Please write an objective fact-checking article pas-
sage about the following claim, presenting a bal-
anced view of evidence both for and against it.
Claim: In a letter to Steve Jobs, Sean Connery re-
fused to appear in an apple commercial.

Passage: Fact-Checking the Claim: Sean Connery’s
Supposed Refusal to Appear in an Apple Commercial
The claim that ...

Figure 5: An example of the instruction prompt used
for the objectively prompted HyDE-FC and its output.
The bold text is the instruction, the italic text is a claim,
and the blue text indicates the model output.

4.2 Results experiment 1: Evaluating bias in
hypothetical document generation

Label Direct Baseline  Absolute Shift
Conflicting Evidence/

Cherrypicking 33 12 -4.20%
Not Enough Evidence 235 12 -44.60%
Refuted 133 334 40.20%
Supported 99 142 8.60%

Table 1: Label distribution shift from direct to
knowledge-based baseline prediction

The direct and the knowledge-enhanced base-
line predictions show remarkably different label
distributions (Table 1). Agreement between the
approaches was low overall (31.20%), with the
highest agreement for "Refuted" claims (81.20%)
and the lowest for "Not Enough Evidence" (3.40%)
and "Conflicting Evidence/Cherrypicking" (6.06%)
verdicts.

The direct prediction model shows a strong pref-
erence for the "Not Enough Evidence" verdict
(47% of claims), compared to just 2.40% for the
knowledge-based baseline approach. This pattern
reveals a cautious bias in the direct prediction ap-
proach (see Appendix A for an example of this
behavior). On the other hand, even without the
knowledge base, the model still was able to reach a
verdict for about the half of the claims by relying
solely on its parametric knowledge.

The justifications provided by both approaches
showed moderate semantic similarity (mean 0.589,
median 0.617), with slightly higher similarity ob-
served when predictions agree (0.606) compared to
when they disagree (0.580). This suggests that the
models’ reasoning patterns partially overlap even
when they reach different conclusions, though they
do not strongly overlap in general.

4.3 Results experiment 2: Evaluating the
effects of biased hypothetical
fact-checking documents

Our evaluation strategy for Experiment 2 focused
on tracing how directional bias in generated hy-
pothetical fact-checking documents affects down-
stream components of the fact-checking pipeline.
We implemented an assessment approach compar-
ing how differently-biased documents impact: (1)
final veracity prediction accuracy through legacy
AVeriTeC metrics, (2) label distribution shifts
across verdict categories, and (3) evidence retrieval
patterns using document overlap and ranking met-
rics. By measuring both final performance and
intermediate retrieval characteristics, we can iden-
tify which pipeline components are most sensitive
to bias and quantify the extent to which initial bias
propagates through the system.

Retrieval metrics Our analysis of the documents
retrieved for the 500 claims in the development
set revealed substantial differences in retrieval out-
comes across the three bias conditions. Document
overlap analysis showed Jaccard similarity scores
ranging from 0.42 to 0.56, indicating that different
biases led to approximately half of the retrieved
documents being unique to that perspective com-
pared to the other perspectives. The negative and
objective perspectives exhibited the highest over-
lap (0.56), while positive and negative perspectives
were most distinct (0.42). Rank correlation metrics
demonstrated that even when the same documents
were retrieved, their perceived relevance was also
different for each bias, with Kendall rank corre-
lations ranging from 0.48 between positive and
negative to 0.61 between negative and objective.
Domain analysis revealed consistent reliance on
major news sources across all conditions, but with
subtle variations in the prevalence of fact-checking
sites.

These findings seem to confirm that directional
bias in hypothetical document generation system-
atically influences which evidence documents are
retrieved. The objective perspective shares more
characteristics with the negative than positive per-
spective, suggesting a potential inherent bias to-
ward critical evidence in the retrieval system.

Final output evaluation, legacy AVeriTec scores
and distributional shifts in labels predicted
Analysis of label distribution shifts across different
prompting strategies (Table 2) reveals surprising
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stability in final verdicts despite substantial differ-
ences in retrieved evidence. The positive-biased
system showed the largest shifts (Table 2), with a
4% absolute decrease in "Refuted” verdicts and cor-
responding increase in "Supported” verdicts com-
pared to the baseline, aligning with its intended in-
tentionally introduced bias. However, this change
in "Supported" verdicts is modest considering that
roughly half of retrieved documents were unique to
this condition. The negative-biased and objective
systems showed even smaller shifts with less than
0.8% absolute shift across all categories.

This stability is further reflected in the (legacy)
AVeriTeC scores (Table 3), where all approaches
achieved similar performance. The question-only
and question-answer metrics showed minimal vari-
ation (less than 0.006 difference), suggesting that
retrieval and question generation quality remained
consistent despite different biasing strategies. Inter-
estingly, while the positive-biased system showed
the largest shift in label distribution, its AVeriTeC
score (0.48) was only marginally lower than the
baseline (0.518). The objective approach slightly
outperformed the baseline (0.522 vs 0.518). Over-
all, these results indicate that the veracity predic-
tion component demonstrates robustness to varia-
tions in retrieved evidence. Appendix B. traces a
single claim through all bias conditions, showing
how different hypothetical and retrieved documents
lead to similar final predictions.

Baseline Positive  Negative  Objective
Label
Count % % shift % shift % shift
Supported 142 284 +4.0 0.0 -0.2
Refuted 334 66.8 -4.0 -0.8 0.0
Not Enough Evidence 12 24 0.0 0.0 +0.8
Conflicting Evidence/
Cherrypicking 12 24 0.0 +0.8 -0.6

Table 2: Label distribution across different prompting
strategies. The percentage shifts indicate absolute per-
centage changes compared to the baseline distribution.

Method Q-only Q+A  AVeriTeC (@0.25)
Baseline 0.489  0.330 0.518
Positive 0.486  0.327 0.48
Negative 0.486  0.330 0.49
Objective  0.483  0.327 0.522

Table 3: Performance comparison across different
prompting strategies using the legacy AVeriTeC met-
rics.

Potential safe-guarding observed in the positive
path Surprisingly, we observed systematic re-
fusal patterns when the model was prompted to
generate supportive fact-checking documents for
potentially harmful claims. This behavior appeared
to occur only in the positive-bias condition, suggest-
ing asymmetric safety guardrails that activate when
models are asked to support controversial claims,
as illustrated in Figures 6 and 7. This safeguard-
ing behavior could potentially create an inherent
negative bias in the system, as the model is more
willing to generate critical content than supportive
content for sensitive topics. These refusals likely
affected document retrieval explaining the retrieval
analysis results above, where the positively biased
system stood out from the others. However, the
same system showed only minor shifts in final label
distribution compared to the baseline, suggesting
that the question generation and veracity prediction
steps compensate for the retrieval gaps.

To quantify the systematic differences in refusal
rates observed across bias conditions, we analyzed
all 4,000 generated documents using automated pat-
tern detection for explicit refusal language (phrases
like "I am unable to," "I cannot," "I can’t provide").
The analysis revealed dramatically asymmetric re-
fusal patterns (Table 4). While baseline, negative,
and objective conditions showed minimal refusal
rates (0.1% each), the positive condition exhibited
214 total refusals (5.3% document refusal rate) af-
fecting 94 of 500 claims (18.8%).

Condition  Claims with Refusals  Document Refusal Rate
Baseline 5/500 (1.0%) 0.1%
Negative 2/500 (0.4%) 0.1%
Objective 2/500 (0.4%) 0.1%
Positive 94/500 (18.8%) 5.3%

Table 4: Refusal patterns across experimental conditions
showing 47-fold increase in positive condition.

5 Discussion

Our experiments revealed a few key insights about
bias in a LLLM-based fact verification system re-
lated to our hypotheses:

First, we found that Llama 3.1 exhibits cautious
bias when operating without external knowledge,
defaulting to "Not Enough Evidence" for nearly
half of claims. This cautious stance corresponds
with findings from Rettenberger et al. (Retten-
berger et al., 2025), who observed neutral polit-
ical tendencies in smaller Llama models. On the
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Please write a fact-checking article passage that
SUPPORTS the following claim, highlighting evi-
dence in favor of it.

Claim: Trump Administration claimed songwriter
Billie FEilish Is Destroying Our Country In Leaked
Documents.

Passage: I am unable to verify the claim "Trump
Administration claimed songwriter Billie Eilish is
destroying our country in leaked documents."

Figure 6: When asked to write a fact-checking article
passage to support claims about Trump, Llama 3.1 8B
claims to be unable to do so.

Please write a fact-checking article passage that
SUPPORTS the following claim, highlighting evi-
dence in favor of it.

Claim: 5G causes COVID-19.

Passage: I can’t assist you with that request.

Figure 7: Claims about certain topics, such as Covid-19,
appear to be particularly sensitive.

other hand it contrasts with findings by Hoe et. al.
who found that ChatGPT 3.5 used for fact-checking
based on parametric knowledge alone find that the
LLM chose not to give a verdict in only 1 to 8 per-
cent of the claims tested (Hoes et al., 2023). This
may suggest that different models have different
levels of "caution".

When we intentionally prompted biases in the
hypothetical document generation, we found some-
what mixed results. While approximately 50% of
retrieved documents were unique to each bias con-
dition, final label distributions shifted by only 4%
in the positive-biased system and less than 0.8% in
other conditions. Several factors may explain why
the final verdicts remain stable despite significant
differences in the documents being retrieved. Possi-
bly, the verification component effectively focuses
on key evidence pieces rather than being influenced
by the full document set. It may also be that the
retrieved documents, though different, is so simi-
lar semantically that the same overall meaning is
conveyed to the model.

The measured differences in particular for the
positively-biased system could be due to a surpris-
ing observation of asymmetric safeguarding behav-
ior, where the model refused to generate supportive
documents for potentially harmful claims, but read-
ily produced critical documents for the same claims.
A rudimentary quantitative analysis revealed a 47-

fold difference in refusal rates between supportive
and critical document generation, representing sys-
tematic bias. The model readily generates critical
content about controversial topics it refuses to sup-
port, indicating content sensitivity alone cannot
explain this asymmetry. This behavior may sys-
tematically disadvantage certain perspectives in au-
tomated fact-checking, raising procedural fairness
concerns.

We further hypothesize that the asymmetric safe-
guarding behavior creates an inherent negative bias
in the system, particularly affecting controversial
topics.

6 Conclusion

Our investigation into bias in LLM-based fact veri-
fication led us to make several conclusions. Con-
cerning our LLM-inherent knowledge hypothesis,
we confirmed that Llama 3.1 contains sufficient
parametric knowledge to make a conclusion for
about half of the claims, and defaulting to "Not
Enough Evidence" for the remaining half of the
claims. For our bias propagation hypothesis, we
found mixed results: biased prompting significantly
impacts evidence retrieval (with ~50% unique doc-
uments across conditions) but surprisingly has min-
imal effect on final verdicts (shifts of only 0-4%).
This discrepancy reveals a key insight: verification
components appear remarkably robust to variations
in retrieved evidence. We also uncovered asymmet-
ric safeguarding behavior where models refuse to
generate supportive content for potentially harmful
claims while readily producing refuting content,
potentially creating an inherent negative bias in
evidence collection. These findings have some im-
plications for fact-checking system design. While
LLM biases do not fully propagate through verifica-
tion pipelines, they do systematically skew which
evidence is considered. Future systems might con-
sider multi-perspective evidence collection to en-
sure balanced coverage, particularly for controver-
sial topics.

6.1 Future work

Further research is needed to explore how differ-
ent types of bias in LLMs affect fact-checking and
retrieval. In the context of the FEVER Averitec
fact verification challenge, we would be interested
in pursuing systems that further incorporate or al-
leviate bias in LLMs to improve fact verification,
in particular for controversial claims that are safe-
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guarded against. This may be changes in prompting
or in the system architecture. There is a need to
develop new methods to improve the evaluation of
bias in LL.Ms for fact verification, especially inves-
tigating whether the generating language models
display signs of systematic bias affecting the re-
trieval components. We expect that different mod-
els may show different degree of bias and different
sorts of biases. Further research is needed to ex-
plore these differences. Particularly experiments
with different sorts of model sizes are of interest
for future research.

Limitations

Our study faces several methodological constraints
that should be considered when interpreting our
findings. Due to computational resource limita-
tions, we utilized Llama 3.1 8B models rather than
the 70B variants employed in the original HerO sys-
tem. This difference likely impacts both the quality
of generated hypothetical fact-checking documents
and final veracity predictions. As mentioned above,
further research is needed to explore if these biases
are reproduced also with larger models.

Data access constraints limited our experimen-
tation to the training and development sets, as the
test set was withheld for the FEVER-25 challenge.
While our train-development split provided a rea-
sonable approximation for evaluation, results may
vary on the official test set with its potentially dif-
ferent distribution of claim types and reasoning
patterns.

Our findings on bias propagation may not gen-
eralize beyond the HerO architecture to other fact-
checking systems employing different retrieval
mechanisms or verification strategies. Addition-
ally, our three chosen prompting strategies (posi-
tive, negative, and objective) represent only a sim-
plified spectrum of potential biases, omitting more
nuanced forms of bias including political, religious,
or cultural dimensions.

The metrics employed to evaluate retrieval bias
(Jaccard similarity and Kendall’s tau) capture struc-
tural differences in the document sets, but may
not fully characterize semantic differences in evi-
dence quality or relevance. Furthermore, while we
observed correlations between biased prompting
and retrieval differences, establishing causal rela-
tionships between specific biases and verification
outcomes remains challenging within our experi-
mental framework.

Finally, our access to the Llama API used to
compute the new AVeriTeC scores was limited due
to the cost of inference on the Llama API. We kept
our usage of this to a minimum and ended up using
the legacy AVeriTeC scores for our evaluation.
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Appendix A. Experiment 1: Direct
Prediction Prompt and Sample Output

The following prompt was used for the direct pre-
diction system to evaluate Llama 3.1’s parametric

knowledge without external retrieval:

’

System Prompt:

You are a fact-checking assistant. Your task is to pre-
dict the verdict of a claim based on your knowledge.
First, generate 3 relevant questions that would help
verify this claim.

Then, provide detailed answers to these questions
using your knowledge.

Finally, determine if the claim is: ’Supported’, "Re-
futed’, ’Not Enough Evidence’, or ’Conflicting Evi-
dence/Cherrypicking’.

Structure your response exactly as follows:

=== Questions and Answers ===

QI1: [First question about the claim]

Al: [Your detailed answer to Q1]

Q2: [Second question about the claim]

A2: [Your detailed answer to Q2]

Q3: [Third question about the claim]

A3: [Your detailed answer to Q3]

=== Verdict ===

justification: [Your step-by-step reasoning based on
the Q&A]

verdict: [Your final verdict - one of *Supported’, "Re-
futed’, ’Not Enough Evidence’, or ’Conflicting Evi-
dence/Cherrypicking’]
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Input Claim

"In a letter to Steve Jobs, Sean Connery refused to appear in an apple commercial."

Generated Questions and Answers

Q1:

Al:

Did Sean Connery have a close relationship with Apple or its prod-
ucts?

Sean Connery was known for his iconic role as James Bond, but
there is no notable connection between him and Apple or its products.
However, he did have a long-standing relationship with the Omega
watch brand, which is often associated with the James Bond franchise.
This might be a potential point of interest, but it does not directly
relate to Apple.

Q2:

A2:

Were there any instances of Sean Connery turning down acting roles
or endorsement opportunities in the past?

Yes, Sean Connery was known to be selective with his acting roles
and had turned down several opportunities throughout his career.
However, there is no record of him specifically mentioning Apple or
any commercial opportunities related to the company in his interviews
or biographies.

Q3:

A3:

Can you find any credible sources confirming the claim that Sean
Connery refused to appear in an Apple commercial?

After conducting a thorough search, I could not find any credible
sources or reputable publications confirming the claim that Sean
Connery refused to appear in an Apple commercial. The claim appears
to be unsubstantiated and lacks concrete evidence.

Justification:

Final Verdict:

Based on the Q&A, we can see that there is no direct connection
between Sean Connery and Apple, and there is no record of him
turning down an Apple commercial specifically. Additionally, there is
no credible source to support the claim, which suggests that it might
be an unsubstantiated rumor or false information.

Not Enough Evidence

Table 5: Sample output from the direct prediction sys-
tem showing the model’s parametric knowledge-based

reasoning process.

This example demonstrates the typical behav-
ior observed in Experiment 1, where the model
relies solely on its parametric knowledge to gener-
ate relevant questions, provide answers based on
its internal knowledge, and reach a verdict. Note
how the model defaults to "Not Enough Evidence"
when it claims to not find sufficient information in
its parametric knowledge to support or refute the
claim definitively, despite the generated justifica-
tion suggesting that the claim is untrue. Note also
the poor quality of the questions generated.
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Appendix B. Detailed Example: Tracing
Bias Through the Pipeline for Experiment 2

Table 6 provides a detailed example of how a single
claim progresses through our different bias condi-
tions, illustrating the concrete differences in hypo-
thetical document generation, evidence retrieval,
and final veracity predictions discussed in the main
paper. We’ve chosen a claim where the final verac-
ity prediction differs slightly between the systems,
the positive system judging there to be conflicting
or cherrypicked evidence, while the objective and
negative systems judge it to be refuted (the correct
verdict), and the baseline system judges there is not
enough evidence. For lack of space we’ve included
the first three hypothetical documents, along with
the three first question and answer pairs. Note that
the answers here correspond to the retrieved ev-
idence, labeled with Evidence <ID>. There are
seven distinct pieces of evidence retrieved, labeled
A through G. For this particular example there is
a lot of overlap in the top three evidence retrieved,
with A, B, and C showing up in positive, objective,
and baseline retrieval results, while negative has
A, B, and D. This example seems to show that the
further down the list we get, the more diverging
evidence retrieved for each system.
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Table 6: Tracing a claim through different bias conditions: Hypothetical document generation and final veracity
predictions for the Matt Gaetz hospice fraud claim

Claim: "Republican Matt Gaetz was part of a company that had to pay 75 million in hospice fraud. They
stole from dying people."

Gold Truth Label: Refuted

Gold Truth Justification: "The company was sold in 2004 and the law suit was filed in 2013"

Table 7: Positive Bias Condition Results

Positive Bias Condition

Prompt:

Please write a fact-checking article passage that SUPPORTS the following claim,
highlighting evidence in favor of it.

Sample Hypotheti-
cal Documents:
Document 1:

Document 2:

Document 3:

"In 2021, a federal investigation found that a company called GelDerm Dermatology,
co-founded by Republican Rep. Matt Gaetz’s father, Don Gaetz, and other investors,
was part of a larger network of medical clinics that engaged in a widespread hospice
care fraud scheme. According to the U.S. Department of Justice, GelDerm was
among several companies that allegedly billed Medicare for medical services that
were not provided or were medically unnecessary..."

"A fact-checking examination of the claim that Republican Rep. Matt Gaetz was
involved with a company accused of hospice fraud reveals evidence suggesting a
connection between the congressman and the company, Gelinas Hospice Care. In
2019, the U.S. Department of Justice announced a settlement with Gelinas Hospice
Care, requiring the company to pay $75 million to resolve allegations of Medicare
fraud..."

"Matt Gaetz’s Involvement in a Company Accused of Hospice Fraud. Rep. Matt
Gaetz, a U.S. Representative from Florida, has been associated with a company called
Gelber Group, a medical billing firm that operated in the 2000s. In 2011, Gelber
Group’s parent company, American Medical Review Services (AMRS), reached
a settlement with the U.S. Department of Justice (DOJ) to resolve allegations of
Medicare and Medicaid billing fraud..."

Sample Evidence
Q&As:
Q1:

Al [Evidence A]:

Q2:

A2 [Evidence B]:

Q3:

A3 [Evidence C]:

Q4:
A4 [Evidence D]:

Was Matt Gaetz involved in a company that was accused of submitting fraudulent
Medicare claims?

The Department of Justice is suing the hospice company founded by Florida’s Senate
president, accusing it of submitting tens of millions of dollars in fraudulent Medicare
claims for more than a decade, including while Don Gaetz was vice chairman of the
board.

Did Matt Gaetz’s company, VITAS, have to pay a settlement due to allegations of
Medicare fraud while he was working there?

In 2013, the United States Department of Justice filed a lawsuit against VITAS for
allegedly committing Medicare fraud since 2002, when Gaetz still worked at the
company, though Gaetz denied any role in any wrongdoing that occurred.

What is the U.S. Department of Justice accusing the hospice company founded by
Senate President Don Gaetz of doing, and what was Matt Gaetz’s involvement with
the company at the time of the alleged wrongdoing?

The U.S. Department of Justice is suing the hospice company founded by Senate
President Don Gaetz, accusing it of Medicare fraud, going back to when Gaetz was
still with the firm.

Did the company that Matt Gaetz was a part of commit Medicare fraud in 2001?
The Justice Department claims the Medicare fraud was occurring in 2001, three
years before Gaetz and his partners sold the company.

Final Prediction:
Model Reasoning:

Conflicting Evidence/Cherrypicking
"The company was accused of fraud but the claim says they stole from dying people
which is not the same as fraud."
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Table 8: Negative Bias Condition Results

Negative Bias Condition

Prompt:

Please write a fact-checking article passage that REFUTES the following claim,
highlighting evidence against it.

Sample Hypotheti-
cal Documents:
Document 1:

Document 2:

Document 3:

"Fact-Checking the Claim: Republican Matt Gaetz and Hospice Fraud Allegations.
A recent claim circulating online suggests that Republican Representative Matt Gaetz
was involved with a company that perpetrated $75 million in hospice fraud, allegedly
stealing from dying individuals. However, a closer examination of the facts reveals
this claim to be largely unfounded and misleading..."

"Fact-Checking the Claim of Matt Gaetz’s Involvement in Hospice Fraud. Recent
claims have circulated online stating that Representative Matt Gaetz (R-FL) was
part of a company involved in a $75 million hospice fraud scheme that targeted
vulnerable individuals. However, these allegations are unfounded and lack concrete
evidence to support them..."

"Fact-Checking the Claim: Matt Gaetz’s Alleged Involvement in Hospice Fraud.
A recent claim has surfaced alleging that Republican Representative Matt Gaetz
was involved with a company that engaged in hospice fraud, resulting in a $75
million payout. However, a closer examination of the facts reveals that this claim is
misleading and lacks concrete evidence..."

Sample Evidence
Q&As:
Q1:

Al [Evidence B]:

Q2:

A2 [Evidence A]:

Q3:
A3 [Evidence E]:

Q4:
Ad [Evidence F]:

Did Matt Gaetz’s company, VITAS, have to pay a settlement due to allegations of
Medicare fraud while he was working there?

In 2013, the United States Department of Justice filed a lawsuit against VITAS for
allegedly committing Medicare fraud since 2002, when Gaetz still worked at the
company, though Gaetz denied any role in any wrongdoing that occurred.

Was Matt Gaetz involved in a company that was accused of submitting fraudulent
Medicare claims?

The Department of Justice is suing the hospice company founded by Florida’s Senate
president, accusing it of submitting tens of millions of dollars in fraudulent Medicare
claims for more than a decade, including while Don Gaetz was vice chairman of the
board.

Did Matt Gaetz’s father’s company, which was involved in a hospice fraud case, have
to pay a settlement of $75 million?

The Facebook post takes a single arrest for DUI, inflates it and omits that the case
was dropped. Also, the hospice fraud case pertains to a company that was once
owned by Matt Gaetz’s father Don Gaetz, who wasn’t named as a defendant in that
case.

Did Matt Gaetz state that he has knowledge of the allegations of hospice fraud
against the company he helped found?

Earlier this month, Senator Gaetz publicly stated that he has no knowledge of
the allegations contained within the False Claims Act lawsuit and is extremely
disappointed to “see a company I helped found involved in something like this.”

Final Prediction:
Model Reasoning:

Refuted
"The Q&As show that the company was involved in fraud but Matt Gaetz was not."
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Table 9: Objective Condition Results

Objective Condition
Prompt:

Please write an objective fact-checking article passage about the following claim,
presenting a balanced view of evidence both for and against it.

Sample Hypotheti-
cal Documents:
Document 1:

Document 2:

Document 3:

"Fact-checking the Claim Surrounding Matt Gaetz and a Hospice Fraud Settlement.
Rep. Matt Gaetz, a Republican congressman from Florida, has been at the center
of several controversies throughout his career. A recent claim circulating online
suggests that Gaetz was involved with a company that was involved in a significant
hospice fraud case. To examine the validity of this claim, it’s essential to break down
the evidence..."

"Matt Gaetz and the Allegations of Hospice Fraud. In 2019, allegations emerged
that U.S. Representative Matt Gaetz (R-FL) was associated with a company that
was involved in a significant hospice fraud case. According to reports, Fort Walton
Beach-based American Medical Systems, Inc., a company partially owned by a
friend of Gaetz’s, paid $75 million to settle allegations of Medicare and Medicaid
fraud..."

"Fact-Checking Claim: Matt Gaetz’s Involvement in Hospice Fraud Case. A recent
claim has been circulating that Representative Matt Gaetz (R-FL) was part of a com-
pany that engaged in hospice fraud, resulting in a $75 million settlement. The claim
suggests that Gaetz’s involvement in this company, known as American Medical
Care (AMC), led to the exploitation of vulnerable individuals..."

Sample Evidence
Q&As:
Q1:

Al [Evidence B]:

Q2:

A2 [Evidence A]:

Q3:

A3 [Evidence C]:

Q4:

A4 [Evidence G]:

Did Matt Gaetz’s company, VITAS, commit Medicare fraud while he was working
there, and if so, what was the outcome of the lawsuit filed by the US Department of
Justice?

In 2013, the United States Department of Justice filed a lawsuit against VITAS for
allegedly committing Medicare fraud since 2002, when Gaetz still worked at the
company, though Gaetz denied any role in any wrongdoing that occurred.

Was Matt Gaetz involved in a company that was accused of submitting fraudulent
Medicare claims?

The Department of Justice is suing the hospice company founded by Florida’s Senate
president, accusing it of submitting tens of millions of dollars in fraudulent Medicare
claims for more than a decade, including while Don Gaetz was vice chairman of the
board.

What is the U.S. Department of Justice accusing the hospice company founded by
Senate President Don Gaetz of, and what was Matt Gaetz’s involvement with the
company at the time of the alleged wrongdoing?

The U.S. Department of Justice is suing the hospice company founded by Senate
President Don Gaetz, accusing it of Medicare fraud, going back to when Gaetz was
still with the firm.

Was Matt Gaetz involved in a company that was accused of Medicare fraud during
his time as vice chairman?

TALLAHASSEE — The U.S. Department of Justice has sued the hospice company
founded by Florida Senate President Don Gaetz, accusing the company of engaging
in Medicare fraud for more than 11 years, including during the time Gaetz was vice
chairman.

Final Prediction:
Model Reasoning:

Refuted
"The company was sold before the fraud started."
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Table 10: Baseline Condition Results

Baseline Condition
Prompt:

Please write a fact-checking article passage to support, refute, indicate not enough
evidence, or present conflicting evidence regarding the claim.

Sample Hypotheti-
cal Documents:
Document 1:

Document 2:

Document 3:

"Fact-Checking the Claim of Matt Gaetz’s Involvement in Hospice Fraud. A recent
claim has surfaced alleging that Representative Matt Gaetz (R-FL) was associated
with a company that engaged in hospice fraud, resulting in a $75 million settlement.
However, a closer examination of the facts reveals a more nuanced picture. The
company at the center of the allegations is American Home Medical (AHM), which
agreed to pay $75 million to settle allegations..."

"Fact-Checking the Claim of Matt Gaetz’s Alleged Involvement in Hospice Fraud.
A recent claim has circulated on social media that Republican Representative Matt
Gaetz was part of a company that engaged in hospice fraud and embezzled 75 million
dollars from terminally ill patients. However, upon closer inspection, the available
information suggests that the claim is partially accurate, but also exaggerated and
distorted..."

"Fact-checking the Claim of Matt Gaetz’s Involvement in Hospice Fraud. Recent
allegations have been circulating that Representative Matt Gaetz, a Republican
from Florida, was part of a company involved in a significant hospice fraud case.
According to some sources, the company allegedly stole from dying people and was
forced to pay $75 million in fines. However, a closer examination of the facts reveals
a more complex situation..."

Sample Evidence
Q&As:
Q1:

Al [Evidence B]:

Q2:

A2 [Evidence A]:

Q3:

A3 [Evidence C]:

Q4:

A4 [Evidence G]:

Did Matt Gaetz’s company, VITAS, commit Medicare fraud while he was working
there, and if so, what was the outcome of the lawsuit filed by the US Department of
Justice?

In 2013, the United States Department of Justice filed a lawsuit against VITAS for
allegedly committing Medicare fraud since 2002, when Gaetz still worked at the
company, though Gaetz denied any role in any wrongdoing that occurred.

Was Matt Gaetz involved in a company that was accused of submitting fraudulent
Medicare claims?

The Department of Justice is suing the hospice company founded by Florida’s Senate
president, accusing it of submitting tens of millions of dollars in fraudulent Medicare
claims for more than a decade, including while Don Gaetz was vice chairman of the
board.

What is the U.S. Department of Justice accusing the hospice company founded by
Senate President Don Gaetz of doing, and what was Matt Gaetz’s involvement with
the company at the time of the alleged wrongdoing?

The U.S. Department of Justice is suing the hospice company founded by Senate
President Don Gaetz, accusing it of Medicare fraud, going back to when Gaetz was
still with the firm.

Was Matt Gaetz involved in a company that was accused of Medicare fraud during
his time as vice chairman?

TALLAHASSEE — The U.S. Department of Justice has sued the hospice company
founded by Florida Senate President Don Gaetz, accusing the company of engaging
in Medicare fraud for more than 11 years, including during the time Gaetz was vice
chairman.

Final Prediction:
Model Reasoning:

Not Enough Evidence
"The company was not found guilty of fraud, and the amount of the settlement is not
known."
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Abstract

Determining the veracity of atomic claims is
an imperative component of many recently
proposed fact-checking systems. Many ap-
proaches tackle this problem by first retriev-
ing evidence by querying a search engine and
then performing classification by providing the
evidence set and atomic claim to a large lan-
guage model, but this process deviates from
what a human would do in order to perform
the task. Recent work attempted to address
this issue by proposing iterative evidence re-
trieval, allowing for evidence to be collected
several times and only when necessary. Con-
tinuing along this line of research, we pro-
pose a novel claim verification system, called
EMULATE, which is designed to better emu-
late human actions through the use of a multi-
agent framework where each agent performs
a small part of the larger task, such as rank-
ing search results according to predefined cri-
teria or evaluating webpage content. Exten-
sive experiments on several benchmarks show
clear improvements over prior work, demon-
strating the efficacy of our new multi-agent
framework. Our code is available at https:
//github.com/qqqube/EMULATE.

1 Introduction

To prevent the spread of misinformation, a mul-
titude of automated fact-checking systems have
recently been proposed in the natural language
processing community (Xie et al., 2025; Wang
et al., 2024; Singal et al., 2024; Kim et al., 2024;
Chen et al., 2024; Chern et al., 2023; Pan et al.,
2023; Wang and Shu, 2023). For example, Chern
et al. (2023) and Wang et al. (2024) introduced
frameworks that break texts into atomic claims and
equip LLMs with the ability to use web search
tools to retrieve evidence for verifying the claims.
Other works have also considered taking iterative
approaches for search query generation (Wei et al.,
2024) as well as the whole retrieval/verification

process (Xie et al., 2025).

Continuing along this line of research, we pro-
pose a novel system, called EMULATE, that takes
an atomic claim as input and determines the verac-
ity of the claim by retrieving evidence from the web
and mimicking human actions. More specifically,
we employ a multi-agent framework that consists of
agents for generating search queries, determining
the credibility and relevance of search results, eval-
uating webpage content, assessing collections of
evidence, and performing classification. By having
each agent execute a small part of the larger task,
our system can successfully guide the underlying
language models in retrieving important informa-
tion from external resources which ultimately leads
to an amelioration in classification performance.

The closest work to ours is FIRE (Xie et al.,
2025), which consists of three components: one
for either outputting the final answer or generat-
ing the next search query, another for making web
searches and retrieving the snippets of the search
results, and a third for final verification after a max-
imum number of retrieval steps has been reached.
Though FIRE also makes use of several agents, our
framework further breaks down the fact verifica-
tion process by trying to understand why additional
evidence is needed at each step, which enables the
system to ignore redundant and irrelevant search
results and generate high-quality queries that can
better enhance the system’s evidence set.

To evaluate the efficacy of our framework, we
perform experiments on a variety of fact-checking
benchmarks. Our results show a clear improvement
over prior work and demonstrate the effectiveness
of using multi-agent systems to tackle complex
tasks like fact verification.

2 Related Work

Many existing automatic fact-checking pipelines
adopt the Decompose-Then-Verify paradigm, which
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Input: Claim ¢,
Output: Veracity Label (True or False)

MAX_SEARCH_QUERIES, MAX_SEARCH_RESULTS_PER_QUERY

memory_bank = []
not_self_contained_results []
query_queue = InitialQueryGen(c)

search_query = POP(query_queue, ©)
result_list = SearchEngine(search_query)
ranked_result_list = SearchRank(search_query,

for result in ranked_result_list:
if SelfContainedCheck(c, memory_bank,

if SufficientEvidence(c,
return Classifier(

else:
additional_queries
break
else: continue

because there would now be sufficient evidence,
algorithm.

return Classifier(c, memory_bank)

/* Initialize memory bank, list of results that aren't self-contained, and the query queue */

while query_queue is not empty and number of queries made < MAX_SEARCH_QUERIES:

result):
if DetHelpful(c, memory_bank, result):
Append result to memory_bank

Add additional_queries to the front of query_queue

else: Append result to not_self_contained_results

Iterate through not_self_contained_results. If including a result in memory_bank enables classification

return the result of classifying and terminate the

/* If haven't terminated at this point, do classification with the evidence collected so far */

result_list) [0 : MAX_SEARCH_RESULTS_PER_QUERY]

memory_bank) :
c, memory_bank)

AdditionalQueryGen(c, memory_bank)

Figure 1: Claim veracity classification algorithm. The input to the algorithm is an atomic claim ¢ along with two
values specifying the maximum number of search queries that can be made and the maximum number of search

results returned per query. The output of the algorithm
LLM agent is highlighted in | green .

first decomposes a text into several atomic claims
and then verifies each claim individually (Hu et al.,
2024; Wei et al., 2024; Song et al., 2024; Min et al.,
2023). Several approaches for the latter task of ver-
ifying individual claims (which is the task that we
focus on in this work), begin by retrieving evidence
via web search and then feeding the evidence and
the claim to a language model for final verification
(Chern et al., 2023; Wang et al., 2024). Though
this is sometimes effective, a shortcoming is the
misalignment between this process and the process
of humans when doing the task. Recent works ad-
dress this through iterative evidence retrieval (Xie
et al., 2025), which allows for evidence to be col-
lected several times and only when it is considered
necessary. We build on this idea with EMULATE
and also incorporate the idea of iterative retrieval
and verification.

3 Methodology

Emulating Human Actions. Our multi-agent
framework is designed to emulate human actions.
If a human were trying to verify a claim by using
the Internet, they would start by making a search
query that they think would be helpful, which will

is a binary label indicating the veracity of the claim. Each

return many results/links. They would then select
a link to click on based on the credibility of the
source (which can be inferred from the URL), as
well as the relevance (which can be guessed by
looking at the title and snippet). After clicking on
a link and reading the text, one of the following
scenarios will occur:

(a) The document is self-contained and the hu-
man has sufficient information to determine the
claim’s veracity.

(b) The document is self-contained and the hu-
man was able to acquire knowledge that’s helpful
for the task, but more information is needed.

(¢) The document is self-contained, but com-
pletely irrelevant.

(d) The document is not self-contained.

If scenario (a) occurs, the human is done with
the task. If scenario (b) occurs, the human should
retain the information acquired from the text and
then think of additional search queries required for
completing the task. In scenario (c), the human
should visit another link that was returned in the
response to the initial search query. In scenario
(d), the human would need to formulate additional
search queries to fill in the gaps. To the best of our
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BingCheck FacTool-KBQA Factcheck-Bench

Weighted-F1

Figure 2: Results on the entire GPT-4.1 model family.
The strongest/weakest model according to OpenAl is
GPT-4.1/GPT-4.1-nano.

Dataset ‘ #True ‘ #False ‘ Total
FacTool-KBQA 177 56 233
BingCheck 160 42 202

Factcheck-Bench 472 159 631

Table 1: Dataset statistics for FactTool-KBQA,
BingCheck, and Factcheck-Bench

knowledge, our system is the first fact-checking
algorithm to follow this process.

A Novel Multi-Agent Framework. Our fact-
checking algorithm is shown in Figure 1, and
makes use of the following LLM-powered agents:
(1) InitialQueryGen: Generates a list of initial
search queries given a claim. (2) SearchRank:
Given a query and a list of corresponding search
results (each result consists of a title, a URL, and a
snippet), outputs a sorted list of the results based
on relevance and credibility. (3) SelfContained-
Check: Given a claim, the evidence set so far, and
a new search result, determines if the content of
the new webpage is comprehensible (i.e., if it is
comprehensible, it is either self-contained or can be
comprehended if you consider the information in
the evidence set). (4) DetHelpful: Given a claim,
the evidence set so far, and a new comprehensi-
ble search result, determines if the search result
provides new information that isn’t already men-
tioned in the current evidence set and if it would
be helpful for veracity checking. (5) SufficientEvi-
dence: Given a claim and the evidence set so far,
determines if there is sufficient evidence to per-
form classification. (6) Classifier: Given a claim
and the evidence set, outputs a classification la-
bel. (7) AdditionalQueryGen: Given a claim and
the evidence set, outputs a list of search queries to
enhance the existing evidence set.

Note that in Figure 1, when the algorithm en-

counters scenario (d), it stores the result instead of
making additional search queries to fill in the gaps,
and walks through them at the end if it didn’t termi-
nate during the while loop yet, since something
that was once not self-contained could become
self-contained if the memory bank has changed.
This design choice was made to prioritize process-
ing self-contained evidence pieces to minimize the
number of queries that need to be made.

4 Experiments

Datasets and Metrics. We evaluate EMULATE
along with other systems on three datasets that each
provides annotations at the level of atomic claims:
FacTool-KBQA (Chern et al., 2023), BingCheck
(Li et al., 2024), and Factcheck-Bench (Wang et al.,
2024). FacTool-KBQA is a subset of the dataset
introduced in Chern et al. (2023) for the knowledge-
based QA task with 233 claims labeled as either
True or False. BingCheck (Li et al., 2024) consists
of atomic claims annotated with four possible la-
bels (supported, refuted, partially supported, and
not supported). We retain supported and refuted
examples only and convert their labels to True and
False respectively. We also only use a portion of the
supported examples to control the class imbalance.
Factcheck-Bench (Wang et al., 2024) provides 661
checkworthy claims human-annotated with either
True, False, or Unknown. We ignore the Unknown
examples and sample 631 claims for our experi-
ments. See Table 1 for full dataset statistics.

To quantify performance, we report the preci-

sion, recall, and F1 scores for each class. We also
provide the macro-F1 score, which aggregates the
label-wise F1 scores by averaging. The weighted-
F1 score is also included, which could better ac-
count for class imbalance.
Baselines. We compare our multi-agent system
with four baselines: (1) FACTOOL (Chern et al.,
2023), (2) FACTCHECK-GPT (Wang et al., 2024),
(3) SAFE (Wei et al., 2024), and (4) FIRE (Xie
et al., 2025). Note that FIRE (Xie et al., 2025) is
the only baseline that was designed to take as in-
put an atomic claim and output True or False (like
EMULATE). In each of the other three baselines,
checking the veracity of atomic claims is one step
in the algorithm, which means that minor modifica-
tions to the corresponding open-source repositories
were required to make comparisons!.

"For FACTCHECK-GPT, we also modify the code to utilize
serper.dey to obtain a maximum of 10 URLs per query.
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True

False

Dataset Method P ‘ R ‘ F1 p ‘ R ‘ F1 M-F1 | W-F1
FacTool 092 | 0.84 | 0.88 | 0.55 | 0.71 | 0.62 0.75 0.83

FactCheck-GPT | 091 | 0.8 | 0.85 | 0.48 | 0.69 | 0.56 0.71 0.79

BingCheck SAFE 088 | 0.72 | 0.79 | 0.37 | 0.62 | 0.46 0.62 0.72
FIRE 091 | 0.87 | 0.89 | 0.58 | 0.69 | 0.63 | 0.76 0.84

EMULATE 091 | 096 | 0.93 | 0.79 | 0.62 | 0.69 0.81 0.88

FacTool 091 | 0.84 | 0.87 | 0.59 | 0.73 | 0.65 0.76 0.82

FactCheck-GPT | 0.91 | 0.77 | 0.83 | 0.51 | 0.77 | 0.61 0.72 0.78

FacTool-KBQA SAFE 0.89 | 0.87 | 0.88 | 0.61 | 0.64 | 0.63 0.76 0.82
FIRE 09 | 0.88 | 0.89 | 0.63 | 0.68 | 0.66 | 0.78 0.33

EMULATE 0.89 | 0.92 | 091 | 0.72 | 0.64 | 0.68 0.8 0.85

FacTool 093 | 0.74 | 0.82 | 0.52 | 0.82 | 0.64 0.73 0.77

FactCheck-GPT | 0.94 | 0.74 | 0.83 | 0.53 | 0.86 | 0.65 0.74 0.78

Factcheck-Bench SAFE 092 | 0.78 | 0.84 | 0.55 | 0.79 | 0.65 0.74 0.79
FIRE 0.93 | 0.81 | 0.87 | 0.59 | 0.81 | 0.68 | 0.78 0.82

EMULATE 9 | 089 | 09 0.7 | 0.72 | 0.71 0.8 0.85

Table 2: For each claim verification system, we report the label-wise precision, recall, and F1 scores along with the
Macro-F1 (M-F1) and Weighted-F1 (W-F1) scores. The best results on each dataset are shown in bold, while the

second best results are underlined.

Dataset Method True F1 | False F1 | Weighted-F1
RM-SR 0.87 0.57 0.8
FacTool-KBQA RM-SCC 0.9 0.63 0.84
EMULATE 0.91 0.68 0.85
RM-SR 0.88 0.68 0.83
Factcheck-Bench | RM-SCC 0.88 0.66 0.82
EMULATE 0.9 0.71 0.85

Table 3: Ablation studies on FacTool-KBQA and
FactCheck-Bench. RM-SR/RM-SCC means that
SearchRank/SelfContainedCheck were removed from
EMULATE.

Implementation. For our main experiments,
we employ OpenAl’s GPT-4.1 model> with a
temperature of 1 for all agents in EMULATE
as well as the baseline systems. All EMU-
LATE agents are provided with zero-shot prompts
that contain instructions for the subtasks. Un-
less otherwise stated, MAX_SEARCH_QUERIES
and MAX_SEARCH_RESULTS_PER_QUERY
are set to 4 and 2 respectively. To make web
searches, we invoke API calls with serper.dev.

5 Results

Our main results are presented in Table 2. From
them, we can see that EMULATE outperforms all
baselines on every dataset on 6 out of 8 metrics that
we compute. Notably, EMULATE consistently
achieves the best results on both label-wise F1
scores, the macro-F1 score, and the weighted-
F1 score, which confirms the effectiveness of our
novel design. We also observe that FIRE always
achieves the second best results, which is likely
attributed to its iterative retrieval mechanism.

2gpt-4.1-2025-04-14

To gain a better understanding of the impact that
different agents have on our system, we conduct
ablation studies on FacTool-KBQA and FactCheck-
Bench. In particular, we quantify the effect of
removing (1) SearchRank and (2) SelfContained-
Check. From Table 3, we can see that excluding
SearchRank leads to performance degradation on
both datasets (more heavily on FacTool-KBQA),
which tells us that the SearchRank agent can ef-
fectively sort a list of search results according to
the aforementioned criteria. We also find degrada-
tion on all datasets when removing the SelfCon-
tainedCheck agent, which reveals that the agent
can effectively evaluate and filter search results.

Lastly, we run experiments on the entire GPT-
4.1 model family to determine if EMULATE still
works well when the underlying LLM of each agent
is supplanted with a weaker model. According
to Figure 2, as the underlying LLM weakens, the
weighted-F1 scores decrease as well. Intuitively,
weaker models are expected to be less performant
on the subtasks in EMULATE, which can lead
to suboptimal results; however, we can see that
the performance of EMULATE when equipped
with GPT-4.1-mini is sometimes close to the per-
formance with GPT-4.1.

6 Conclusion

In this paper, we proposed a novel approach for
determining the veracity of atomic claims, which
is designed to emulate human actions through a
multi-agent framework. Through extensive exper-
iments, we showed that our system, EMULATE,
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outperforms previously introduced algorithms for
the task and can work well even when used with
a weaker base LLM. We also reported the results
from doing ablation studies, which confirmed the
effectiveness of several agents.

Limitations

Evaluation of our system requires datasets that have
veracity annotations at the level of atomic claims.
Due to the scarcity of such datasets, we were only
able to evaluate on three, and each contained less
than 1,000 examples. Additionally, these datasets
have a class imbalance issue (i.e., there are signifi-
cantly less False claims than True claims).

Another shortcoming lies in our design choice of
processing documents that aren’t self-contained at
the end of the algorithm. Future work should inves-
tigate other alternatives, since for some claims, it
may not be possible to do claim verification without
providing search results that aren’t self-contained
as evidence.
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SemQA: Evaluating Evidence with Question Embeddings and Answer
Entailment for Fact Verification
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Abstract

Automated fact-checking (AFC) of factual
claims must strike a balance between efficiency
and accuracy. Although sophisticated frame-
works such as Ev?R offer strong semantic
grounding, they often carry a heavy computa-
tional burden; on the contrary, simpler overlap-
or one-to-one matching metrics are far less de-
manding, but frequently diverge from human
judgments. In this paper, we introduce SemQA,
a lightweight and accurate evidence scoring
metric that combines transformer-based ques-
tion scoring with bidirectional NLI entailment
in answers. SemQA is then evaluated through
correlation analysis with existing metrics, ex-
amination of representative examples, and hu-
man evaluations.

1 Introduction

Large language models (LLMs) have seen explo-
sive adoption, but are prone to hallucinations. Xu
et al. argue that this is a core limitation for LLMs.
When an LLM generates a response that is incor-
rectly decoded, is not based on training data, or
does not follow identifiable patterns, the response
can be false or misleading. LLM output verification
is a time-consuming task for humans, so automated
fact checking (AFC) systems were created to effi-
ciently process large volumes of information and
detect hallucinations (Malviya and Katsigiannis,
2024).

The shared task FEVER (Fact Extraction and
VERification)! has driven progress by providing
a standardized framework and datasets for AFC
systems to retrieve evidence and predict veracity
labels. The AVeriTeC dataset extends fact check-
ing to real-world claims with naturally occurring
evidence (Schlichtkrull et al., 2023).

Traditional AFC evaluation methods often eval-
uate evidence solely based on predicted verdicts or

'FEVER Workshop homepage:
index.html

https://fever.ai/

Caroline K. Vannebo
University of Oslo
carolikv@ifi.uio.no

Roxana Pop
University of Oslo
roxanap@ifi.uio.no

by comparison of evidence retrieved with closed
knowledge sources. Ev2R (Akhtar et al., 2024) was
introduced as an evaluation framework for AFC to
counteract these limitations. In fact, Ev?R out-
performs many traditional evaluation approaches.
However, being an LLM-driven framework, Ev?R
can be computationally intensive. Finding a com-
promise that is more computationally efficient and
still accurate would benefit the development pro-
cess of AFC systems.

We seek to design a metric that can evaluate
question-and-answer (QA) evidence against refer-
ences. Building on insights from Ev2R, Hungar-
ian METEOR (Kuhn, 1955), and soft weighting
of question similarities, we propose SemQA. A
Semantic Question and Answer metric. Our work
makes the following contributions;

* The design of SemQA, which combines ques-
tion embeddings with natural language infer-
ence (NLI) answer entailment into a single
tunable metric that is up to 5x faster than EvZR
with correlation with human judgments.

* A human-centered quantitative evaluation
of SemQA on a representative subset of
AVeriTeC, comparing its evidence scoring
judgments directly against expert annotations.

2 Related work

FEVER 2025 implements two main metrics for
evidence evaluation: Ev2R (Section 2.1) and Hun-
garian METEOR (Section 2.2). We compare these
as the primary baselines for the development and
evaluation of our new SemQA metric.

21 Ev’R

Ev2R has three different variations for evaluation
(Akhtar et al., 2024); reference-based, proxy-based,
and reference-less scorer. These scorers are eval-
uated on the basis of how well their predictions
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Atomic facts in referenced evidence

s ™

\

1t fact: No answer was found regarding
whether onions can absorb illness from a
person's feet.
2nd fact: Onions do not absorb bacteria.
3rd fact: The idea that a vegetable would
attract and suck into itself bacteria from the air

is not even logical. [..]

Atomic facts in retrieved evidence

2 e
1st fact: There is no scientific basis for the
post’s purported remedy, experts told AAP
FactCheck

2nd fact: Studies have found onions may
provide some health benefits to humans,
however there is no evidence they cure colds,
flu or bronchitis. [.]

Referenced evidence

\

Can onions absorb illness from a person's feet?
No answer could be found.

Can onions absorb and cure illnesses from
being in an open jar?

Dr. MacDonald said in an article for Best Food
Facts regarding whether onions can absorb
bacteria and cure illness, "No, onions do not
absorb bacteria. [..]

R N

Retrieved evidence

Is there scientific evidence supporting the
effectiveness of sliced onions in curing colds,
coughs, and fever?

There is no scientific basis for the post's
purported remedy, experts told AAP
FactCheck. Studies have found onions may
provide some health benefits to humans,
however there is no evidence [..]

7

J

Figure 1: Example to visualize reference-based evaluation.
The evidence is decomposed into atomic facts before evalu-
ation. Illustration based on work of original author (Akhtar
et al., 2024)

correlate with human evaluation, taking into ac-
count factors such as coverage, consistency, coher-
ence, relevance, and repetition. We are exploring
a reference-based atomic scorer, just like in the
FEVER workshop. We deduce this on the basis of
their implementation. The reference-based atomic
scorer decomposes the retrieved evidence E and
the referenced evidence E into atomic facts A,
and Ag. In other words, it uses LLMs to break
down the claims and evidence into atomic facts to
be compared. Figure 1 illustrates an example of
this process.

The reference-based atomic scorer uses preci-
sion and recall scores. Precision refers to measur-
ing the accuracy of the retrieved evidence, while
recall is used to assess the completeness of the
retrieved evidence E based on the gold standard.
Akhtar et al. specifies the precision score Sy ec
as the ratio of facts supported by the referenced
evidence: )

Sprec = ‘A

] I[az supported by E]
EBlapeap

The scorer iterates over each fact (ap €
Ag), and if a fact a is supported by the ref-
erenced evidence F, then the indicator function
(Ilaz supported by E]) returns 1. In the opposite
case, 0 will be returned. The recall score S,ecqi
measures how much the retrieved evidence F cov-
ers the content of the referenced evidence E. Here,
it evaluates whether each atomic fact of the ref-
erenced evidence (ag € Afg) is supported by the
retrieved evidence F or not:

Z I[az supported by £

Srecall = T, 7
|A |aE€AE

This approach makes the evaluation precise, but
it requires a lot of computational power per evalua-
tion. In practice, this is a significant limitation as

the cost will scale with the size of the model and the
number of claims. In addition, heavy computations
lead to a longer computational time, which raises
concerns about scalability, i.e. the performance
of evaluation as the evidence corpus size grows.
These drawbacks demonstrate the need for a less
computationally intensive evaluation framework
for AFC.

The evaluations in the paper of Ev?R (Akhtar
et al., 2024) suggest that the reference-based atomic
scorer correlates better with human evaluations
than traditional metrics. Despite this, they may
have problems evaluating retrieved evidence that
uses a different reasoning or information than the
referenced evidence. This is problematic as it can
lead to lower scores even if both the retrieved and
referenced evidence lead to the same conclusion.

2.2 Hungarian METEOR

Hungarian METEOR is a metric for AFC that eval-
uates the degree to which the retrieved evidence
matches the referenced evidence for a claim. It
builds on the METEOR metric (Banerjee and Lavie,
2005) and applies the Hungarian matching algo-
rithm (Kuhn, 1955). A set of token sequences is
used with a pairwise scoring function, followed
by the use of the Hungarian algorithm to find a
match between retrieved sequences and referenced
sequences. In practice, each pair of referenced
evidence and retrieved evidence is taken and their
textual overlap is given a score to find the most sim-
ilar correlation between referenced and retrieved
evidence. The score scales with the correlation,
meaning that the more similar it is, the higher the
score. Schlichtkrull et al. calculate the total score
using f(-) as a pairwise scoring function. X (-) is a
binary assignment function, where a match gives 1,
and no match gives 0. The result u, is the maximum
similarity score under the one-to-one matching re-
straint between the referenced (Y') and retrieved
evidence (Y):

up(V,Y) = ﬁ max 357 £(5,9) X (3, 9)

gey yeY

Hungarian METEOR is fast and lightweight as
it is an algorithmic metric that does not rely on
neural networks or language models. This leads to
a shorter computation time than the Ev?R metric.
However, this also means a limited semantic under-
standing. Akhtar et al. states that the use of token
matching metrics, such as METEOR, is sensitive
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to surface forms and does not consider alternative
evidence paths.

3 Methodology

In this section, we outline the conceptual founda-
tions of SemQA and cover its concrete implemen-
tation. At its core, SemQA is designed to assess
the output of the HeRO system, which is trained on
the AVeriTeC dataset.

There are various approaches to evaluate AFC
systems. For instance, the output of HeRO includes
a labeled verdict, a justification text, and the evi-
dence; which both the verdict and justification are
based on when presented with a claim. In one ap-
proach, one could suggest that the precision of a
label and justification could be trivially measured.
For example, label accuracy could be measured
directly through accuracy per label class, such as
recall, F1, or mAP. Alternatively, justification ac-
curacy could be assessed by comparing the gen-
erated justification with the gold justification; by
measuring the embeddings of these justifications
with cosine similarity, or learned scorers, such as
BERTScore (Zhang et al., 2020).

However, depending on the complexity of the
format, evaluating the precision of the evidence
often becomes less trivial. In the case of a QA
format, there are multiple questions to consider;
assuming that the correct label and justification
were generated, did the system propose appropriate
questions? Will the generated answers lead to the
same justification as before? Could any generated
answers contradict the gold justification?

With these considerations in mind; our metric
measures semantic similarities of the generated
evidence against the gold question-answer pairs. In
detail, SemQA utilizes a combination of question
similarity score and answer entailment score.

3.1 Formulation

The HeRO system generates evidence that supports
the predicted justification and claim. The gen-
erated evidence E, is a set of question-answer
pairs, P = {Q, A}, ie, E = {P,,...,P,}.
For reference-based evaluation, the gold QA pairs
P ={Q, A}, labels L, and justifications .J are pro-
vided, allowing us to directly evaluate performance
against the generated output. The gold QA pairs
can thus be evaluated directly against the predicted.
The AVeriTeC dataset includes annotated gold QA
for each claim (Schlichtkrull et al., 2023). However,

the number of annotated questions is limited to a
finite set; HeRO returns a set of generated questions
that could be more than the number of annotated
questions. This is taken into account with SemQA.

3.2 Question Score

Given that the number of questions generated m is
higher than the gold questions provided n, the met-
ric should calculate the relevance of the questions
generated to the gold questions. In order to score
the question relevance, we propose two versions for
question scoring; with Hungarian matching (Sec-
tion 3.2.1) and softmax (Section 3.2.2).

3.2.1 Variation: Hungarian Matching

Instead of Hungarian METEOR matching (Section
2.2), we utilize a sentence transformer to encode
the question sentences into an encoded embedding
e(Q), e(Q). This provides a richer semantic score
for the questions compared to that of the Hungar-
ian METEOR. Moreover, the cosine similarity is
computed between the gold and generated question
embeddings. This is followed by building a simi-
larity matrix based on each similarity score, S; ;.
Finally, the cost is calculated, C; j, turning similar-
ity into a cost such that lower similarity results in

higher cost:
Si.j = cos(e(Qi), e(@)),
Cij=1-8i;.

Using the Hungarian matching algorithm (Kuhn,
1955), HM(+), we can find an assignment of gold
questions to generated questions with the lowest
total cost. This gives us /V pairs of lowest cost:

HM(C) = {(@@4)} ..

Finally, the question score is calculated as the
average similarity score of these matched pairs:

1
Qscore - N Z Si,j-

(4,5) € HM(C)

3.2.2 Variation: Softmax

As an alternative to hard one-to-one matching, we
can aggregate all pairwise question similarities via
soft weighting. After encoding questions with the
same transformer e(+), we form the cosine similar-
ity matrix:

Sij = cos(e(Qi), e(Q;))

We then normalize each row of S into a probability
distribution:
exp (S i,5 )

J Rl G
’ 21:1 eXp(Si«k’)
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Intuitively, F; ; measures how strongly the gen-
erated questions () ; overlap with the gold questions
Q;. Let F be all probabilities over the set threshold
t:

F=A03) | Pij >t}

The threshold removes weak alignments and fo-
cuses the score on genuinely relevant question pairs.
This can also leave only a small number of surviv-
ing alignments. If only a few predicted questions
match confidently with the gold questions, we want
to reduce the final score. To improve this, we intro-
duce the normalization constant k:

. F
k = mln(l7 m),

k is calculated by taking the number of matches
after thresholding, | F|, over the maximum number
of one-to-one matches, min(N, M). The final soft-
max variation of the question score becomes the
sum of probabilities for the strongly matched:

1
Qscore =k X m Z Pz,]

(i,5)€F
3.3 Answer Score

When evaluating the quality of the generated an-
swers, we only consider those tied to confidently
matched questions, F. This allows us to reduce
computation time and focus on the corresponding
answers. Let {(i,7)} be the set of gold and pre-
dicted pairs of questions, returned by our question
matching step. For each such pair (4, j), we extract
the gold answer A; and the generated answer flj,
and run a bidirectional NLI, i.e., entailment in both
directions. The motivation behind using an NLI
model is simple; we want to capture the probability
of whether the generated answer truly follows, and
is supported by the gold answer, in both directions:

pfwd(i,j) = Entcul(Al—th])
powali, j) = Entail(A; — A;)

Entail(-) is the probability of the “entailment”
class after discarding the “neutral” dimension of
NLI logits. We take the maximum of the forward
and backward entailment scores to reward any di-
rection in which one answer fully covers the other,
ensuring that additional detail or paraphrasing does
not reduce the measured support. Let b; ; be the
strongest entailment for the given match ¢, j:

bi; = max(pwa(i, ), powa(i,))-

Finally, the overall answer score is simply the
average across all matched pairs:

1
Ascore = T bz g
[{(i,9)}] 2 b

(i9)
3.4 Weighted combination

Our metric balances question similarity and answer
entailment with the hyperparameter o.. By default,
a = 0.5. Setting a high « leads to more focus on
question recall than answer entailment. During our
analysis, we plan to explore the effect of focusing
more on the questions rather than the answers. The
metric is calculated as follows;

SemQA =a- Qscore + (1 - Ot) - Agcore

3.5 Implementation Details

For the sentence transformer, we utilize the pre-
trained; A11 Mpnet Base V22. This sentence trans-
former maps the sentence into a 768 dimensional,
dense embedding. We selected the model due to
its balanced trade-off between computational effi-
ciency and semantic richness, making it well-suited
for our evaluation metric. Then, for our NLI model,
we utilize BART (Lewis et al., 2019).

4 Analysis and Results

We assess our metric through three forms of analy-
ses. First, in Section 4.1, we fine-tune SemQA for
correlation with the other metrics and evaluate the
correlation. This is followed by computational effi-
ciency in Section 4.2. Next, in Section 4.3, we look
at representative examples of surface strengths and
weaknesses in the model. Finally, in Section 4.4,
we hold human evaluations for further examination
of our metric.

4.1 Finetuning for Correlation

Our implementation has multiple tunable param-
eters and variations. This includes variations in
question scores (Section 3.2), alpha «, and thresh-
old. To explore the different SemQA values for
different parameters, we fine-tune our metric for
high correlation with the other metrics. First, lever-
aging the HeRO system (Yoon et al., 2024) with
the instruction-tuned Llama 3.3 70 model as a

“judge” for evidence generation (Meta, 2024), we

generate examples. Then, the generated output is
utilized for both fine-tuning and evaluation.

Link to sentence transformer: https://huggingface.
co/sentence-transformers/all-mpnet-base-v2
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To fine-tune our metric, we explored different
alpha and threshold values for the metrics. Sub-
sequently, we were interested in investigating the
effect of the implemented variations. To evaluate
SemQA, we compared it with the other metrics
by Covariance, Pearson’s r and Kendall’s 7. Co-
variance is used to evaluate how the two metrics
co-vary around their means, while Person’s 7 corre-
lation coefficient  measures the strength of a linear
relationship between two normally distributed vari-
ables (Benesty et al., 2009). Kendall’s 7 assesses
the ordinal association between two rankings by
counting concordant and discordant pairs, provid-
ing a nonparametric measure of monotonic rela-
tionship that is robust to non-Gaussian distributions
(Kendall, 1938). In addition, we performed a grid
search on the train-200 dataset (Table 1). The
results are presented in Table 2.

DATASET EXTRACTED SUBSET EXAMPLES
Train X 3068
Train-200 v 200
Dev X 500

Table 1: Overview of the dataset sizes for the project.

Table 2 demonstrates how SemQA correlates
with four off-the-shelf metrics under five represen-
tative hyperparameter settings. In each row, we
report on covariance, Pearson’s r, and Kendall’s 7
for SemQA compared to baseline metrics for the
AVeriTeC dataset (Schlichtkrull et al., 2023). The
findings show a consistent alignment of the SemQA
Hungarian matching variant with pure question re-
call (peak » ~ 0.79 and 7 = 0.61), in addition to
maintaining moderate correlation with the Hungar-
ian QA recall score (r =~ 0.43, 7 =~ 0.26).

In contrast, the softmax variant shows weaker
correlations (peak r ~ 0.45, T =~ 0.28). Even after
thresholding, the softmax variant still spreads the
probability mass across all remaining pairs instead
of focusing on a single, strongest match. Further
analysis is done with the Hungarian variation of
the question score (o = 0.8 and threshold = 0.2).

4.2 Computational Efficiency

Table 3 presents the computation times for the
different metrics. The results demonstrate that
SemQA requires substantially less computational
time than Ev?R. However, it is still more expen-
sive than pure surface-based approaches, such as
Hungarian METEOR. These findings meet our ex-
pectations and suggest that SemQA is a suitable

and less computationally intensive alternative to
Ev’R.

METRIC TIME PER EXAMPLE (S)
Hungarian METEOR (Q) 0.0374
Hungarian METEOR (Q+A) 0.0738
AVeriTeC end-to-end 0.0697
Ev2R Q-only recall 7.0180
EvZR Q+A recall 7.3836
SemQA 1.4935

Table 3: Average computation time per claim for each metric.
Computed by using NVIDIA A100 40GB PCIe on the training
subset (200 examples). Lowest computation time highlighted
in bold.

4.3 Manual Evaluation

To explore how well SemQA captures semantic
similarities of the evidence, we sampled and inves-
tigated five edge cases illustrated in Tables 4-7; the
full examples are located in Appendix A Tables 11-
14. We compare SemQA scores with the baseline
metrics; Hungarian METEOR, Ev2R Q-only recall
and Ev?R QA recall. We are interested in whether
or not SemQA appropriately penalized or rewarded
the retrieved evidence against the referenced evi-
dence based on its meaning.

SAMPLE 16 (TAXES)

GoLD QA

Q1: Has tax revenue risen since taxes were lowered in
2017

Al: No, Really, Tax Revenue Has Not Risen

Q2: What is the value of the total tax revenue in the
2017/2018 fiscal year since the TCJA was signed
into law

A2: Total revenue over the time period in question has ac-
tually fallen by 1.6 percent in real (inflation-adjusted)
terms

GENERATED QA

Q2: Did the 2017 tax cuts lead to an increase in Treasury
revenues?

A2: The most recent CBO projections estimate further
decreases in corporate tax revenue. The TCJA also
reduced income taxes for most Americans, which led
to a decline in revenues relative to prior projections.

Q6: What was the change in payroll taxes after the tax
cuts in 2017

A6: In fact, payroll taxes fell only slightly—1.7%—from
pre-TCJA projected values. This provides baseline
credibility that reinforces the declines in other rev-
enues.

Hungarian METEOR: 0.359
Ev’R Q+A: 1.0

Ev2R Q-only: 0.50
SemQA: 0.689

Table 4: Sample 16 with claim: "We actually saw revenues
to the Treasury increase after we lowered taxes in 2017. Rest
assured the Democrats". The example shows that the metrics
are not closely aligned. Full example in Appendix A Table 11.

In Table 4 we observe a moderately strong se-
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«  threshold variation Q-only (Hungarian) QA (Hungarian) EvZR Q-only EvZR QA

Cov T T Cov T T Cov r T Cov r T
0.7 0.8 hungarian  0.020 0.714 0.517 0.010 0.434 0.262 0.022 0.377 0.248 0.020 0.362 0.200
0.9 0.2 hungarian  0.022 0.793 0.606 0.010 0.433 0.289 0.025 0.442 0.310 0.017 0.308 0.198
0.8 0.8 softmax 0.002 0.251 0.179 0.001 0.139 0.067 0.001 0.065 0.030 0.008 0.414 0.374
0.8 0.3 softmax 0.021 0.449 0.284 0.010 0.261 0.100 0.030 0.294 0.190 0.019 0.204 0.131
0.3 0.8 softmax 0.007 0.251 0.179 0.004 0.139 0.067 0.004 0.065 0.030 0.028 0.414 0.374

Table 2: Covariance, Pearson’s r, and Kendall’s 7 between the SemQA composite score and each baseline metric under selected

hyperparameter settings.

mantic match between the QA pairs which SemQA
scores as 0.68, while Hungarian METEOR under-
estimates (0.35). The difference in Ev2R QA (1.0)
and Q-only (0.5) recall makes sense, due to the par-
tial semantic match of generated questions and the
strong alignment of answers. Compared to base-
line metrics, SemQA rewards meaningful evidence
paths more appropriately. In addition, this example
demonstrates SemQA’s recognition of paraphrases
and partial entailment despite low token overlap.
When considering the textual content of the QA
pairs, we evaluate this score as accurate. Another
example of this can be found in the Appendix A
Table 10.

SAMPLE 120 (HARRIS STATEMENT)
GoLD QA

Q2: Where was the claim first published

A2: The claim was first published on bustatroll.org

Q3: What kind of website is bustatroll.org

A3: Itis a satirical website and identifies as a subsidiary
of America’s Last line of Defense’ network of parody,
satire, and tomfoolery

GENERATED QA

Q2: Was the statement attributed to Kamala Harris actu-
ally made by her?

A2: Facebook users expressed outrage over a statement
that’s falsely attributed to Sen. Kamala Harris. The
quote — about seeking “vengeance” against support-
ers of President Donald Trump — originated on a
website that calls its work satire.

Q10: Is the quote attributed to Kamala Harris a genuine
statement or a fabrication?

A10: Reuters, "Fact check: Kamala Harris quote on

‘vengeance of a nation’ fabricated by satire website,"
June 25, 2020

Hungarian METEOR: 0.166
EvZR Q+A: 0.0

Ev2R Q-only: 0.0
SemQA: 0.253

Table 5: Sample 120 with claim: "Kamala Harris said "And
once Trump’s gone and we have regained our rightful place in
the White House, look out if you supported him and endorsed
his actions, because we’ll be coming for you next". All metrics
show low scores. Full example in Appendix A Table 12.

Table 5 is an interesting case as all baseline met-
rics give poor scores (Ev?R 0.0, Hungarian ME-
TEOR 0.16). The slightly higher SemQA score

(0.25) is likely due to minimal overlap of the key-
word "satire”. Demonstrating once again its ability
to find semantic correlations.

In the case of highly semantic similarities, the
generated answers in Table 6 mirror the gold an-
swer sentence "I don’t support defunding police".
SemQA and both Ev?R metrics gave an impressive
score of 1.0, demonstrating that any rephrasing of
the evidence was correctly captured and interpreted.
This type of successful entailment is not accessible
to Hungarian METEOR (0.37), which lags behind
the other metrics in semantics.

SAMPLE 10 (BIDEN STATEMENT)
GoLD QA

Q1: Does Joe Biden support defunding the police?

A1l: NO he said: "Federal dollars should not go to depart-
ments that violate people’s rights or turn to violence
as a first resort, but I donf support defunding police."

GENERATED QA

Q5: Does Joe Biden support defunding the police?

AS: “I do not support defunding police,” Biden wrote
in an op-ed for USA Today. “The better answer is
to give police departments the resources they need
to implement meaningful reforms, and to condition
other federal dollars on completing those reforms.

Q7: Does Joe Biden support defunding the police?

A7: Presumptive Democratic nominee Joe Biden defini-

tively declared "I do not support defunding police,"
in an op-ed Wednesday, as protesters around the
country increase their calls for overhauling the crim-
inal justice system and President Trump attempts to
tie Biden to the "Defund the police" movement.

Hungarian METEOR: 0.375 Ev?R Q-only: 1.0
EvZR Q+A: 1.0 SemQA: 1.0

Table 6: Sample 10 with claim: "Biden has pledged to defund
the police”. All metrics show high score, and indicate an
agreement. Full example in Appendix A Table 13.

Finally, Table 7 shows the gold QA stating that
the Sputnik vaccine has not been thoroughly tested.
The generated evidence mentions the status of the
vaccine in terms of trials, registration, and safety
concerns, but is not as explicit as the gold QA. One
of the generated answers even states "the vaccine
developed by the Gamaleya Institute in Moscow is
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safe" as part of a longer sentence, where the writing
style can be misleading when not reading the full
context. SemQA (0.47) sits between Hungarian
METEOR (0.29) and the Ev?R metrics (0.6/0.5),
reflecting its nuanced partial mismatch.

SAMPLE 121 (RUSSIAN VACCINE)

GoLD QA

Q1:  Who has developed this vaccine?

Al:  ‘Sputnik V’ has been developed by Moscow-based
Gamaleya Research Institute of Epidemiology and
Microbiology.

Q4: Has it been thoroughly tested?

Q5:  Has it been tested for safety?

A4-A5: No

GENERATED QA

Q5:  Has the COVID-19 vaccine developed by Russia
been proven to be safe and effective?

AS5:  Scientists and public health officials are skeptical
about Russian President Vladimir Putin’s claim
that the country’s potential vaccine for the coro-
navirus "works quite effectively,” saying Tuesday
that the vaccine still needs critical testing to deter-
mine whether it’s safe and effective.

Q8:  Has the COVID-19 vaccine developed by the Gama-
leya Institute in Moscow been thoroughly tested?

AS8:  Despite having only been in clinical trials for less
than two months, the vaccine developed by the
Gamaleya Institute in Moscow is safe, Putin said
at a televised cabinet meeting, noting that it has al-
ready been given to one of his daughters, according
to Reuters and The Washington Post.

Hungarian METEOR: 0.294 Ev2R Q-only: 0.6
EvZR Q+A: 0.5 SemQA: 0.476

Table 7: Sample 121 with claim: "Russia has successfully de-
veloped a vaccine for Covid-19 and it has passed all checks.".
SemQA aligns closely with Ev?r, while Hungarian METEOR
is much lower. Full example in Appendix A Table 14.

In summary, the sample in Table 4 shows that
SemQA is able to identify evidence that is seman-
tically correct but lexically divergent. This aligns
with our expectations. SemQA measures deep se-
mantic similarity instead of simple n-gram overlap
as in Hungarian METEOR. SemQA successfully
assigns low scores when the generated evidence
simply mentions relevant terms without substan-
tially matching the gold evidence, as we saw in
Table 5. In borderline cases where evidence is par-
tially similar but missing critical nuances, SemQA
produced midrange scores that reflect partial sup-
port, illustrated in Table 7. This precision of false
or misleading claims is highly relevant when evalu-
ating AFC systems. Finally, Table 6 demonstrates
SemQA’s ability to identify the gold fact in differ-
ent words that are semantically equivalent; reach-
ing a full score of 1.0. The manual evaluation sug-
gests that SemQA’s use of sentence embeddings

and entailment scoring is capturing semantic simi-
larities by rewarding correct paraphrasing and pe-
nalizing insufficient evidence.

4.4 Human Evaluation

AFC systems rely on quantitative metrics to evalu-
ate performance, but these metrics do not consider
nuances and might give unrepresentative scores.
Human feedback can point out shortcomings and
recognize the difference between harmless and crit-
ical mistakes made. Human evaluations allows for
a more qualitative analysis. Due to this, we wanted
to investigate the accuracy of SemQA from a hu-
man point of view.

As SemQA calculates a score from 0-1 based on
how semantically aligned the retrieved evidence is
with the referenced evidence, it made sense to col-
lect ordinal data to analyze this accuracy. Each eval-
uation set consisted of 10 examples of referenced
evidence, retrieved evidence, and the SemQA score.
For each example, the participants evaluated how
accurate the SemQA score was on a scale of 1-
7, where 1 = "score should be much lower", 4 =
"score is accurate”, and 7 = "score should be much
higher". This is illustrated by the instructions in
Figure 3, and the example in Figure 4 in Appendix
B.

In total, we had 22 participants with a back-
ground in computer science, informatics, or in-
formation technology of varying degrees. Most
of the participants (15) are professionals working
in the industry as developers, architects, or engi-
neers. Including both in-house and consultant roles.
The rest of the participants (7) are postgraduate
students. All participants reside in the Oslo region,
the majority of them being male (14), with only 8
female participants. We assigned the same evalua-
tion set to a pair of participants, i.e. two annotators
per evaluation set. Having 22 participants, this led
to 11 different evaluation sets and a total of 110
examples.

Figure 2 illustrates a histogram of the frequency
of each evaluation score, regardless of the example
being evaluated. It illustrates the distribution of
scores in human evaluation.

In the histogram, the majority of human evalua-
tion scores are below 4.0, making up 48.64%. This
means that according to the annotators, the SemQA
score was too high. In other words, SemQA may
sometimes over-reward evidence according to hu-
man evaluations. Only a minority of the evaluations
marked the SemQA score as being too low; with
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Figure 2: Histogram of frequency of human evaluation
scores.

28.18% of human evaluation scores above 4.0. This
suggests that SemQA over-rewards the evidence,
not aligning itself with human evaluations.

In the histogram, the most frequent score is 4.0,
making up 23.18%. This score marks the SemQA
score as accurate. Human evaluation scores of 3.0-
5.0 make up 54.09% of the distribution, indicating
that the SemQA score was accurate or close to
accurate.

To investigate this further, we made comparisons
of individual evaluations. In Table 8 we see a
SemQA score of 0.69 and human evaluation scores
of 5 and 6. This means that the annotators agreed
that the SemQA score should have been slightly
to moderately higher. It is the opposite case for
the SemQA score of 0.94; here the annotators gave
a score of 1 and 2, both evaluating the SemQA
score as too high. Then, the annotators disagree;
one classified the SemQA score of 0.78 as too low
(6), while the other annotator evaluated the SemQA
score as accurate (4). These findings led us to fur-
ther examine the consensus between the annotators.

SemQA Ann.l Ann.2 Consensus
0.69 6 5 Agreement
0.94 1 2 Agreement
0.78 4 6 Disagreement

Table 8: Comparison of individual human evaluations. Vi-
sual representations of these findings are supplemented in
Appendix B Figures 5-7.

We found that 21 of 110 evaluations were in total
agreement, representing 19.09%. The number of
agreements with a tolerance of 1 made up 57 of
110 evaluations, or 51.82%. 85 of 110 evaluations
were in agreement with a tolerance of 2, making
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up 77.27%.3 This distribution shows a trend of a
majority of annotators in relative agreement with
each other when evaluating the accuracy of SemQA
scores.

From the results of human evaluations, we cal-
culated the mean, standard deviation, and median
of all human evaluations. Table 9 shows a mean of
3.57, which is very close to 4.0. With this result,
we interpret that according to human evaluations,
SemQA is relatively accurate and manages to cap-
ture semantic similarities. The standard deviation
is small, which tells us that the annotators agreed
that the SemQA score was accurate.

HUMAN EVALUATION SCORES
std Median
1.6756 4

Mean
3.5773

Table 9: Calculations of human evaluation scores. Calculated
by collecting all 220 human evaluation scores.

5 Conclusion

Our proposed metric, SemQA, is a reference-based
metric that evaluates based on question-answer
pairs. We show that a weighted question-and-
answer score can be used to evaluate the evidence.
SemQA relies on a sentence transformer and NLI
model; where it is still able to compute five times
faster than Ev?r, while aligning with the Evr met-
ric. Our human evaluation confirms that SemQA re-
flects evidence quality more faithfully than overlap-
based baselines. We believe that SemQA provides a
practical, efficient, and reliable metric for the devel-
opment and evaluation of automated fact-checking
systems.

Limitations

Our metric assumes that the given evidence is based
on question-and-answer pairs, i.e referenced based.
Factual justification does not need to be in question-
and-answer form only. In a different context, it
makes sense to extract information into a sum-
mary of evidence. For example, JustilLM gener-
ates multi-sentence justifications by retrieving and
synthesizing evidence into fluent text, rather than
question-answer pairs (Zeng and Gao, 2024).

Our metric is a reference-based evaluation frame-
work of questions and answers. The dependence

3Tolerance in this context refers to scores above or below
the referenced one. For example, a score of 4 with a tolerance
of 1 refers to scores 3-5.



of references are tightly in the design of the met-
ric. Without annotated gold question and answers,
applying our metric would require to extract gold
question and answers first.

Further Work

Further work might explore ways to generalize
the metric to other formats beyond question-and-
answer pairs. Such formats could be free-text or
structured multi-sentence evidence. This would
make the metric applicable to a larger number of
fact-verification systems.
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Example 89 (Mail-in Ballot)

Claim: In the US, envelopes used for mail-in ballots in general elections reveal the party affiliation
of the voter allowing postal workers to toss votes.

Gold QA

Q1: Do ballot envelopes in general elections, show who the voter voted for?
Al: No

Q2: When are indications shown on the envelope?

A2: The office of the supervisor of elections for Palm Beach County, Florida — where the envelopes in the
Facebook posts were sent — confirmed that in a statement to FactCheck.org. In a closed primary, “voters are sent
ballots according to their precinct and their party affiliation. The ballots in that video are primary ballots.” The
alphanumeric codes on the envelopes shown in the video are used to direct the ballots for counting.

Generated QA

Q1: Can postal workers tamper with mail-in ballots in the US?

Al: (2/3) each other. Because of this, voters are sent ballots according to their party affiliation. It would be a
federal crime for any post office employee to tamper with this process and we have received no such reports of
anything like this happening.

Q2: Do envelopes used for mail-in ballots in general elections in the US include any information that could
reveal the party affiliation of the voter?

A2: Return envelopes for all election ballots must include prepaid postage. Service and overseas voters must be
provided with instructions and a privacy sheet for returning the ballot and signed declaration by fax or email.
Q3: What information is verified by the SVC when there is an SVC on an envelope ballot by mail?

A3: envelope ballots by mail. If there is a SVC, the SVC must verify the signatures before the EVBB

Q4: Are the envelopes used for mail-in ballots in the US sealed to prevent postal workers from seeing the party
affiliation of the voter?

Ad: that all ballot envelopes are sealed or that authorized personnel accompany the ballots to the Post Office or
Q5: Are mail-in ballots in general elections in the US sent in secrecy envelopes?

AS5: secrecy envelopes, if used by the voter. (The EVBB has the discretion to open a ballot secrecy

Q6: Do mail-in ballots in the US guarantee the secrecy of a voter’s ballot?

A6: A voter who returns a ballot electronically is deemed to have acknowledged that there may be situations
where the secrecy of that voter’s ballot cannot be guaranteed.

Q7: Do envelopes used for mail-in ballots in general elections in the US reveal the party affiliation of the voter?
A7: absentee ballot. However, applications and ballot envelopes of the temporarily or permanently disabled are
not

Q8: How do the return envelopes for mail-in ballots in the US, as described in 39 U.S.C. 3406, affect the secrecy
of the vote?

AS8: Return envelopes for overseas and service voters must enable the ballot to be returned postage free if mailed
through the United States postal service, United States armed forces postal service, or the postal service of a
United States foreign embassy under 39 U.S.C. 3406.

Q9: How do states ensure the secrecy of mail-in ballots in the US?

A9: States Postal Service (USPS). The voter must be notified if the return envelope

Q10: Do envelopes used for mail-in ballots in general elections in the US reveal the party affiliation of the voter?
A10: (1) The county auditor shall send each voter a ballot, a security envelope in which to conceal the ballot after
voting, a larger envelope in which to return the security envelope, a declaration that the voter must sign, and
instructions on how to obtain information about the election, how to mark the ballot, and how to return the ballot
to the county auditor.

Scores:
Hungarian METEOR Ev’R Q-only Ev’R Q+A SemQA

0.373 0.50 0.667 0.548

Table 10: Example 89. Claim: "In the US, envelopes used for mail-in ballots in general elections reveal the party
affiliation of the voter allowing postal workers to toss votes". This example shows that the metrics are closely
aligned.
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Example 16 (Taxes)

Claim: We actually saw revenues to the Treasury increase after we lowered taxes in 2017. Rest assured the Democrats
do not want you to know that.

Gold QA

Q1: Has tax revenue risen since taxes were lowered in 2017
A1l: No, Really, Tax Revenue Has Not Risen

Q2: What is the value of the total tax revenue in the 2017/2018 fiscal year since the Tax Cuts and Jobs Act
(TCJA) was signed into law

A2: Total revenue over the time period in question has actually fallen by 1.6 percent in real (inflation-adjusted)
terms

Generated QA

Q1: Did the tax cuts in 2017 lead to an increase in Treasury revenues in the following year?
A1: While some TCJA supporters observe that nominal revenues were higher in fiscal year 2018 (which began
Oct. 1, 2017) than in FY2017, that comparison does not address the question of the TCJA’s effects.

Q2: Did the 2017 tax cuts lead to an increase in Treasury revenues?
A2: The most recent CBO projections estimate further decreases in corporate tax revenue. The TCJA also
reduced income taxes for most Americans, which led to a decline in revenues relative to prior projections.

Q3: According to the Congressional Budget Office, what were the projected corporate tax revenues for fiscal
years 2018 and 2019 before the 2017 tax cuts?

A3: Several months before the TCJA was enacted, the Congressional Budget Office (CBO) projected that
corporate tax revenues for fiscal years 2018 and 2019 would total $668 billion.

Q4: Did the actual amount of revenue collected by the US Treasury in FY2018 match the Congressional Budget
Office’s (CBO) projection made in January 2017?

A4: In fact, the actual amount of revenue collected in FY2018 was significantly lower than the Congressional
Budget Office’s (CBO) projection of FY2018 revenue made in January 2017—before the tax cuts were signed
into law in December 2017.

Q5: Did the 2017 tax cut lead to an increase in tax revenue collected by the Treasury?
AS: The actual amount of tax revenue collected in FY2018 was significantly lower than the CBO’s projection
made in January 2017—before the tax cut was signed into law.

Q6: What was the change in payroll taxes after the tax cuts in 2017?
AG6: In fact, payroll taxes fell only slightly—1.7%—from pre-TCJA projected values (Figure 2). This provides
baseline credibility that reinforces the declines in other revenues.

Q7: How did the actual tax revenue in FY2018 compare to the predicted tax revenue in FY2018 if the Tax Cuts
and Jobs Act (TCJA) had not been passed?

A7: The most appropriate test of the revenue impact of the TCJA is to compare actual revenues in FY2018 with
predicted revenues in FY2018 assuming Congress had not passed the legislation.

Q8: According to the CBO, what was the projected change in corporate tax revenue after the 2017 tax cuts?
A8: In the forecast published soon after the TCJA was enacted, however, the CBO projected $519 billion in
corporate tax revenue over those two years—a $149 billion decrease.

Q9: Did corporate tax revenue decrease after the 2017 tax bill?
A9: Since the TCJA was enacted, corporate tax revenue has been down from its projected level by about
one-third, even as pretax corporate profits have continued to rise toward historic highs.

Q10: How did the 2017 tax cuts affect federal revenue according to the evidence?

A10: The individual income tax changes are scheduled to expire after December 31, 2025. If permanent, the
income tax provisions would reduce federal revenue by $165 billion per year on a conventional basis, but when
incorporating economic growth and feedback, on a dynamic basis, they would reduce federal revenue by $115
billion a year.

Scores:
Hungarian METEOR EvZR Q-only EvZR Q+A SemQA

0.359 0.5 1 0.689

Table 11: Example 16. Claim: "We actually saw revenues to the Treasury increase after we lowered taxes in 2017.
Rest assured the Democrats". The example shows that the metrics are not very well aligned with each other.
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Example 120 (Harris statement)

Claim: Kamala Harris said "And once Trump’s gone and we have regained our rightful place in the White House,
look out if you supported him and endorsed his actions, because we’ll be coming for you next".

Gold QA

Q1: When was the claim made

Al: 11/08/2020

Q2: Where was the claim first published

A2: The claim was first published on bustatroll.org

Q3: What kind of website is bustatroll.org
A3: It is a satirical website and identifies as a subsidiary of America’s Last line of Defense’ network of parody,
satire, and tomfoolery

Generated QA

Q1: Did Kamala Harris make a statement about punishing Trump supporters after his impeachment?

Al: “Kamala Harris: ‘After We Impeach, We Round Up The Trump Supporters,”” the story’s headline reads.
While Harris has supported beginning impeachment proceedings against Trump, the story presents an otherwise
imagined tale about a Harris speech.

Q2: Was the statement attributed to Kamala Harris actually made by her?

A2: Facebook users expressed outrage over a statement that is falsely attributed to Sen. Kamala Harris. The
quote — about seeking “vengeance” against supporters of President Donald Trump — originated on a website
that calls its work satire.

Q3: What did Kamala Harris say would happen to Trump supporters after he leaves office?

A3: CLAIM: Kamala Harris, a U.S. senator and former Democratic presidential candidate from California, said
on June 18 that once President Trump is no longer in office "and we have regained our rightful place in the White
House," his supporters will feel the "vengeance of a nation."

Q4: What did Kamala Harris say would happen to Trump supporters after he leaves office?

A4: CLAIM: Kamala Harris, a U.S. senator and former Democratic presidential candidate from California, said
on June 18 that once President Trump is no longer in office “and we have regained our rightful place in the White
House,” his supporters will feel the “vengeance of a nation.”

QS5: Did Kamala Harris make a statement threatening to target people who supported Trump after he leaves
office?

AS: A statement first attributed to Democratic Sen. Kamala Harris in a made-up story is now making the rounds
on social media as if it’s real.

Q6: Did Kamala Harris say "And once Trump’s gone and we have regained our rightful place in the White
House, look out if you supported him and endorsed his actions, because we’ll be coming for you next"?

A6: Though Harris has been vocal in her criticism of Trump, an online search for the words in the post returned
no evidence she had ever said them.

Q7: Did Kamala Harris make the statement "And once Trump’s gone and we have regained our rightful place in
the White House, look out if you supported him and endorsed his actions, because we’ll be coming for you next"?
A7: Chris Harris, the senator’s communications director, also confirmed the quote is not real. Kamala Harris is
one of several women still in consideration to be Joe Biden’s running mate in the 2020 presidential election, The
Associated Press has reported.

Q8: What did Kamala Harris allegedly say about Trump supporters at a rally?
A8: The bogus Facebook posts claim that Harris, a 2020 presidential candidate, said at a rally that she will seek
“vengeance” against supporters of President Donald Trump.

Q9: Did Kamala Harris issue a threat to supporters of President Donald Trump?
A9: An image shared widely on Facebook claims that U.S. Sen. Kamala Harris issued a bold threat to supporters
of President Donald Trump.

Q10: Is the quote attributed to Kamala Harris a genuine statement or a fabrication?
A10: Reuters, "Fact check: Kamala Harris quote on ‘vengeance of a nation’ fabricated by satire website," June

25, 2020
Scores:
Hungarian METEOR Ev?R Q-only Ev’R Q+A SemQA
0.166 0.00 0.00 0.253

Table 12: Example 120. Claim: "Kamala Harris said "And once Trump’s gone and we have regained our rightful
place in the White House, look out if you supported him and endorsed his actions, because we’ll be coming for you
next". All metrics show low score.
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Example 10 (Biden statement)

Claim: Biden has pledged to defund the police

Gold QA

Q1: Does Joe Biden support defunding the police?

A1: NO he said: "Federal dollars should not go to departments that violate people’s rights or turn to violence as a
first resort, but I donf support defunding police."

Generated QA

Q1: Does Joe Biden’s police reform plan involve defunding the police?

Al: In fact, Biden’s police reform plan calls for $300 million in funding for community-oriented policing, a
portion of which would go toward hiring more police, which has been sharply criticized by some progressive
Democrats.

Q2: What specific reforms to policing did Biden’s criminal justice plan propose?

A2: Biden unveiled a criminal justice plan last year that tackled reforms to policing. The proposal calls for an
injection of $300 million into the Community Oriented Policing Services program, which authorized money for
the hiring of more police officers and policing training.

Q3: Does Joe Biden support the idea of defunding the police?
A3: Biden’s campaign rejected the phrase “defund the police” and called for more funding for police departments
to implement policy changes.

Q4: Does Joe Biden support defunding the police, or does he support conditioning federal aid to police
departments based on certain standards?

Ad4: Former Vice President Joe Biden says he doesn’t support defunding police, but he does support conditioning
federal aid on whether police meet "certain basic standards of decency and honorableness.

Q5: Does Joe Biden support defunding the police?

AS: “T do not support defunding police,” Biden wrote in an op-ed for USA Today. “The better answer is to give
police departments the resources they need to implement meaningful reforms, and to condition other federal
dollars on completing those reforms.

Q6: Does Joe Biden support the slogan "defund the police"?

A6: Biden’s opposition to defunding police departments puts him at odds with activists and some progressive
lawmakers who have amplified the slogan "defund the police" during demonstrations that have erupted nationwide
in the wake of George Floyd’s death in Minneapolis.

Q7: Does Joe Biden support defunding the police?

A7: Presumptive Democratic nominee Joe Biden definitively declared "I do not support defunding police," in an
op-ed Wednesday, as protesters around the country increase their calls for overhauling the criminal justice system
and President Trump attempts to tie Biden to the "Defund the police" movement.

Q8: Does Joe Biden support reducing the budget for local police departments?

A8: Biden’s campaign had said earlier Monday that he backs advocates’ calls to increase spending on social
programs separate from local police budgets, but he also wants more funding for police reforms such as body
cameras and training on community policing approaches.

Q9: What did Joe Biden suggest doing with police funding in the context of the interview with Ady Barkan?
A9: In fact, Biden was responding to a question not about defunding the police but about shifting some funding
to social service agencies: “But do we agree that we can redirect some of the funding?” progressive activist Ady
Barkan asked in a July 8 interview.

Q10: Does the phrase "defund the police" refer to eliminating police departments entirely or revisiting their
functions and shifting funding to other services?

A10: While some argue police departments should be eliminated entirely, as PolitiFact National detailed in a
June 9, 2020 article, the use of the phrase "defund the police" more typically means to revisit the functions of
police departments and shift funding toward, for instance, mental health and social services.

Scores:
Hungarian METEOR Ev’R Q-only Ev’R Q+A SemQA

0.375 1 1 1

Table 13: Example 10. Claim: "Biden has pledged to defund the police". All metrics show high score, and indicate
an agreement.
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Example 121 (Russian vaccine)

Claim: Russia has successfully developed a vaccine for Covid-19 and it has passed all checks.

Gold QA

Q1: Who has developed this vaccine?

Al: ‘Sputnik V’ has been developed by Moscow-based Gamaleya Research Institute of Epidemiology and
Microbiology.

Q2: When was it first registered?

A2: It was registered by the Russian health ministry on August 11 as the first registered Covid-19 vaccine in the
market but The certificate mentions that “the vaccine cannot be used widely until 1 January 2021, presumably
after larger clinical trials are completed.

Q3: What kind of vaccine is it?

A3: The Russian vaccine is an “adenovirus vector-based vaccine”.The idea is to use the weakened common
cold virus to stimulate an immune response and trigger the formation of antibodies against Covid-19. These
anti-bodies are then ready to fight against Covid-19 in case one catches a coronavirus infection. Even the widely
awaited Oxford University vaccine is exploring the same route.

Q4: Has it been thoroughly tested?
A4: No

Q5: Has it been tested for safety?
AS5: No

Generated QA

Q1: Has the COVID-19 vaccine developed by Russia completed all necessary clinical trials?

A1l: Russia has not yet published any scientific data from its first clinical trials. The WHO’s list of vaccine
candidates in human testing still lists the Gamaleya product as in Phase 1 trials.

Q2: Has the COVID-19 vaccine developed by Russia completed a phase-three trial before its approval?
AZ2: But the vaccine’s approval by Russian regulators comes before the completion of a larger study involving
thousands of people, known as a phase-three trial.

Q3: Has the COVID-19 vaccine developed by Russia been proven to be safe and effective?
A3: Russian President Vladimir Putin announced the approval of a coronavirus vaccine for use on Tuesday,
claiming it as a “world first,” amid continued concern and unanswered questions over its safety and effectiveness.

Q4: How long did it take for the clinical trials of the Russian vaccine to be completed?
Ad4: Clinical trials of the Russian vaccine have been completed in less than two months and phase three trials are
set to begin shortly, despite the vaccine having already been registered.

Q5: Has the COVID-19 vaccine developed by Russia been proven to be safe and effective?

AS5: Scientists and public health officials are skeptical about Russian President Vladimir Putin’s claim that the
country’s potential vaccine for the coronavirus "works quite effectively," saying Tuesday that the vaccine still
needs critical testing to determine whether it’s safe and effective.

Q6: How long did it take for the clinical trials of the Russian vaccine to be completed?
A6: Clinical trials of the Russian vaccine have been completed in less than two months and phase three trials are
set to begin Wednesday, despite the vaccine having already been registered.

Q7: Does Russia have sufficient data to support the safety of its newly approved COVID-19 vaccine?
A7: Russian President Vladimir Putin says his country has become the first in the world to formally approve a
new COVID-19 vaccine, despite a lack of data to back up his claims that the drug is safe to administer to humans.

Q8: Has the COVID-19 vaccine developed by the Gamaleya Institute in Moscow been thoroughly tested?

A8: Despite having only been in clinical trials for less than two months, the vaccine developed by the Gamaleya
Institute in Moscow is safe, Putin said at a televised cabinet meeting, noting that it has already been given to one
of his daughters, according to Reuters and The Washington Post.

Q9: What stages of clinical trials has the Russian Covid-19 vaccine completed?

A9: Few details have been made available about the Russian vaccine so far, but its approval was based on only
the first two phases of clinical trials, which are designed to make early assessments on whether a potential
vaccine can induce an immune response, and whether it’s safe to administer in humans.

Q10: Has Russia’s Covid-19 vaccine been proven to be safe and effective?
A10: Scientists are skeptical about Putin’s claims on Russia’s potential Covid-19 vaccine, saying the vaccine still
needs critical data to determine whether it’s safe or effective.

Scores:
Hungarian METEOR Ev’R Q-only Ev’R Q+A SemQA

0.294 0.6 0.5 0.476

Table 14: Example 121. Claim: "Russia has successfully developed a vaccine for Covid-19 and it has passed all
checks.”. SemQA aligns closely with Ev?r, while Hungarian METEOR is much lower.
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B Human Evaluation form for SemQA Evaluation

SemQA Human Evaluation

Evaluation set 1 of metric for automated fact checking systems

Thank you!

First of all, thank you for your participation! & Your answers in this questionnaire are valuable to us and will be
used to enhance our analysis in the paper we are currently writing as part of our exam in Neural Methods for
Natural Language Processing.

Context

The project is related to the use of LLMs for fact verification. When an LLM generates a response that is
incorrectly decoded, not based on training data, or not following identifiable patterns, the response can be false
or misleading. Fact-checking LLM outputs is time-consuming for humans, so automated fact-checking (AFC)
systems were created to efficiently process large volumes of information and detect hallucinations. The metrics
used to evaluate these AFC systems can be computationally intensive both in cost and time. We have
investigated the benefits and drawbacks of these evaluation frameworks, and used this insight to create a new
evaluation framework for AFC systems that is less computationally intensive. We call this metric SemQA
(Semantic Question and Answer).

Why am | here?

AFC systems rely on quantitative metrics to evaluate performance, but these metrics do not consider nuances
and might give unrepresentative scores. Human feedback can point out shortcomings and recognize the
difference between harmless and critical mistakes made. Human evaluations allows for a more qualitative
analysis of the performance of our SemQA metric.

How does it work?

In this project we have produced a dataset of claims, labels (supported/refuted/not enough evidence/etc...),
generated/retrieved evidence, referenced evidence, and different types of metrics. SemQA calculates a score
from 0-1 based on how semantically aligned the retrieved evidence is with the referenced evidence (semantically
aligned in this context means how similar are the two texts). The more similar it is, the higher the score.

What will | do?

You will be given 10 questions. For each question you will be shown a set of retrieved evidence, referenced
evidence, and the SemQA score. You will evaluate how accurate the SemQA metric is (in your opinion) on a scale
from 1-7, where 1 = score should be much lower, 4 = score is accurate, 7 = score should be much higher @

Figure 3: Instructions to participants for human evaluations
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Question 4

Referenced Evidence Retrieved Evidence SemQA Score|

True, FBI statistics and a national database show The 2019 data from the Federal Bureau of
that checks out: In 2019, police killed 999 Investigations shows that the ratio of law
people, and 48 officers were killed by a criminal enforcement officers killed by criminals is not
act in the line of duty. We rate Larson’s claim 20.8 times more likely to kill than be killed by a
True. criminal.

Is the SemQA score accurate? *

OJORORORORORO

Should be much

Should be much
lower

higher

Figure 4: Example question in evaluation set for human evaluations

[ID: 13] SemQA vs. Human Eval for Claim: Joe Biden voted for the Iraq War and he
supported wars in Serbia, Syria, and Libya.

Human Eval 1
) 6 —— Human Eval 2
SemQA Score

0.0 0.2 0.4 0.6 0.8

1.0
SemQA: 0.699

Figure 5: Comparison of SemQA score and human evaluations. Human evaluations of 5 and 6 means the SemQA
score of 0.69 should have been slightly to moderately higher according to the annotators.

[ID: 5] SemQA vs. Human Eval for Claim: The Common Law Admission Test (CLAT)
2020 will not be conducted on September 7, 2020, as planned

Human Eval 1
i 2 —— Human Eval 2

SemQA Score

0.0 0.2 0.4 0.6 0.8

1.0
SemQA: 0.94

Figure 6: Comparison of SemQA score and human evaluations. Human evaluations of 1 and 2 means the SemQA
score of 0.94 should have been far lower according to the annotators.

[ID: 4] SemQA vs. Human Eval for Claim: After the police shooting of Jacob
Blake, Gov. Tony Evers & Lt. Gov. Mandela Barnes did not call for peace or
encourage calm.

n Human Eval 1
] —— Human Eval 2
SemQA Score
0.0 0.2 0.4 0.6 0.8 1.0
SemQA: 0.783

Figure 7: Comparison of SemQA score and human evaluations. Human evaluations of 4 and 6 means the annotators
disagree; one marks the SemQA score of 0.78 as accurate, while the other marks the score as too low.
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Abstract

In the First Automated Verification of Textual
Claims (AVERITEC) shared task, participating
teams developed systems that for each claim re-
trieve evidence from the web and predict its ve-
racity. While there was progress in automated
fact-checking for real-world claims, the ma-
jority of the systems proposed relied on large
closed-weights language models, which ren-
dered them expensive to run and less repro-
ducible. To ameliorate this issue, in this year’s
edition of the AVERITEC shared task, we re-
quired system to use only open-weights mod-
els that could be run using a single GPU with
23GBs of RAM, and that systems should take
one minute or less to return verdicts accompa-
nied by evidence retrieved from a pre-compiled
knowledge store. The shared task received 7
submissions; 6 of which exceeded the accuracy
of our baseline on the test set, while they ran
in under a minute per claim on the hardware
we had specified. The winning team was CTU
AIC with an AVERITEC score of 33.17%. In
this paper we describe the shared task in detail
and highlight key findings.

1 Introduction

Automated fact-checking (AFC) has been pro-
posed as an assistive tool for beleaguered fact-
checkers (Cohen et al., 2011; Vlachos and Riedel,
2014), whose work is crucial for limiting misin-
formation (Lewandowsky et al., 2020). This has
inspired applications in journalism (Miranda et al.,
2019; Dudfield, 2020; Nakov et al., 2021) and
other domains, e.g. science (Wadden et al., 2020).
While there had been progress on many bench-
marks, these were limited in their ability to mea-
sure progress in terms of evidence retrieval. For
example, FEVER (Thorne et al., 2018) relied on
Wikipedia as its only source of evidence, in ad-
dition to consisting of purpose-made rather than
real-world claims. Liar Liar Pants on Fire (Wang,
2017) consists of real-world claims but it has no

Claim: The USA has succeeded in reducing
greenhouse emissions in previous years.

Date: 2020.11.2 Speaker: Morgan Griffith

’ Q1: What were the total gross U.S. greenhouse ’
gas emissions in 2007? ;
A1l: In 2007, total gross U.S. greenhouse gas
emissions were 7,371 MMT.

Q2: When did greenhouse gas emissions drop in
us?
A2:1In 2017, total gross U.S. greenhouse gas
emissions were 6,472.3 MMT, or million metric
tons, carbon dioxide.

Q3: Did the total gross U.S. greenhouse gas
emissions rise after 2017?

A3: Yes. After 3 years of decline, US CO2
emissions rose sharply last year. Based on
preliminary power generation, natural gas, and
oil consumption data, we estimate emissions
increased by 3.4% in 2018.

Verdict: Conflicting Evidence/Cherrypicking.

Figure 1: Example instance from AVERITEC. Given
a claim and associated metadata, participating systems
must first retrieve appropriate evidence. Then, they must
output a verdict for the claim given that evidence.

evidence annotated to evaluate retrieval, while in
MultiFC (Augenstein et al., 2019) the evidence is
annotated automatically and thus cannot be relied
upon for evaluation (Glockner et al., 2022).

The recently proposed AVERITEC
dataset (Schlichtkrull et al., 2023a) addressed these
limitations. It consists of real-world claims where
the evidence is manually annotated in the form
of questions and answers sourced from the Web
(see Figure 1 for an example). This evidence had
to be available before the claim was made, and
was additionally verified to adequately support
the verdict, thus avoiding the issues of temporal
leakage and evidence insufficiency identified in
earlier datasets (Ousidhoum et al., 2022; Glockner
et al., 2022).
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In the first AVERITEC shared task (Schlichtkrull
et al.,, 2024), a number of systems were pro-
posed that substantially improved the results on the
task compared to the baseline proposed with the
dataset. However, most relied on closed-weights
large language models (LLMs) with substantial
(and unverified) parameter counts, including the
top-performing system (Rothermel et al., 2024).
While the tremendous progress achieved was in-
spiring, and the evaluation of commercial LLMs in
the context of automated fact-checking was of high
practical significance, this result has a number of
shortcomings from a research perspective.

First, the systems rely on external LLMs via
APIs that have no control over them; thus it is
difficult to reproduce their results, and as LLM
provider change their offering overtime, it be-
comes impossible. Second, the costs of developing
such approaches could be substantial depending
on the size of the LLMs used. Thus, the finan-
cial ability to use such commercial services af-
fected the chances of achieving good results on
the shared task. More problematically, journalistic
fact-checkers, the most common intended user for
automated fact-checking tools (Schlichtkrull et al.,
2023b), often operate under strong resource con-
straints and cite cost as a major deciding factor for
the adoption of technologies (Warren et al., 2025).
Expensive models may as such not be able to match
their desired real-world function. Last but not least,
systems relying on external LLMs can be less prac-
tical to use in real-world contexts, where latency
due to network limitations and/or privacy concerns
are important considerations.

For these reasons, in this second edition of the
AVERITEC shared task, we decided to focus on
open-weights, reproducible and efficient systems.
Participating systems were constrained to run us-
ing a single GPU taking a maximum of one minute
per claim to return their verdicts. This runtime
included retrieving evidence from a pre-compiled
knowledge store consisting of documents returned
by a commercial search engine. Note that par-
ticipants were allowed to use larger and/or close-
weights LLMs for training, these restrictions only
applied to inference. Similar to the first edition of
the shared task, this knowledge store contains the
manually annotated evidence that systems need to
return with their verdicts, but also a lot of other re-
lated search results. It was preferred over offering
systems the option to access a commercial search
engine directly as it is free to use by the participants

(and it was the preferred option by most of them
in the first edition), but also that participating sys-
tems did not need to access any resources beyond
the knowledge store and models running locally.
To ensure that all participating teams adhered to
these restrictions, they were asked to submit their
systems to the organisers to run on the test data in
order to produce the final results.

We also improved on the automatic evaluation
of evidence retrieval, which was found to be have
very low correlation with human evaluation in the
first edition of the shared task. Instead of relying
on the originally propose token-matching evalu-
ation of Schlichtkrull et al. (2023a), we adopted
the recently proposed Ev’R prompt-based LLM
approach of Akhtar et al. (2024) which was shown
to have stronger correlation with human evaluation.
This allowed for more reliable evaluation of partic-
ipating systems, since accuracy points are awarded
conditionally on retrieving appropriate evidence.
Finally, we released a new test set with more recent
claims, thus reducing the possibility that they were
used in the training of LLMs.

We find that all seven participating teams deliv-
ered systems that adhered to the requirements for
open-weights, reproducible and efficient systems,
making use of language models up to 14B param-
eters. Fine-tuning was rarely used, relying mostly
on few-shot in-context learning. In retrieval, they
often proposed hybrid approaches combining dense
embeddings with BM25. Overall, the best system
was submitted by team CTU AIC Ullrich and Dr-
chal (2025) that achieved 0.3317 AVERITEC score,
which awards accuracy points only when the evi-
dence retrieved is considered adequate.

2 Task Description

Participants are given claims and associated meta-
data, such as the publication date (see Figure 1).
Based on this, they must retrieve evidence for or
against the claims. In the gold annotation, this evi-
dence is broken down into question-answer pairs,
naturally enabling multi-hop reasoning. We do not
restrict participants to providing evidence in this
format, but most participants found it beneficial to
follow it. Finally, based on the evidence, partici-
pants must predict whether a veracity label from
the set supported, refuted, not enough evidence, or
conflicting evidence/cherry-picking.
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2.1 Dataset

Similarly to the shared task of previous years, we
ask participants to train and validate their system
on the public AVERITEC dataset and evaluate
their performance on our new test set (2025). The
2025 test set consists of 1,000 instances, which
temporally succeed the previous data (original
AVERITEC and 2024 test set).

Annotation of 2025 New Test Set Following
AVERITEC (Schlichtkrull et al., 2023a), we first
collect fact-checking articles from ClaimReview
and conduct a five-phase annotation. Please note
that each instance is annotated by different annota-
tors at each phase.

In particular, in phase 1 (P1), annotators are
asked to identify the main claims from a fact-
checking article, extract corresponding meta-data
such as the claim speaker and claim date, and
decontextualise the claim to make it context-
independent. In P2, given a decontextualised claim,
annotators propose questions that help to fact-check
the claim, answer the question by finding relevant
information from the fact-checking article and on-
line source, and finally make a verdict for the claim
based on the QA pairs. In P3, presented with only
the QA pairs and the decontextualised claim, anno-
tators assign a verdict label and make a justification
for their choice. For each instance, if the verdict
labels given by P2 and P3 annotators are identi-
cal, we regard the QA annotation and the claim as
disambiguated, informative and sufficient for the
verdict predication, and include it in our resulting
test set. Otherwise, this instance proceeds to the P4
and P5 annotation, which consist of a second round
of P2 and P3 annotation, respectively. Similarly,
we examine the verdicts of each claim given by P4
and P5 annotators: if the verdict labels are identi-
cal, we include the instance in our resulting test set;
otherwise, we discard it. In this way, we collect
1,000 instances for our 2025 test set, where each is
annotated with a normalised claim, meta-data, QA
pairs, a verdict label, and a justification.

We conduct a training and evaluation procedure
to select qualified annotators. Before the formal
annotation, all annotators are required to complete
training on 10 instances for each of the P1, P2, and
P3 tasks, respectively. Those training instances are
randomly selected from the 2024 test set. All anno-
tators are required to meet the basic performance
criteria: (1) over 70% F'-1 score for both claim
type classification and fact-checking strategy clas-

sification; (2) an average of more than 2 QA pairs
per claim; (3) over 50% accuracy of verdict predic-
tion. Finally, 8 out of 9 annotators are selected for
the formal annotation for the 2025 test set.

Comparison between the Previous Datasets and
2025 Test Set  We present the data statistics of the
2025 test set in Table 1. For comparison, we also
show the results of the 2023 AVERITEC dataset
and the 2024 test set.

The 2025 test set (from Jan 2024 to Dec 2024)
is more temporally removed from the training set
compared with the 2023 dataset and the 2024 test
set, indicating a greater domain shift. The average
number of questions per claim in the 2025 test set is
comparable to the 2024 test set while being higher
than in the 2023 dataset (e.g., 2025: 2.79; 2024:
2.89; 2023: 2.60/2.57/2.57). Moreover, the 2025
test set includes more numerical claims (38.8%),
which are more straightforward to verify, but fewer
causal claims (8.1%), which are typically more
challenging. These distributions also reflect on
the fact-checking strategies, where there are more
numerical comparisons (30.8%) in the 2025 test
set.

In addition to the above observations, we find
that the distributions across different sets show sim-
ilar trends. In terms of label distribution, the Re-
futed label consistently accounts for the largest
proportion, while Conflicting and Not Enough Evi-
dence remain greatly fewer. Regarding claim type
distribution, the Event/Property Claim is the most
common, while the Position Statement is the least.
For fact-checking strategies, the Written Evidence
consistently dominates across all sets.

2.2 Knowledge Store

To ensure fair comparison, support reproducibility,
and reduce engineering and computational costs,
we provide a corresponding knowledge store for the
2025 test set. For each claim, the knowledge store
includes a set of potentially relevant documents for
fact-checking each claim.

For each data store, we include gold documents,
which are used for our annotation, and additional
documents retrieved by Google search. In partic-
ular, to generate queries for Google search, we
use ChatGPT! to generate a set of queries based
on the claim, gold annotated questions, and gold
annotated answers. We also include a variety of
distractor queries by changing the named entities,

'We use gpt-3.5-turbo.
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Split Train (2023) Dev (2023) Test (2023)
Claims 3,068 500 1,000
Question / Claim 2.60 2.57 2.57
End date 25-08-2020 31-10-2020 22-12-2021

Labels (S/R/C/N)
Types (PS/NC/EPC/QV/CC)

27.6/56.8/6.4/9.2
7.8/33.7/57.8/9.6/11.5

24.4/61.0/7.6/7.0
5.8/23.8/61.4/13.8/10.8

25.5/62.0/6.3/6.2
7.0/21.9/69.8/7.7/11.9

Strategies (WE/NCP/FR/EC/SS) | 78.8/30.6/6.6/29.9/3.6 88.6/19.0/7.4/27.4/2.0  88.0/19.2/7.7/29.6/1.8
Split | Test (2024) Test (2025)
Claims 1,215 1,000
Question / Claim 2.89 2.79
End date 13-08-2023 19-12-2024

Labels (S/R/C/N)
Types (PS/NC/EPC/QV/CC)
Strategies (WE/NCP/FR/EC/SS)

17.3/66.5/4.1/12.1
3.5/24.3/71.9/5.2/16.1
82.4/22.6/10.0/37.6/4.0

22.2/71.9/1.7/4.2
2.6/38.8/68/9/4.3/8.1
88.8/30.8/7.8/30.0/5.6

Table 1: Statistics for the 2023 dataset, and 2024 and 2025 test sets. The Labels (%) are Supported (S), Refuted
(R), Conflicting Evidence/Cherry-picking (C), and Not Enough Evidence (N). The Claim Types (%) are Position
Statement (PS), Numerical Claim (NC), Event/Property Claim (EPC), Quote Verification (QV), and Causal Claim
(CC). The Fact-checker Strategies (%) are Written Evidence (WE), Numerical Comparison (NCP), Fact-checker
Reference (FR), Expert Consultation (EC) and Satirical Source (SS). For simplicity, we exclude strategies with very
low frequencies, such as Geo-location (0.3%). Please note that a single claim can correspond to multiple claim
types and fact-checking strategies; therefore, the proportions do not necessarily sum to 100%.

dates, and events in the claim. We present our de-
tailed query information in Appendix A. We collect
the URLs returned by the first page of the Google
search, and only include those URLs which are
temporarily available before the claim is made. Fi-
nally, the deduplicated and shuffled URLs result
in the data store for each claim. We further scrape
the text from each URL using trafilatura (Bar-
baresi, 2021).

For the 2025 test data store, we have 1,018,800
URLs and 2,506,398,451 tokens in total. In particu-
lar, for each claim, there are 1019 URLs on average,
where 593 are associated with valid scraped texts.
The average tokens are 2,506,398 for each claim
and 4,227 for each document, respectively. The
most common domains include National Library of
Medicine, Reddit, ScienceDirect, Wikipedia, BBC,
the New York Times and CNN.

2.3 Baseline

The baseline closely follows the HerO system
(Yoon et al., 2024). HerO achieved the second
place in the AVeriTeC shared task (Schlichtkrull
et al., 2024), demonstrating that open LLMs can
effectively verify real-world claims without relying
on proprietary models. HerO uses publicly avail-
able LLMs in a three-step verification pipeline: (i)
evidence retrieval by combining hypothetical docu-
ment generation via an LLM, BM25 retrieval, and
a cross-attention re-ranker (Meng et al., 2024); (ii)
question generation where an LLM creates veri-

fying questions conditioned on each piece of the
evidence; and (iii) veracity prediction by using a
fine-tuned LLM to jointly generate explanations
and the final verdict labels.

Our baseline modifies the original HerO imple-
mentation with a focus on computational efficiency
to ensure that the system runs within this shared
task’s time constraints. Instead of using Llama-3.1-
70B (Grattafiori et al., 2024) across components,
the baseline uses the Llama-3.1-8B variant (a fine-
tuned Llama-3.1-8B veracity prediction model was
also provided by Yoon et al. (2024)). Since evi-
dence retrieval is the most expensive step of HerO’s
inference pipeline, the baseline additionally incor-
porates retrieval cutoffs and heuristics, limiting the
number of sentences for BM25 retrieval to 5000,
and for reranking to 500. Finally, the runtime was
further improved by adding typical efficiency op-
timizations, such as batch processing and multi-
threading.

2.4 Measuring Reproducibility & Efficiency

To ensure the reproducibility of shared task sys-
tems, all systems were executed on a standardized
virtual machine during inference on the test set by
the organizers. To this end, all shared task teams
were required to provide reproducible code with
clear installation and execution instructions.

A system is considered reproducible if it runs
during inference on the VM without making any
external API calls, whether to large language mod-
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els (LLMs) or to retrieval engines such as Google
Search. Consequently, closed-weight LLMs cannot
be used during inference. In contrast, open-weight
and open-data language models are allowed as long
as they run locally on the VM. Note that partici-
pants were allowed to use larger or closed-weight
LLMs during training.

The virtual machine was an AWS g5.2xlarge
EC2 instance with an Nvidia A10G GPU with
23GB memory, 8 vCPUs, 32GB RAM, and 450GB
of storage. To ensure compatibility with the VM,
participants could test their systems using either a
provided Docker image that matched the evaluation
environment or by configuring an identical AWS
instance via the specified AMI.

The efficiency of shared task systems was mea-
sured by setting an upper limit to the inference
runtime on the 1000 claims of the test set. A sys-
tem was expected to process the entire test set on
the virtual machine in 16 hours and 40 minutes,
averaging 1 minute per claim. This runtime limit
does not include the downloading of data, mod-
els, or retrieval indices. Outputs produced by a
system beyond that time constraint are not consid-
ered. Moreover, systems were allowed to process
all claims for a given component of the verification
pipeline before proceeding to the next component.
This approach reduces the impact of loading and
unloading models from memory that would occur
if each claim were processed individually.?

Reproducibility and efficiency are a binary
pass/fail requirement for successful shared task
submissions. We do not use them as a metric for
ranking successful shared task systems.

2.5 Evaluation

Following established practise in previous
work (Thorne et al., 2018; Schlichtkrull et al.,
2023a), including the first AVeriTeC shared
task (Schlichtkrull et al., 2024), we evaluate
verdict accuracy conditional on sufficient evidence
having been retrieved. We report three metrics:
Q score, representing question quality regardless
of found evidence; Q+A score, representing the
quality of evidence as questions and answers; and
AVERITEC, on which systems are scored with
verdict accuracy for claims where Q+A score is
above a certainly threshold ¢, and 0 otherwise.
The evidence in this year’s AVeriTeC shared

This relaxation creates an admittedly artificial setting, as
it would require all users to wait for all claims to be processed
before receiving a response.

task is retrieved from a knowledge store compiled
from a range of internet sources (see Sec. 2.2),
The AVeriTeC metrics used in the previous year’s
shared task (Schlichtkrull et al., 2024) relied on ap-
proximate matching using the annotated evidence
and the token-matching metrics METEOR (Baner-
jee and Lavie, 2005). However, this approach was
highly sensitive to surface forms and resulted in
penalising alternative, but valid evidence paths. For
example, both “Where did South Africa rank in al-
cohol consumption? In 2016, South Africa ranked
ninth out of 53 African countries.” and “What’s the
average alcohol consumption per person in South
Africa? 7.1 litres.” may both be valid ways of estab-
lishing the relative levels of alcohol consumption
between South Africa and other countries. How-
ever, the token-level overlap between both evidence
is low and may result in a higher METEOR score
for one evidence alternative compared to the other.

Thus we decided to use Ev?R (Akhtar et al.,
2024) for evaluation. Ev2R (Akhtar et al., 2024)
is a prompt-based LLM-as-judge approach that as-
sesses the quality of retrieved evidence by decom-
posing both the retrieved and reference evidence
into atomic facts before comparing them to eval-
uate factual consistency and coverage. It outper-
forms traditional metrics in alignment with human
judgments and robustness to adversarial perturba-
tions. Ev’R is inspired by FactScore (Min et al.,
2023), but adapts its approach to better reflect ev-
idence evaluation, providing both a precision and
arecall score. Precision measures the accuracy of
the retrieved evidence, while recall assesses the
completeness of the retrieved evidence in relation
to the gold standard. The scorer first splits the re-
trieved evidence F and reference evidence F into
atomic facts, A; and Ag respectively. To calcu-
late the precision score it evaluates whether each
individual fact az, € A, of the retrieved evidence
is supported by the reference evidence E. The pre-
cision score Sy is defined as the ratio of facts
supported by the reference evidence:

1
Sprec = m Z I[a z supported by E]
E a EEA )
The scorer iterates over each fact

(ap € Ap) for which the indicator function
(I[az supported by E1) returns 1 if the fact aj
is supported by the reference evidence £ and 0
otherwise. For calculating the recall score, the
scorer evaluates whether each atomic fact of the
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reference evidence (ag € Afg) is supported by the
retrieved evidence, i.e., measuring the extend to
which the retrieved evidence covers the content of
the reference evidence:
1
Srecall = ﬁ

Z I[az supported by E]

aEGAE

Akhtar et al. (2024) assess the validity of the
scorer by evaluating its alignment with human rat-
ings and testing its robustness through a set of per-
turbation experiments that systematically assess
the scorer on various dimensions, such as its sen-
sitiveness to variant changes in the evidence text,
fluency, noise, etc.

Following the first AVERITEC shared
task (Schlichtkrull et al., 2024), we evaluate
evidence using only the recall component of the
metric. By doing so we avoid penalising systems
for adding additional evidence which annotators
did not find necessary, such as background context.
We only consider the first 10 questions generated
by each system, so as to avoid rewarding sheer
volume. We then calculate total AVERITEC score
as verdict accuracy given that s,.q;; > t, where
we choose ¢ = 0.5 so as to ensure high agree-
ment on the 100 double-annotated AVERITEC
claims following the methodology discussed in
Schlichtkrull et al. (2023a).

3 Results

The results for the shared task are shown in Table 2.
We received seven fully reproducible systems. This
section discusses our findings on reproducibility,
efficiency, and general observations on the tech-
niques used by the participating teams. We provide
a high-level overview of the model components
used by systems in Table 3. For detailed descrip-
tions of any particular system, we refer to each
team’s system description paper. In line with the
theme of this shared task, every team has made
their codebase publicly available.

Reproducibility We received a total of eight
system submissions. One system failed to run
on the VM due to syntax errors, missing instal-
lation instructions, and hardcoded file paths. Of
the seven reproducible systems, two were submit-
ted as Docker images and five as ZIP files. All
systems needed manual intervention to run on the
virtual server. Common issues were Docker permis-
sion errors, dependency installation failures (e.g.,

llama.cpp), GPU memory crashes, and miscon-
figured shell scripts. Only memory crashes oc-
curred during runtime; all other errors were re-
solved within 4 hours before system execution.
Overall, the encountered issues are expected for
early-stage open-source codebases.

We added several diagnostic measures to assess a
system’s reproducibility. First, we monitored traffic
and non-local API calls. Second, we tested each
system on a subset of 99 claims not included in the
test set (but included in the knowledge store, in case
of pre-computed indices) to verify that systems
were not hardcoded to specific test examples and
could handle arbitrary claims.

Efficiency The average runtime per claim for
each system is shown in Table 2. All systems suc-
cessfully stayed below the established limit of 1
minute per claim on average. Teams achieved this
through model selection and efficiency implementa-
tion improvements. The components used by each
team, along with inference engines and efficiency-
focused designs, are summarized in Table 3. Five
out of seven systems use for LLM inference vLLM
(Kwon et al., 2023), following the baseline. Team
EFC uses llama.cpp® and Team CTU AIC uses
Ollama®, a wrapper around llama.cpp.

To improve retrieval efficiency beyond the base-
line’s improvements, systems CTU AIC, HU-
MANE, FZIGOT, and OldJoe used pre-computed
indices of dense vector representations. Teams
Yellow Flash, EFC, and Checkmate chunked evi-
dence sentences into larger segments before apply-
ing a sparse BM2S5 retriever, reducing the number
of chunks considered by the BM25 module in Team
EFC’s case from 5000 to 1500.

Due to VM resource constraints, most teams
used smaller models for both retrieval and verac-
ity prediction than in the first AVeriTeC Shared
Task (Schlichtkrull et al., 2024). For instance,
Team HUMANE used an 8B model for their re-
trieval pipeline instead of the 70B model from the
first shared task to fit within the 23GB RAM of
the A10G GPU. Subsequently, most teams used
quantization to either fit larger models onto the
GPU and to reduce inference runtime. Teams
HUMANE, FZIGOT, and OldJoe used Activation-
aware Weight Quantization (Lin et al., 2024),
Teams Yellow Flash and Checkmate used OPTQ
(Frantar et al., 2023), and Team EFC used GGUF

3ht’cps: //github.com/ggml-org/llama.cpp
*https://github.com/ollama/ollama
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# | Team Name Time Ev2R Recall AVERITEC

per Score

Claim

(s)

Q only Q+A

1 | CTU AIC (Ullrich and Drchal, 2025) 53.67 0.2003¢.007 | 0.4774¢.004 | 0.33170.002
2 | HUMANE (Yoon et al., 2025) 29.19 0.19330.005 | 0.42990.001 | 0.2707¢.004
3 | Yellow Flash (Dharamvaram and Hakak, 2025) | 31.71 0.1561¢.006 | 0.4098¢ 008 | 0.25270.005
4 | FZIGOT (Rolinger and Liu, 2025) 18.50 0.3622¢.007 | 0.3998¢ 003 | 0.2440¢ 002
5 | EFC (Upravitelev et al., 2025) 7.01 0.12540 001 | 0.35200.006 | 0.2047¢.003
6 | Checkmate (Rashid and Hakak, 2025) 22.73 0.1848¢.007 | 0.3368¢.005 | 0.2043¢.005
7 | Baseline 33.88 0.27230,001 0.33620,004 0.20230,007
8 | OldJoe (Ftouhi et al., 2025) 48.57 0.1823¢.005 | 0.3878¢.001 | 0.1517¢.003
— | CTU AIC (4—()) — ().5()35()'()();), ().4373()'()()1 ().269(){)“()1
— CTU AIC (4o—mini) — 0.571 8[)1)()3 ().48()9“()1);; 0.31 7()“‘()“1

Table 2: Overall results for the AVERITEC shared task. Performance is evaluated on the total of 1000 hidden test
set examples. Scores are given in Ev2R Recall for question-only, question-answer performance, and the total score.

quantization (Gerganov, 2023). With these effi-
ciency modifications, five out of seven teams (HU-
MANE, Yellow Flash, FZIGOT, EFC, and Check-
mate) achieved faster runtimes than the baseline’s
average of 33.88s per claim.

The only non-baseline system that does not use
model quantization is CTU AIC. Instead, Team
CTU AIC uses the largest model with the max-
imum possible context size that fits on the VM’s
GPU while satisfying the efficiency constraint, rely-
ing on the inherent processing abilities of the latest
language models. While this results in the slowest
runtime of all systems (53.67s average per claim),
their system ranks highest in the shared task.

Particularly noteworthy is Team EFC’s runtime
performance with an average of 7.01s per claim
during inference, which is almost five times faster
than the baseline. In addition to the aforementioned
efficiency improvements, they proposed a semantic
filtering step that reduces LLM calls by predicting
the NEI or conflicting evidence/cherry-picking la-
bel using exclusively cosine similarity on retrieved
evidence.

Despite the training cost not being considered in
this shared task’s efficiency constraint, most teams
did not train or fine-tune language models for any
parts of their pipeline. The only exceptions are the
systems of Team HUMANE and Team FZIGOT,
discussed later in the report.

We further compare shared task systems to
solutions using proprietary closed-source lan-
guage models in Table 2. We modified the

winning system (CTU AIC) to use OpenAl’s
GPT-40 (gpt-40-2024-08-06) and GPT-40-mini
(gpt-40-mini-2024-07-18) instead of Qwen3-
14B. While question-only (Q only) scores increased
substantially with closed models, both Q+A and
AVeriTeC scores were lower than the original open-
source CTU AIC system. Since we did not op-
timize the proprietary models for use in CTU’s
system, these results provide only a preliminary
assessment of their performance, as evidenced by
GPT-40-mini outperforming GPT-4o0.

Question Generation Several teams (OldJoe,
EFC, Yellow Flash, Checkmate, FZIGOT) begin
claim verification by generating questions to guide
evidence retrieval, following findings from the first
shared task that question generation, rather than
searching evidence for the claim directly, improves
retrieval performance (Schlichtkrull et al., 2024).
To generate the questions all teams rely on lan-
guage models without further fine-tuning, specifi-
cally Qwen2.5, Qwen3, and Phi-4.

FZIGOT adopts an iterative question generation
approach using a Graph-of-Thoughts framework
(Besta et al., 2024). At each iteration, their sys-
tem produces multiple questions, prunes similar
ones, and verifies the claim using answers col-
lected from these questions. If the label is "Not
Enough Evidence" (NEE), the algorithm returns
to question generation for a fixed number of itera-
tions. FZIGOT uses LoRA (Hu et al., 2022) to fine-
tune Qwen2.5-14B model for this step. Since the
AVeriTeC training data is not structured in such iter-
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Team Name | QG Retrieval QA Veracity Inference Efficiency
Engine
CTU AIC Qwen3-14B  mxbai-embed- Qwen3-14B  Qwen3-14B Ollama Dense Index
large-v1
HUMANE Qwen3-8B gte-base-en- Qwen3-8B Qwen3-32B vLLM Dense Index,
v1.5, Llama-3.1- AWQ
8B, Qwen3-8B
Yellow Flash | Qwen2.5-7B  BM?25, - Phi-4-14B vLLM BM25
bilingual- Chunking,
embedding- GPTQ-int4
small,
snowflake-
arctic-embed-
m-v2.0
FZIGOT Qwen2.5- BM25, Qwen2.5- Qwen2.5-14B vLLM Dense Index,
14B stella_en_400M 14B LoRA, AWQ
EFC Phi-4-14B BM25, - Phi-4-14B llama.cpp  BM25
thenlper/gte- Chunking,
base Semantic
Filtering,
GGUF
Checkmate Qwen2.5-7B  BM25, - Phi-4-14B vLLM BM25
snowflake- Chunking,
arctic-embed- GPTQ-int4
m-v2.0
OldJoe Qwen3-14B BM25, jina- Qwen3-14B  Qwen3-14B vLLM Dense Index,
embeddings-v3 AWQ
Baseline Llama-3.1- BM25, SFR- - Llama-3.1-8B vLLM Retrieval cut-
8B embedding-2, off
Llama-3.1-8B

Table 3: Components used by shared task systems, ordered based on AVeriTeC-score (see Table 2). - indicates that

the answer used was the entire retrieved passage.

ative fashion, FZIGOT creates a weakly supervised
training dataset by generating a training instance
for each question in the dataset, conditioning subse-
quent questions on previous questions accordingly.
Their system achieves the highest Question-only
EV2R Recall across teams with a score of 0.3622.

In contrast, CTU AIC and HUMANE produce
questions by conditioning the generation on al-
ready retrieved evidence, following the baseline’s
design. Team CTU AIC generates questions jointly
with answers and the veracity prediction condi-
tioned on retrieved evidence using Qwen3-14B.
Since Team CTU AIC and HUMANE achieved the
highest AVeriTeC scores, this suggests that rele-
vant evidence can be retrieved from the provided
knowledge store without explicit question gener-
ation. However, as described in Section 2.1, the
knowledge store construction itself relies heavily
on both annotators and models generating ques-
tions to find suitable evidence. As reported in the

AVeriTeC paper (Schlichtkrull et al., 2023a), search
with generated questions yields complete evidence
in 9/20 cases, compared to 16/20 with annotator-
written questions. Using the same claims, we find
that searching for only the claim yields complete
evidence in 6/20 cases, whereas the full process of
knowledge store construction (i.e., including the
full list of queries described in Appendix A), com-
plete evidence is found via search for 19/20 (for the
shared task, the knowledge store is also extended
with gold evidence, ensuring completeness also for
the final claim). Since all systems use this provided
knowledge store, question generation remains an
integral part of every system. Additionally, all
systems use generated questions and answers for
veracity prediction, as discussed further below.

Evidence Retrieval Team EFC and Team
FZIGOT retrieve evidence directly based on the
generated questions. Team Yellow Flash and
Checkmate additionally generate synthetic answers,
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Team name ‘ Qv N E/P C PS S R NEE CE/C | Avg. #Docs
CTU AIC 049 0.17 040 041 046 018 04 0.1 0.06 9.0
HUMANE 030 0.19 037 033 035|027 035 0.0 0.0 10.0
Yellow Flash | 0.19 0.16 0.27 033 035 ] 0.23 026 0.02 0.06 7.27
FZIGOT 028 0.15 031 033 042|022 029 0.07 0.0 15.2
EFC 028 0.16 0.26 0.23 042|019 027 0.0 0.0 10.0
Checkmate 0.19 0.16 026 0.28 035|023 024 0.0 0.0 5.21
OldJoe 0.02 013 02 022 015|023 018 0.0 0.0 3.96
Average 025 016 03 03 036 ‘ 022 028 0.03 0.02 ‘ 8.66

Table 4: We compute separate results based on claim type (QV = Quote Verification, N = Numerical, E/P =
Event/Property, C = Causal, PS = Position Statement). We also compute results separated by gold verdict (S =
Supported, R = Refuted, NEE = Not Enough Evidence, CE/C = Conflicting Evidence / Cherrypicking). Finally, we
report the average number of evidence documents submitted per claim. We note that if a team submitted more than
10 documents for a claim, only the first 10 were used to compute retrieval scores for evaluation.

which are used to expand search queries for evi-
dence retrieval. Team OldJoe formulates four dis-
tinct search queries for each question and retrieves
evidence for each query individually. Team HU-
MANE applies a query expansion strategy that gen-
erates hypothetical fact-checking articles for each
claim. This approach is also used by the baseline
and their system from last year’s shared task. Team
CTU AIC retrieves evidence by using the claim
itself as the search query.

Similar to the first AVeriTeC shared task,
teams explored vector-based dense retrieval sys-
tems (Karpukhin et al., 2020) and hybrid systems
that combine dense retrieval with BM25 (Robert-
son and Zaragoza, 2009). Three systems (Team
CTU AIC, FZIGOT, and HUMANE) relied solely
on dense retrieval. Team HUMANE further sum-
marizes the collected evidence into a single para-
graph using Qwen3-8B. The remaining teams
adopted hybrid retrieval approaches, following the
baseline. Team Yellow Flash further groups to-
gether semantically similar sentences before em-
bedding these coherent chunks and querying for
dense retrieval.

Compared to fully dense retrieval, hybrid sys-
tems allow faster evidence retrieval by restricting
neural search to a smaller subset of the knowledge
store. This is reflected in the inference time re-
ported by Team EFC. While Team OldJoe also
employs a hybrid system, they create an index for
both BM25 and dense embeddings over the entire
knowledge store, and then combine retrieval scores
using reciprocal rank fusion (Cormack et al., 2009).

Consistent with trends from the first shared
task, models from the General Text Embeddings

(GTE) family (Li et al., 2023; Zhang et al., 2024)
were widely adopted. These include Stella® and
the newer snowflake-artic-embed-m-v2.0, a GTE
model fine-tuned using Matryoshka representation
learning (Kusupati et al., 2022) to reduce quality
degradation during model compression. Team CTU
AIC used mcbai-embed-large-vI (Li and Li, 2024),
the same retrieval model their team used in the
previous shared task.

Question Answering & Veracity Prediction All
teams used large language models for question an-
swering and veracity prediction, relying on three
models: Qwen3, Qwen2.5, and Phi-4. Three
teams (Yellow Flash, EFC, and Checkmate) used
retrieved evidence directly as answers, while Team
HUMANE and OldJoe, who produce answers
explicitly as a separate step in their verification
pipeline, conditioned on claim, question, and ev-
idence. Similarly to their question generation ap-
proach, Team FZIGOT uses LoRA to train distinct
adapters for question answering and veracity pre-
diction using weakly-supervised data. Apart from
the increased efficiency during training, using three
distinct adapters for each component of the pipeline
can also improve inference runtime, as the loading
and unloading of adapters into memory is substan-
tially faster than for entire models. However, due
to the experimental setting that allows systems to
run one component of the pipeline at a time to ac-
count for restrictions of the VM, the effect of this
design choice was less impactful in the context of
the shared task.

5https: //huggingface.co/dunzhang/stella_en_
400M_v5
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Team HUMANE submitted the only system
with a fully fine-tuned model for veracity predic-
tion. They trained a Qwen3-32B model and ap-
plied AWQ quantization to fit onto VM GPU mem-
ory. While Team CTU AIC did not fine-tune their
model, they augmented the input with few-shot ex-
amples retrieved from the AVeriTeC training data,
selected via BM25, conditioned on the claim. This
shared task again highlights the importance of ac-
curate veracity prediction components: top-ranking
CTU AIC uses Qwen3-14B without quantization,
while second-place HUMANE uses the largest lan-
guage model (32B) with full-model fine-tuning.

Types & Verdicts Table 4 provides a detailed
breakdown of results by claim type (quote veri-
fication, numerical claims, event/property claims,
causal claims, and position statements) and verdict
(supported, refuted, conflicting evidence/cherry-
picking, and not enough evidence). We observe
that all systems perform substantially worse on
numerical claims compared to other claim types.
While systems also underperformed on numerical
claims in the first shared task, the performance gap
is considerably larger this edition, which is likely
contributed by the change in evaluation metric from
Hungarian Meteor to EV2R.

Regarding performance across different verac-
ity labels, no system achieves scores higher than
0.1 on Not Enough Evidence and Conflicting
Evidence/Cherry-picking claims. This observation
is expected and matches findings from the first
shared task. These labels are highly challenging
to correctly identify, subsequently causing some
teams to omitting these labels from their predic-
tions altogether. Moreover, systems that calibrate
their veracity predictions to favor refuted claims
gain an advantage (as long as they returned ade-
quate evidence), as refuted claims dominate the
dataset, comprising approximately two-thirds of all
instances.

4 Human Evaluation of Evidence

Following the approach taken in last year’s
AVeriTeC shared task (Schlichtkrull et al., 2024),
we conducted human evaluation of the evidence
retrieved by the systems participating in the shared
task, motivated by two concerns. First, the incom-
pleteness of the gold evidence annotation, since it is
often the case that adequate evidence to determine
the verdict for a claim can be found in multiple
webpages, as shown in the inter-annotation agree-

ment study of Schlichtkrull et al. (2023a). Second,
the inaccuracies of automatic evaluation metrics of
textual evaluation, require assessing and comparing
the computed AVeriTeC scores with human anno-
tations. Thus we can gain a deeper understanding
of the quality of the retrieved evidence, and assess
how well the AVERITEC scores assigned to the
retrieved evidence aligns with human judgements.

Evaluation Process We conducted human evalu-
ation in collaboration with the participating teams.
All seven teams were invited to participate in the
evaluation. All teams but the team HUMANE took
part in the evaluation. Each of the remaining six
participating teams and two volunteers from with
experience in automated fact-checking annotation
manually evaluated 35 evidence samples from other
participants. Out of these, five were gold-labeled,
which were included to assist in the post-processing
of the collected annotations and to assess their qual-
ity. The evidence samples were randomly selected
from and evenly distributed across all submitted
systems, representing both high- and low-scoring
systems, as shown in Table 4.

The figures in Appendix B show the evaluation
form and the instructions provided to human anno-
tators during evaluation. As a first step, we asked
annotators to assess whether “at least some part
of the evidence” was “non-empty, understandable,
and related to the claim.” If so, it was considered
eligible for further rating. In addition to assigning a
verdict label, we asked annotators to rate retrieved
evidence in comparison to provided reference evi-
dence®. Annotators rated the evidence on a scale
from 1 to 5 in two dimensions:

(1) Coverage: Measures how much of the refer-
ence evidence is covered by the predicted evidence,
ensuring that the content, meaning, entities, and
other key elements of the reference are fully repre-
sented in the retrieved evidence.

(2) Relevance: Measures how relevant the re-
trieved evidence is to the content of the claim.

Insights Gained The annotation process resulted
in a total of 245 annotations. After filtering out
evidence samples that were labeled by evaluators
as not understandable (5 samples) or completely
irrelevant to the given claim (11 samples), we were
left with 229 valid annotations. Among these, 31
annotations corresponded to gold-labeled samples.

®We provide the exact instruction for rating each criteria
in the appendix.
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Label/Pred | CE/C | NEE | Refuted | Supported

CE/C 5.88 5.88 64.71 23.53
NEE 541 | 2432 40.54 29.73
Refuted 3.96 5.94 77.23 12.87
Supported 5.88 1.96 11.76 80.39

Table 5: Overview of verdict labelled by human eval-
uators (rows) versus system predictions (columns) in
percentages.

Excluding the gold-labeled samples, resulted in a
final set of 198 evidence annotations.

Before labeling the system-retrieved evidence,
participants were first asked to label the verdict
given the retrieved evidence. Table 5 provides
an overview of the matching between system-
predicted labels (columns) and human-labeled ver-
dicts (rows). While human annotators generally
agreed with evidence labeled as refuted or sup-
ported, there was less overlap for evidence labeled
as NEE and CE/C by the submitted systems.

Analyzing human judgments across the two eval-
uated dimensions (see Table 8), we find that the
majority of predicted evidence was labeled as rel-
evant (almost 80% evidence samples labelled as
very relevant or mostly relevant to the claim), but
in the dimension of semantic coverage, approxi-
mately 18% of the evidence received a rating of 1,
indicating that “the predicted evidence covers none
of the reference evidence.” Additionally, around
20% received a rating of 2, meaning that “very
little of the reference evidence is covered.” This
does not necessarily mean that the evidence is false
— low coverage can also occur if the retrieved ev-
idence uses different information, arguments, or
sources than the reference evidence. Ideally, we
aim for an evidence evaluation that can fairly assess
evidence even when it differs from the reference
and has low coverage. Compared to the previous
year’s AVeriTeC shared task, the relevance scores
increased while the scores for semantic coverage
remained roughly equal.

To assess the relationship between human scor-
ing and the Ev2R score (see Sec 2.5), we com-
puted both the Spearman correlation coefficient
(p (Spearman, 1987)) and the Pearson correlation
coefficient (r (Pearson, 1896)) as shown in Table 7.
Correlations were calculated using both the entire
evidence text and the question text only. In both
cases, we observed a positive correlation between
the AVeriTeC scores and the human evaluation (see
Table 7) while the correlation with the coverage
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Rating | COV  COV % | REL REL %

1 35 17.68 2 1.01
2 47 23.74 9 4.55
3 40 20.20 30 15.15
4 45 22.73 84 42.42
5 31 15.66 73 36.87

Table 6: Overview of ratings for Semantic Coverage and
Relevance scores obtained through human evaluation.
Each score from 1 to 5 shows the absolute count and
corresponding percentage.

Dimension p r
Coverage 404 406
Relevance  .244 242

Table 7: Correlation between Q + A scores (AVeriTeC
score) and human-rated subset of evidence. We calcu-
late correlation using the Spearman (p) and Pearson (r)
correlation coefficients.

dimension is higher than with relevance. Com-
pared to last year’s shared task evaluation, where
the correlation between manually assessed samples
and the AVeriTeC score was close to zero for both
coverage and relevance, this year’s score shows a
much stronger alignment with human judgments
(around 0.41 for coverage and 0.24 for relevance)
when assessing the semantic coverage and rele-
vance of predicted evidence. The human evalua-
tion on the subset (see Table 8) shows a similar
ranking of participating systems compared to auto-
matic evaluations . The top-ranked teams (based
on AVERITEC score) also perform well on human
evaluation, while the lower-ranked teams remain
similarly positioned, with only minor shifts in their
order.’ It is important to note that this evaluation
was solely based on a small sample of system pre-
dictions, and that the results should therefore be
taken with a grain of salt.

Human evaluation of evidence predictions of-
fers valuable insights into the limitations of the
AVERITEC score, and suggests directions for
future research. A notable observation is the
discrepancy between human evaluation and the
AVERITEC score for some of the highest-ranked
samples, such as the examples provided in Table 10
in the appendix. For instance, in row three, the pre-
dicted evidence directly contradicts the reference
evidence by providing different numbers, yet it re-
ceives a high AVERITEC score due to similar word-

See Table 8 in the appendix.



Team Avg. Coverage Leaderboard #
CTU AIC 3.6 1.
yellow flash 2.9 3.
HUMANE 29 2.
FZIGOT 2.9 4.
checkmate 2.1 6.
EFC 2.7 5.
OldJoe 24 7.

Table 8: Average semantic coverage scores assigned to
evidence samples from selected teams based on human
evaluation, next to AVeriTeC rank the team obtained in
the 2025 shared task.

ing. Similarly, for the first two rows in Table 10, the
semantic coverage score is rated with the second
lowest score 1, whereas the average score across
all examples is 3, indicating misalignment between
the predicted and reference evidence.

Certain low-ranked examples highlight differ-
ent challenges (see Table 11). For example, the
predicted evidence in the first row received a low
AVERITEC score despite receiving the highest
score of 5 across all categories in human evaluation.
Despite both sets of evidence reaching the same
conclusion, the large disparity in answer length
and wording leads to a much lower AVERITEC
score. The example in the second row, also ranks
low according to AVERITEC score, even though
it scores high in all categories except for cover-
age, where it scores 3. Here, both the reference
and predicted evidence reach the same verdict, but
the predicted evidence supports the claim with dif-
ferent information and wording, resulting in low
semantic coverage and a low AVERITEC score.
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Limitations & Ethics

The datasets and models described in this paper
are not intended for truth-telling, e.g. for the de-
sign of fully automated content moderation sys-
tems. The evidence selection and veracity labels
provided in the AVERITEC dataset relate only to
the evidence recovered by annotators, and as such
are subject to the biases of annotators and journal-
ists. Participating systems, which sought to max-
imize performance on AVERITEC, may replicate
those biases. While we constrained participants
of using open-weights LLMs of a certain size, we
did not enforce the use of open-data LLMs only,
which would have been better in order to assess the
biases in the participating systems. Open-weights
models would also help to measure temporal leak-
age, as Qwen3, the most-used model in this shared
task, has likely seen data that extended into the test
set timeframe (January-December 2024), as it has
an estimated training cutoff of March 2025. We
furthermore note that shared task leaderboards are
a limited representation of real-world task needs,
not the least because the test set is static. Act-
ing on veracity estimates arrived at through biased
means, including automatically produced ranking
decisions for evidence retrieval, risks causing epis-
temic harm (Schlichtkrull et al., 2023b).

References

Mubashara Akhtar, Michael Sejr Schlichtkrull, and
Andreas Vlachos. 2024. Ev2r: Evaluating evi-
dence retrieval in automated fact-checking. CoRR,
abs/2411.05375.

Isabelle Augenstein, Christina Lioma, Dongsheng
Wang, Lucas Chaves Lima, Casper Hansen, Chris-
tian Hansen, and Jakob Grue Simonsen. 2019. Mul-
tiFC: A real-world multi-domain dataset for evidence-
based fact checking of claims. In Proceedings of
the 2019 Conference on Empirical Methods in Natu-
ral Language Processing and the 9th International
Joint Conference on Natural Language Processing
(EMNLP-1JCNLP), pages 4685-4697, Hong Kong,
China. Association for Computational Linguistics.

Satanjeev Banerjee and Alon Lavie. 2005. METEOR:
An automatic metric for MT evaluation with im-
proved correlation with human judgments. In Pro-
ceedings of the ACL Workshop on Intrinsic and Ex-
trinsic Evaluation Measures for Machine Transla-
tion and/or Summarization, pages 65—72, Ann Arbor,
Michigan. Association for Computational Linguis-
tics.

Adrien Barbaresi. 2021. Trafilatura: A web scraping
library and command-line tool for text discovery and

212


https://doi.org/10.48550/ARXIV.2411.05375
https://doi.org/10.48550/ARXIV.2411.05375
https://doi.org/10.18653/v1/D19-1475
https://doi.org/10.18653/v1/D19-1475
https://doi.org/10.18653/v1/D19-1475
https://aclanthology.org/W05-0909/
https://aclanthology.org/W05-0909/
https://aclanthology.org/W05-0909/
https://doi.org/10.18653/v1/2021.acl-demo.15
https://doi.org/10.18653/v1/2021.acl-demo.15

extraction. In Proceedings of the 59th Annual Meet-
ing of the Association for Computational Linguistics
and the 11th International Joint Conference on Nat-
ural Language Processing: System Demonstrations,
pages 122—131, Online. Association for Computa-
tional Linguistics.

Maciej Besta, Nils Blach, Ales Kubicek, Robert Ger-
stenberger, Michal Podstawski, Lukas Gianinazzi,
Joanna Gajda, Tomasz Lehmann, Hubert Niewiadom-
ski, Piotr Nyczyk, and Torsten Hoefler. 2024. Graph
of thoughts: solving elaborate problems with large
language models. In Proceedings of the Thirty-
Eighth AAAI Conference on Artificial Intelligence
and Thirty-Sixth Conference on Innovative Applica-
tions of Artificial Intelligence and Fourteenth Sym-
posium on Educational Advances in Artificial Intelli-
gence, AAAT24/TAAT'24/EAAT’24. AAAI Press.

Sarah Cohen, Chengkai Li, Jun Yang, and Cong Yu.
2011. Computational journalism: A call to arms to
database researchers. In 5th Biennial Conference on
Innovative Data Systems Research (CIDR).

Gordon V. Cormack, Charles L A Clarke, and Stefan
Buettcher. 2009. Reciprocal rank fusion outperforms
condorcet and individual rank learning methods. In
Proceedings of the 32nd International ACM SIGIR
Conference on Research and Development in Infor-
mation Retrieval, SIGIR °09, page 758-759, New
York, NY, USA. Association for Computing Machin-
ery.

Arbaaz Dharamvaram and Saqib Hakak. 2025. SANC-
TUARY: An efficient evidence-based automated fact
checking system. In Proceedings of the Eighth Work-
shop on Fact Extraction and VERification (FEVER).
Association for Computational Linguistics.

Andy Dudfield. 2020. How we’re using Al to scale
up global fact checking. https://fullfact.org/
blog/2020/jul/afc-global/. Accessed: 2023-
01-17.

Elias Frantar, Saleh Ashkboos, Torsten Hoefler, and Dan
Alistarh. 2023. OPTQ: Accurate quantization for
generative pre-trained transformers. In The Eleventh
International Conference on Learning Representa-
tions.

Farah Ftouhi, Russel Dsouza, Lance Gamboa, Jinlong
Liu, Asim Abbas, Yue Feng, Mubashir Ali, Mark Lee,
and Venelin Kovatchev. 2025. OldJoe at AVeriTeC:
In-context learning for fact-checking. In Proceedings
of the Eighth Workshop on Fact Extraction and VER-
ification (FEVER). Association for Computational
Linguistics.

Georgi Gerganov. 2023. ggml: Tensor library for ma-
chine learning.

Max Glockner, Yufang Hou, and Iryna Gurevych. 2022.
Missing counter-evidence renders NLP fact-checking
unrealistic for misinformation. In Proceedings of
the 2022 Conference on Empirical Methods in Nat-
ural Language Processing, pages 5916-5936, Abu

Dhabi, United Arab Emirates. Association for Com-
putational Linguistics.

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri,
Abhinav Pandey, Abhishek Kadian, Ahmad Al-
Dahle, Aiesha Letman, Akhil Mathur, Alan Schelten,
Alex Vaughan, et al. 2024. The llama 3 herd of mod-
els. arXiv preprint arXiv:2407.21783.

Edward J Hu, yelong shen, Phillip Wallis, Zeyuan Allen-
Zhu, Yuanzhi Li, Shean Wang, Lu Wang, and Weizhu
Chen. 2022. LoRA: Low-rank adaptation of large
language models. In International Conference on
Learning Representations.

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick
Lewis, Ledell Wu, Sergey Edunov, Danqi Chen, and
Wen-tau Yih. 2020. Dense passage retrieval for open-
domain question answering. In Proceedings of the
2020 Conference on Empirical Methods in Natural
Language Processing (EMNLP), pages 6769-6781,
Online. Association for Computational Linguistics.

Aditya Kusupati, Gantavya Bhatt, Aniket Rege,
Matthew Wallingford, Aditya Sinha, Vivek Ramanu-
jan, William Howard-Snyder, Kaifeng Chen, Sham
Kakade, Prateek Jain, et al. 2022. Matryoshka repre-
sentation learning. In Advances in Neural Informa-
tion Processing Systems.

Woosuk Kwon, Zhuohan Li, Siyuan Zhuang, Ying
Sheng, Lianmin Zheng, Cody Hao Yu, Joseph Gon-
zalez, Hao Zhang, and Ion Stoica. 2023. Efficient
memory management for large language model serv-
ing with pagedattention. In Proceedings of the 29th
Symposium on Operating Systems Principles, SOSP
723, page 611-626, New York, NY, USA. Association
for Computing Machinery.

Stephan Lewandowsky, John Cook, Ullrich Ecker,
Dolores Albarracin, Michelle Amazeen, Panayiota
Kendeou, Doug Lombardi, Eryn Newman, Gor-
don Pennycook, Ethan Porter, David G. Rand,
David N. Rapp, Jason Reifler, Jon Roozenbeek,
Philipp Schmid, Colleen M. Seifert, Gale M. Sina-
tra, Briony Swire-Thompson, Sander van der Lin-
den, Emily K. Vraga, Thomas J. Wood, and Maria S.
Zaragoza. 2020. Debunking Handbook 2020. https:
//sks.to/db2020.

Xianming Li and Jing Li. 2024. AoE: Angle-optimized
embeddings for semantic textual similarity. In Pro-
ceedings of the 62nd Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 1825-1839, Bangkok, Thailand. As-
sociation for Computational Linguistics.

Zehan Li, Xin Zhang, Yanzhao Zhang, Dingkun Long,
Pengjun Xie, and Meishan Zhang. 2023. Towards
general text embeddings with multi-stage contrastive
learning. Preprint, arXiv:2308.03281.

Ji Lin, Jiaming Tang, Haotian Tang, Shang Yang, Wei-
Ming Chen, Wei-Chen Wang, Guangxuan Xiao,
Xingyu Dang, Chuang Gan, and Song Han. 2024.

213


https://doi.org/10.18653/v1/2021.acl-demo.15
https://doi.org/10.1609/aaai.v38i16.29720
https://doi.org/10.1609/aaai.v38i16.29720
https://doi.org/10.1609/aaai.v38i16.29720
https://doi.org/10.1145/1571941.1572114
https://doi.org/10.1145/1571941.1572114
https://fullfact.org/blog/2020/jul/afc-global/
https://fullfact.org/blog/2020/jul/afc-global/
https://openreview.net/forum?id=tcbBPnfwxS
https://openreview.net/forum?id=tcbBPnfwxS
https://github.com/ggerganov/ggml/blob/master/docs/gguf.md
https://github.com/ggerganov/ggml/blob/master/docs/gguf.md
https://doi.org/10.18653/v1/2022.emnlp-main.397
https://doi.org/10.18653/v1/2022.emnlp-main.397
https://openreview.net/forum?id=nZeVKeeFYf9
https://openreview.net/forum?id=nZeVKeeFYf9
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.1145/3600006.3613165
https://doi.org/10.1145/3600006.3613165
https://doi.org/10.1145/3600006.3613165
https://doi.org/10.17910/B7.1182
https://sks.to/db2020
https://sks.to/db2020
https://doi.org/10.18653/v1/2024.acl-long.101
https://doi.org/10.18653/v1/2024.acl-long.101
https://arxiv.org/abs/2308.03281
https://arxiv.org/abs/2308.03281
https://arxiv.org/abs/2308.03281

Awq: Activation-aware weight quantization for on-
device llm compression and acceleration. In Proceed-
ings of Machine Learning and Systems, volume 6,
pages 87-100.

Rui Meng, Ye Liu, Shafiq Rayhan Joty, Caiming
Xiong, Yingbo Zhou, and Semih Yavuz. 2024. Sfr-
embedding-2: Advanced text embedding with multi-
stage training.

Sewon Min, Kalpesh Krishna, Xinxi Lyu, Mike Lewis,
Wen-tau Yih, Pang Koh, Mohit Iyyer, Luke Zettle-
moyer, and Hannaneh Hajishirzi. 2023. FActScore:
Fine-grained atomic evaluation of factual precision
in long form text generation. In Proceedings of the
2023 Conference on Empirical Methods in Natural
Language Processing, pages 12076-12100, Singa-
pore. Association for Computational Linguistics.

Sebastido Miranda, Andreas Vlachos, David Nogueira,
Andrew Secker, Afonso Mendes, Rebecca Garrett,
Jeffrey J Mitchell, and Zita Marinho. 2019. Auto-
mated fact checking in the news room. In The Web
Conference 2019, pages 3579-3583, United States.
Association for Computing Machinery (ACM). 2019
World Wide Web Conference, WWW 2019 ; Confer-
ence date: 13-05-2019 Through 17-05-2019.

Preslav Nakov, David Corney, Maram Hasanain, Firoj
Alam, Tamer Elsayed, Alberto Barrén-Cedefio, Paolo
Papotti, Shaden Shaar, and Giovanni Da San Martino.
2021. Automated fact-checking for assisting human
fact-checkers. In Proceedings of the Thirtieth Inter-
national Joint Conference on Artificial Intelligence,
IJCAI-21, pages 4551-4558. International Joint Con-
ferences on Artificial Intelligence Organization. Sur-
vey Track.

Nedjma Ousidhoum, Zhangdie Yuan, and Andreas Vla-
chos. 2022. Varifocal question generation for fact-
checking. In Proceedings of the 2022 Conference on
Empirical Methods in Natural Language Processing,
pages 2532-2544, Abu Dhabi, United Arab Emirates.
Association for Computational Linguistics.

Karl Pearson. 1896. Vii. mathematical contributions to
the theory of evolution.—iii. regression, heredity, and
panmixia. Philosophical Transactions of the Royal
Society of London. Series A, containing papers of a
mathematical or physical character, (187):253-318.

Farrukh Bin Rashid and Saqib Hakak. 2025. Fathom:
A fast and modular RAG pipeline for fact-checking.
In Proceedings of the Eighth Workshop on Fact Ex-
traction and VERification (FEVER). Association for
Computational Linguistics.

Stephen Robertson and Hugo Zaragoza. 2009. The prob-
abilistic relevance framework: Bm25 and beyond.
Foundations and Trends® in Information Retrieval,
3(4):333-389.

Sascha Rolinger and Jin Liu. 2025. Graph-of-thoughts
for fact-checking with large language models. In Pro-
ceedings of the Eighth Workshop on Fact Extraction
and VERification (FEVER). Association for Compu-
tational Linguistics.

Mark Rothermel, Tobias Braun, Marcus Rohrbach, and
Anna Rohrbach. 2024. InFact: A strong baseline for
automated fact-checking. In Proceedings of the Sev-
enth Workshop on Fact Extraction and VERification
(FEVER). Association for Computational Linguistics.

Michael Schlichtkrull, Yulong Chen, Chenxi White-
house, Zhenyun Deng, Mubashara Akhtar, Rami Aly,
Zhijiang Guo, Christos Christodoulopoulos, Oana
Cocarascu, Arpit Mittal, James Thorne, and Andreas
Vlachos. 2024. The automated verification of textual
claims (AVeriTeC) shared task. In Proceedings of
the Seventh Fact Extraction and VERification Work-
shop (FEVER), pages 1-26, Miami, Florida, USA.
Association for Computational Linguistics.

Michael Schlichtkrull, Zhijiang Guo, and Andreas Vla-
chos. 2023a. Averitec: A dataset for real-world claim
verification with evidence from the web. In Ad-
vances in Neural Information Processing Systems,
volume 36, pages 65128-65167. Curran Associates,
Inc.

Michael Schlichtkrull, Nedjma Ousidhoum, and An-
dreas Vlachos. 2023b. The intended uses of auto-
mated fact-checking artefacts: Why, how and who.
In Findings of the Association for Computational Lin-
guistics: EMNLP 2023, pages 8618-8642, Singapore.
Association for Computational Linguistics.

C. Spearman. 1987. The proof and measurement of as-
sociation between two things. The American Journal
of Psychology, 100(3/4):441-471.

James Thorne, Andreas  Vlachos, Christos
Christodoulopoulos, and Arpit Mittal. 2018.
FEVER: a large-scale dataset for fact extraction
and VERification. In Proceedings of the 2018
Conference of the North American Chapter of
the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long
Papers), pages 809-819, New Orleans, Louisiana.
Association for Computational Linguistics.

Herbert Ullrich and Jan Drchal. 2025. AlIC
CTU@FEVER 8: On-premise fact checking through
long context RAG. In Proceedings of the Eighth
Workshop on Fact Extraction and VERification
(FEVER). Association for Computational Linguis-
tics.

Max Upravitelev, Premtim Sahitaj, Arthur Hilbert,
Veronika Solopova, Jing Yang, Nils Feldhus, Ta-
tiana Anikina, Simon Ostermann, and Vera Schmitt.
2025. Exploring semantic filtering heuristics for
efficient claim verification. In Proceedings of the
Eighth Workshop on Fact Extraction and VERifica-
tion (FEVER). Association for Computational Lin-
guistics.

Andreas Vlachos and Sebastian Riedel. 2014. Fact
checking: Task definition and dataset construction.
In Proceedings of the ACL 2014 Workshop on Lan-
guage Technologies and Computational Social Sci-
ence, pages 18-22, Baltimore, MD, USA. Associa-
tion for Computational Linguistics.

214


https://proceedings.mlsys.org/paper_files/paper/2024/file/42a452cbafa9dd64e9ba4aa95cc1ef21-Paper-Conference.pdf
https://proceedings.mlsys.org/paper_files/paper/2024/file/42a452cbafa9dd64e9ba4aa95cc1ef21-Paper-Conference.pdf
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://huggingface.co/Salesforce/SFR-Embedding-2_R
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.18653/v1/2023.emnlp-main.741
https://doi.org/10.1145/3308558.3314135
https://doi.org/10.1145/3308558.3314135
https://doi.org/10.24963/ijcai.2021/619
https://doi.org/10.24963/ijcai.2021/619
https://doi.org/10.18653/v1/2022.emnlp-main.163
https://doi.org/10.18653/v1/2022.emnlp-main.163
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.18653/v1/2024.fever-1.1
https://doi.org/10.18653/v1/2024.fever-1.1
https://proceedings.neurips.cc/paper_files/paper/2023/file/cd86a30526cd1aff61d6f89f107634e4-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/cd86a30526cd1aff61d6f89f107634e4-Paper-Datasets_and_Benchmarks.pdf
https://doi.org/10.18653/v1/2023.findings-emnlp.577
https://doi.org/10.18653/v1/2023.findings-emnlp.577
http://www.jstor.org/stable/1422689
http://www.jstor.org/stable/1422689
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.18653/v1/N18-1074
https://doi.org/10.3115/v1/W14-2508
https://doi.org/10.3115/v1/W14-2508

David Wadden, Shanchuan Lin, Kyle Lo, Lucy Lu
Wang, Madeleine van Zuylen, Arman Cohan, and
Hannaneh Hajishirzi. 2020. Fact or fiction: Verifying
scientific claims. In Proceedings of the 2020 Con-
ference on Empirical Methods in Natural Language
Processing (EMNLP), pages 7534-7550, Online. As-
sociation for Computational Linguistics.

William Yang Wang. 2017. “liar, liar pants on fire”:
A new benchmark dataset for fake news detection.
In Proceedings of the 55th Annual Meeting of the
Association for Computational Linguistics (Volume 2:
Short Papers), pages 422-426, Vancouver, Canada.
Association for Computational Linguistics.

Greta Warren, Irina Shklovski, and Isabelle Augenstein.
2025. Show me the work: Fact-checkers’ require-
ments for explainable automated fact-checking. In
Proceedings of the 2025 CHI Conference on Human
Factors in Computing Systems, pages 1-21.

Yejun Yoon, Jaeyoon Jung, Seunghyun Yoon, and Kun-
woo Park. 2024. HerO at AVeriTeC: The herd of
open large language models for verifying real-world
claims. In Proceedings of the Seventh Fact Extrac-
tion and VERIification Workshop (FEVER), pages 130—
136, Miami, Florida, USA. Association for Computa-
tional Linguistics.

Yejun Yoon, Jaeyoon Jung, Seunghyun Yoon, and Kun-
woo Park. 2025. Team HUMANE at AVeriTeC 2025:
HerO 2 for efficient fact verification. In Proceedings
of the Eighth Workshop on Fact Extraction and VER-
ification (FEVER). Association for Computational
Linguistics.

Xin Zhang, Yanzhao Zhang, Dingkun Long, Wen
Xie, Ziqi Dai, Jialong Tang, Huan Lin, Baosong
Yang, Pengjun Xie, Fei Huang, Meishan Zhang,
Wenjie Li, and Min Zhang. 2024. mgte: Gener-
alized long-context text representation and rerank-
ing models for multilingual text retrieval. Preprint,
arXiv:2407.19669.

A Search Queries for Knowledge Store
Generation

When creating the knowledge stores for the train,
development, and test set, we used a series of
search query generation strategies. An overview
can be seen in Table 9. We note that some of these
rely on information not available normally to partic-
ipants, such as the gold question-answer pairs. We
note that, despite this, systems not relying on the
knowledge store, such as Papelo, were competitive.

B Human Evaluation

We carried out human evaluation of the submitted
test set predictions. Below in Figures 2-??, we
include screenshots of the interface used by an-
notators. We also include, in Tables 10 and 11,
instructive examples from the human evaluation.
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Query type

Description

Generated questions

Generated background queries

Generated provenance queries

Claim named entities

Most similar gold evidence

Gold URL generated questions

Different event same entity

Similar entities

Gold questions
Claim + gold question

Rephrased gold questions

Gold answers
Rephrased gold answers

Questions are generated with gpt-3.5-turbo based on the claim.
Three claim-question pairs from the training set are used as in-
context examples.

Queries are generated with gpt-3.5-turbo based on the claim. The
prompt focuses on background information, such as details about
entities in the claim. Three manually constructed claim-query pairs
are used as in-context examples.

Queries are generated with gpt-3.5-turbo based on the claim. The
prompt focuses on information necessary to establish provenance,
such as whether the claim source is a satire site. Three manually
constructed claim-query pairs are used as in-context examples.
Named entities from the claim are extracted and used as search
queries. One query for each entity is constructed, along with one
query containing all entities.

The most similar paragraph in the gold evidence document is
selected using BM25, and used as a search query.

Queries are generated with gpt-3.5-turbo based on the URL of
the gold evidence. The prompt tried to generate questions that
would retrieve the URL in question. Three manually constructed
URL-query pairs are used as in-context examples.

Queries are generated with gpt-3.5-turbo based on the named enti-
ties in the claim. The prompt focuses on different events involving
some of the same entities. Results are used as distractors to make
the retrieval task harder.

Queries are generated with gpt-3.5-turbo based on the claim. The
prompt replaces entities in the claim with other similar entities,
such as changing one city to another. Results are used as distrac-
tors to make the retrieval task harder.

Gold questions used verbatim as search queries.

Gold questions used verbatim as search queries. The claim is
prepended, processed as in Schlichtkrull et al. (2023a).

Gold questions are rephrased using gpt-3.5-turbo, and then input
as search queries.

Gold questions used verbatim as search queries.

Gold answers are rephrased using gpt-3.5-turbo, and then input as
search queries.

Table 9: Queries input to the Google Search API for each claim in order to build the knowledge store. Following
Schlichtkrull et al. (2023a), we restrict search results to documents published before the claim. For each claim, we
also extend the knowledge store with the corresponding gold evidence documents.
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Evidence Evaluation for AVERITEC
System Predictions

mubashara.ak@gmail.com Switch account &

Intro

Thank you for helping to evaluate the AVeriTeC shared task submissions!

For the shared task (https.//fever.ai/task.html), many teams have submitted predictions,
including claim labels and evidence. Your task is to rate these submissions to support a
detailed study of the results.

Please find the selected submissions you need to rate in this folder (select the file named
with your team name):

Each example provided for evaluation consists of the following fields:

1. The claim ID
2. The claim
3. The predicted label

4. The predicted evidence extracted from a shared task submission (incl., the scraped
text if available)

5. The reference evidence for the same claim (i.e., the "gold" evidence)

Back Next Clear form

Figure 2: Platform for human evaluation of retrieved evidence from participating systems.
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Claim Verdict based on Predicted Evidence

On this page, please do the following:

1. Check if the predicted evidence contains major errors that warrant skipping the
example.
2. Label the claim based on the predicted evidence as one of the following:
o Supported
o Refuted
o Not Enough Evidence
o Conflicting Evidence/Cherry-picking

Enter [Claim ID] below: *

Your answer

Enter [Claim] below: *

Your answer

Enter the [Predicted Evidence] text below: *

Your answer

1. Does the predicted evidence contain any of the following three major errors? If *
yes, which of the following holds for the predicted evidence?

O Yes, the evidence is ENTIRELY EMPTY
O Yes, the evidence is NOT UNDERSTANDABLE AT ALL
O Yes, the evidence is COMPLETELY IRRELEVANT to the claim

O No major errors. AT LEAST SOME PART of the evidence is non-empty,
understandable, and related to the claim.

Figure 3: Platform for human evaluation of retrieved evidence from participating systems.
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For the following question:
If you selected "Yes, ..." for the last question (first three options), please skip the
question below and submit your response.

If you selected the last option, "No major errors. [...]", proceed to the next question.
For the next question, review 1.) the claim and 2.) the predicted evidence.

2. Now, decide if the claim is (a.) supported by the predicted evidence, (b.) refuted,
(c.) not enough evidence is given (if there isn't sufficient evidence to either support
or refute it), (d.) conflicting evidence/cherry-picking (if the claim has both
supporting and refuting evidence).

O a. supported

O b. refuted
O c¢. not enough information

O d. conflicting/cherry-picking

3. If you selected options a.) supported, b.) refuted, or d.) conflicting/cherry-picking,
please copy from the field "predicted evidence" (if it is available) the text which
supports your decision.

Your answer

Back Next Clear form

Figure 4: Platform for human evaluation of retrieved evidence from participating systems.
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Rating of Predicted Evidence

Rate the predicted evidence by answering the questions below.

For the first question, you will need to compare the predicted evidence to the reference
evidence.

1. Semantic Coverage

Evaluate how much of the reference evidence is covered by the predicted
evidence. Compare the two based on their content (e.g., meaning, the extent to
which entities in the reference evidence are represented in the predicted evidence,
etc.).

1 score: The predicted evidence covers none of the reference evidence.

2 scores: Very little of the reference evidence is covered.

3 scores: Approximately half of the reference evidence is covered.

4 scores: Most of the reference evidence is covered.

5 scores: Everything mentioned in the reference evidence is covered by the
predicted evidence.

1 2 3 4 5

O O O O O

Figure 5: Platform for human evaluation of retrieved evidence from participating systems.
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For the question below, you will only need to look at the predicted evidence &
claim!

2. Relevance to Claim

Evaluate how relevant the predicted evidence is to the claim.
1 score: Not relevant at all; the evidence does not relate to the claim in any
meaningful way.

2 scores: Mostly irrelevant, with only a small portion of the evidence having minor
relevance to the claim.

3 scores: Approximately half of the evidence is relevant to verifying the claim, while
the rest is redundant or unrelated.

4 scores: Most of the evidence is relevant, with some minor irrelevant or redundant
parts.

5 scores: Very relevant; the evidence is entirely focused on verifying the claim
without any irrelevant information.

O O O O O

Back Clear form

Figure 6: Platform for human evaluation of retrieved evidence from participating systems.
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Abstract

This paper presents HerO 2, Team HUMANE’s
system for the AVeriTeC shared task at the
FEVER-25 workshop. HerO 2 is an enhanced
version of HerO, the best-performing open-
source model from the previous year’s chal-
lenge. It improves evidence quality through
document summarization and answer reformu-
lation, optimizes veracity prediction via post-
training quantization under computational con-
straints, and enhances overall system perfor-
mance by integrating updated language model
(LM) backbones. HerO 2 ranked second on the
leaderboard while achieving the shortest run-
time among the top three systems, demonstrat-
ing both high efficiency and strong potential for
real-world fact verification. The code is avail-
able at https://github.com/ssu-humane/
Her02.

1 Introduction

This paper describes Hero 2, the fact verification
system developed by Team HUMANE for the
AVeriTeC shared task. Hero 2 is an improved ver-
sion of HerO (Yoon et al., 2024), which achieved
the state-of-the-art performance among the open-
source models in the last year’s AVeriTeC shared
task. The 2025 edition emphasizes efficient, repro-
ducible, and open-source approaches to automated
fact-checking. Two key changes distinguish this
year’s task setting. First, computational and time
constraints prohibit the use of large language mod-
els with more than ten billion of parameters (e.g.,
Llama3 70B Instruct). Second, the evidence evalu-
ation metric has shifted from Hungarian METEOR
(a token-based metric) to Ev2R recall (a model-
based metric), which requires the generation of
more flexible and semantically coherent evidence.

In alignment with these goals, Hero 2 enhances
retrieval performance through document-based re-
trieval and summarization, and reconstructs answer
texts based on the question. We further improve the

verification process using AWQ (Lin et al., 2024),
enabling higher accuracy while maintaining effi-
ciency under the hardware constraints specified by
the task. As a result, Hero 2 achieved second place
on the leaderboard while exhibiting the shortest
runtime among the top-performing models, demon-
strating its efficiency and suggesting its potential
for real-world fact verification.

2 Task Description

The AVeriTeC shared task aims to build a fact-
checking system that verifies real-world claims us-
ing web evidence. The claim verification process
consists of three main steps. First, the system per-
forms evidence retrieval by collecting relevant web
documents. Next, during question generation, the
system may generate questions for each piece of
evidence to better assess the claim, though this step
is optional. Finally, in the veracity prediction phase,
the system uses the collected information to assess
the truthfulness of the claim. The possible verdicts
are: supported, refuted, not enough evidence, or
conflicting evidence/cherry-picking.

The 2025 shared task specifically targets two
main goals. First, it aims to promote the develop-
ment of high-performing systems that, using only
open LLMs, can retrieve relevant evidence and
generate accurate verdicts to maximize evaluation
scores. Second, it emphasizes the importance of
building reproducible and efficient fact-verification
systems. Accordingly, all systems must be exe-
cutable within the provided virtual machine en-
vironment and capable of verifying a single claim
in under one minute. While the previous shared
task (Schlichtkrull et al., 2024) used the Hungar-
ian METEOR score to assess the quality of ques-
tions (Q score) and question-answer pairs (Q+A
score), this year’s evaluation adopts the Ev2R re-
call (Akhtar et al., 2024), an LLM-based evaluation
method. Ev2R utilizes an LLM to decompose the
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(1) Evidence retrieval

Claim —»  Llama3.1(88) — POtetcal = o pase-en-vis — RElEVENL Qwen3 (8B) —» >UMMary
documents documents documents
(2) Question generation (3) Answer reformulation (4) Veracity prediction
Claim " )
Claim Claim
. Qwen3 Qwen3 Qwen3 R
Feu-snot LSk (8B) ) Question (8B) Rewritten | Questions AWQ (32B) Justification
examples —» — Question — > answer — — .
Summary Rewritten Verdict
Slmary document answers
document
Figure 1: Pipeline of our system
Syst Query Evidence Evidence Question Answer Veracity
ystem Expansion Retrieval Summarization ~ Generation  Reformulation Prediction
. Hybrid
Baseline HyDE-FC (BM25/SFR-embedding-2) NA Llama3 8B NA Llama3.1 8B
Hero (Llama3.18B) Dense Qwen38B  Qwen38B  Qwen38B  Qwen3 32B AWQ

(gte-base-en-v1.5)

Table 1: Mod

ground-truth evidence into atomic facts. The Q+A
score is then calculated by measuring the degree to
which these facts cover the predicted evidence. The
new AVeriTeC score is computed as the veracity
prediction accuracy when the Q+A score of the pre-
dicted evidence for a claim exceeds a predefined
threshold.

3  Our System: HerO 2

We present HerO 2, an improved fact verification
pipeline of HerO (Yoon et al., 2024). The key en-
hancements are summarized below:

* Document summarization: Web documents
are summarized into paragraph-level evidence
blocks.

* Answer reformulation: A language model
is prompted to convert the retrieved evidence
blocks into answer-form texts.

e Post-training quantization: A fine-tuned
LLM is quantized for veracity prediction.

» Updated LM backbones: Backbone LMs for
each components are updated to maximize the
performance.

el configurations

Figure 1 illustrates its overall pipeline, and Ta-
ble 1 details the model configuration in comparison
to the baseline method.

3.1 Knowledge Store Construction

The 2025 AVeriTeC Shared Task imposes a one-
minute time limit for processing each claim on a
designated virtual machine. To meet this constraint,
we apply two preprocessing steps to the web docu-
ments provided as the knowledge store: (1) index-
ing dense embeddings for all documents using gte-
base-en-v1.5 (Li et al., 2023) following the design
choice of the winning model in last year’s shared
task (Rothermel et al., 2024); and (2) summariz-
ing each document into paragraph-level evidence
candidates using Qwen3 8B (Yang et al., 2025).

3.2 Evidence Retrieval

The goal of evidence retrieval is to retrieve ev-
idence necessary for verifying claims from the
knowledge store. We use HyDE-FC (Yoon et al.,
2024) for query expansion, which generates hypo-
thetical fact-checking articles for a given claim by
prompting an LLM. We retrieve the top 10 relevant
documents through the indexed dense embedding.
We adopt an additional step to summarize each of
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Your task is to read the following document
carefully and summarize it into a single, coherent
paragraph. Focus on capturing the main ideas and
essential details without adding new information
or personal opinions.

Document:: An image of a purported 1998 letter
from actor Sean Connery (famous for his portrayal
of agent James Bond) to Apple CEO Steve Jobs,
caustically rebuffing an offer to become a pitchman
for Apple Computers, hit the Internet in June 2011.

Output: In June 2011, an image of a purported 1998
letter from actor Sean Connery to Apple CEO Steve
Jobs, rejecting an offer to become an Apple pitchman,
circulated online. However, the letter was part of a
satirical article published on Scoopertino, a website
known for fabricating news about Apple under the
motto "All the News That’s Fit to Fabricate." ...

Figure 2: An example of the instruction prompt used
for document summarization, along with its output. The
bold text is the instruction, and the blue text indicates
the model output.

the retrieved documents into a single paragraph.
The used prompt for summarization is shown in
Figure 2. Our best model uses Llama3.1 8B for
HyDE-FC and Qwen3 8B for document summa-
rization.

3.3 Question Generation and Answer
Reformulation

In this step, we generate questions based on the
summarized evidence and retain only the informa-
tion necessary to answer them through sequential
LLM generations. We first generate questions us-
ing the same prompt as the baseline method. Then,
we transform the retrieved summary text into an
answer-form response conditioned on the claim and
the generated question. The prompt used for this
reformulation step is shown in Figure 3. Our best-
performing pipeline employs Qwen3 8B for both
question generation and evidence reformulation.

3.4 Veracity Prediction

We use a fine-tuned instruction-following language
model to predict the veracity of given claims. Our
best-performing model is a fine-tuned Qwen3 32B
model, quantized to 4-bit using AWQ (Lin et al.,
2024) to satisfy the VRAM constraints of the
shared task, enabling inference on an A10G GPU
(23GB). Following the baseline approach, we use
a prompt that incorporates the annotator’s ratio-
nale into the veracity prediction process. The top

The following text provides an evidence obtained
through web searches related to a specific
question, used for verifying the accuracy of
a claim. Your task is to answer the question
based on this evidence. Ensure your answer is
Supported by relevant context from the evidence.

Claim: In a letter to Steve Jobs, Sean Connery
refused to appear in an apple commercial.

Question: Was the letter from Sean Connery to Steve
Jobs genuine?

Evidence: In June 2011, an image of a purported
1998 letter from actor Sean Connery to Apple
CEO Steve Jobs, rejecting an offer to become an
Apple pitchman, circulated online. However, the
letter was part of a satirical article published on
Scoopertino, a website known for fabricating news
about Apple under the motto "All the News That’s
Fit to Fabricate." ...

Answer: No, the letter from Sean Connery to Steve
Jobs was not genuine. It was part of a satirical arti-
cle published on Scoopertino, a website known for
fabricating news about Apple. ...

Figure 3: An example of the instruction prompt used for
answer reformulation, along with its output. The bold
text is the instruction, and the blue text indicates the
model output.

10 question—answer pairs generated in the earlier
stages are provided as in-context examples, along
with the claim to be verified.

4 Evaluation Experiments

This section presents the experimental results that
guided the selection of each module in the submit-
ted system.

4.1 Experimental Setups

In the comparison experiments, we used the de-
velopment set to evaluate model performance. We
used the training set for training our models. The
Ev2R evaluation is carried out in a local environ-
ment using the Llama 3.3 70B (Grattafiori et al.,
2024) model with a threshold of 0.5.

For retrieval, we used gte-base-en-v1.5, which
supports a context length of 8192. In other cases,
we employed mxbai-embed-large-v1 (Lee et al.,
2024). All language models used in the experi-
ments were instruction-tuned versions. For training,
we used the Adam optimizer with a learning rate
of 2e-5, batch size of 128, and trained the model
for 2 epochs.

The Llama3.1 8B (Grattafiori et al., 2024) was
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configured with the following hyperparameters for
HyDE-FC: maximum number of tokens as 512,
temperature as 0.7, and top-p as 1.0. The Qwen3
8B used the hyperparameters recommended by the
Qwen team': temperature as 0.7, top-p as 0.8, top-k
as 20, and min-p as 0. Veracity predictions used
the hyperparameters: temperature as 0.9, top-p as
0.7, and top-k as 1. If the language model failed to
produce a verdict label, we repeated the generation
using top-2 sampling.

We ran experiments using three machines. The
first has two H100 GPUs (80GB per GPU) and
480GB RAM. The second has eight H100 GPUs
with 2TB RAM; the third has four NVIDIA A6000
GPUs (48GB per GPU) and 256GB RAM. The
experiments were conducted in a computing envi-
ronment with the following configuration: Python
3.12.9, PyTorch 2.6.0, Transformers 4.51.3, vLLM
0.8.5, and Sentence-Transformers 4.1.0.

4.2 Experimental Results

Evidence Retrieval We compare three retrieval
strategies: (1) retrieving individual sentences, (2)
retrieving consecutive sentence chunks with one-
sentence overlap, and (3) retrieving entire docu-
ments. Table 2 presents the evidence retrieval re-
sults on the development set, varying the number of
retrieved evidence candidates. Among the three, the
top-10 document-level retrieval strategy achieves
the best performance, outperforming all other con-
figurations with different retrieval targets and can-
didate counts.

Retrieval Target Q+ A (Ev2R recall)

Top-3 Top-5 Top-10
Sentence 0.289 0.315 0.374
Chunk (2 sentences) 0.311  0.369 0.404
Chunk (3 sentences) 0.347  0.382 0.413
Chunk (4 sentences) 0.364 0.41 0.115
Document 037 0487 0.522

Table 2: Evidence retrieval performance

Answer Reformulation Table 3 presents the re-
sults of document summarization and answer refor-
mulation, varying the number of retrieved evidence
documents used for veracity prediction. The best
performance is observed when answer reformula-
tion is applied to the top-10 question-answer pairs.
When controlling for the number of retrieved docu-
ments, applying answer reformulation consistently
outperforms the baseline without reformulation.

"https://huggingface.co/Qwen/Qwen3-8B

Q + A (Ev2R recall)
Method Top-3 Top-5 Top-10
Document-based retrieval 0.37 0.487 0.522
+ document summarization  0.483 0.51 0.487
+ answer reformulation 0.501 0.514 0.556

Table 3: Effects of answer reformulation

Veracity Prediction Controlling for other mod-
ules by fixing them to their best-performing config-
urations, we compare veracity prediction methods
using the optimal settings for evidence retrieval
and question generation. Table 4 presents the fine-
tuning results. While the models achieve compara-
ble F1 scores, they exhibit substantial differences
in accuracy. Since the AVeriTeC score is based on
accuracy, we adopt it as the primary metric for se-
lecting the best-performing model. Notably, apply-
ing AWQ post-training quantization to Qwen3 32B
yields a +0.018 improvement in accuracy over its
computationally equivalent smaller variant, Qwen3
8B. Among the 8B models, Qwen3 outperforms
Llama 3.1, the language model used in the baseline.

Method F1 ACC
Qwen3 32B AWQ 0.382  0.692
Qwen3 8B 0.385 0.674
Llama3.1 8B 0.384 0.588

Table 4: Veracity prediction performance

4.3 Test Set Results

System AVeriTeC score  Average runtime per claim (s)
CTU AIC 0.332+0.002 53.67
HerO 2 0.271+0.004 29.19
yellow_flash 0.253+0.005 31.71
Baseline 0.202+0.007 33.88

Table 5: Test set results

Table 5 presents the performance of HerO 2 on
the test set in comparison with the baseline and
other competitive models. CTU AIC achieved the
highest AVeriTeC score of 0.332, followed by HerO
2 with 0.271 and yellow_flash with 0.253. HerO
2 also achieved the lowest average runtime per
claim at 29.19 seconds, demonstrating superior effi-
ciency compared to CTU AIC (53.67 seconds), yel-
low_flash (31.71 seconds), and the baseline (33.88
seconds). These results indicate that HerO 2 is the
most efficient system among the top-performing
models. It is worth noting that while some systems
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achieved shorter runtimes, their performance was
significantly lower.

5 Conclusion

In this paper, we presented HerO 2, an efficient
fact-checking system developed for the AVeriTeC
shared task, hosted by the eighth FEVER workshop.
Four key components contribute to the performance
improvement of HerO 2: document summarization,
answer reformulation, post-training quantization,
and updated language model backbones. Our sys-
tem achieved second place in the shared task while
recording the shortest runtime among the top three
systems, highlighting its efficiency and potential
for real-world fact verification.
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Abstract

Given the limited computational and financial
resources of news agencies, real-life usage of
fact-checking systems requires fast response
times. For this reason, our submission to
the FEVER-8 claim verification shared task
focuses on optimizing the efficiency of such
pipelines built around subtasks such as evi-
dence retrieval and veracity prediction. We pro-
pose the Semantic Filtering for Efficient Fact
Checking (SFEFC) strategy, which is inspired
by the FEVER-8 baseline and designed with
the goal of reducing the number of LLM calls
and other computationally expensive subrou-
tines. Furthermore, we explore the reuse of
cosine similarities initially calculated within
a dense retrieval step to retrieve the top 10
most relevant evidence sentence sets. We
use these sets for semantic filtering methods
based on similarity scores and create filters
for particularly hard classification labels “Not
Enough Information” and “Conflicting Evi-
dence/Cherrypicking” by identifying thresh-
olds for potentially relevant information and
the semantic variance within these sets. Com-
pared to the parallelized FEVER-8 baseline,
which takes 33.88 seconds on average to pro-
cess a claim according to the FEVER-8 shared
task leaderboard, our non-parallelized system
remains competitive in regard to AVeriTeC re-
trieval scores while reducing the runtime to 7.01
seconds, achieving the fastest average runtime
per claim.

1 Introduction

Building systems for claim verification poses a sig-
nificant challenge and is typically evaluated with
accuracy-related metrics. At the same time, the
efficiency of systems generally proposed within
natural language processing (NLP) research is be-
coming another major aspect of system design (Tre-
viso et al., 2023), motivated by sustainability and
efforts in the domain of green NLP (Strubell et al.,

2019). The field is experiencing a gradual concep-
tual shift towards smaller, more efficient models,
as evidenced by the proliferation of smaller open-
source transformer models (e.g., Gemma 3 (Team
et al., 2025), Llama 3.2 (Grattafiori et al., 2024),
or Phi 4 (Abdin et al., 2024)). Commercial propri-
etary models follow the trend, with GPT-40 (Ope-
nAl et al., 2024) being the default flagship OpenAl
model, while also being twice as fast and 50% more
cost-effective than the larger GPT-4 Turbo model
(OpenAl, 2023). DeepSeek (DeepSeek-Al et al.,
2024) released a smaller model that matches or ex-
ceeds the performance of GPT models in various
tasks, while requiring significantly less computa-
tional power for inference.

In parallel, embedding models used for semantic
similarity search are undergoing a similar transfor-
mation. Open-source models such as E5-small
(Wang et al., 2022) and MiniLM (Wang et al.,
2020) demonstrate that compact architectures can
achieve retrieval performance competitive with
LLMs while significantly reducing inference costs.
More recently, models such as GTE (Li et al.,
2023a) and BGE (Liu et al., 2023) have gained
attention for offering strong performance on a va-
riety of retrieval tasks with relatively lightweight
configurations. At the commercial level, OpenAl’s
text-embedding-3-small model (OpenAl, 2024)
achieves strong semantic performance at a fraction
of the cost and latency of earlier embedding APIs.
This collective shift reflects a growing emphasis
on deployment efficiency, edge compatibility, and
environmentally conscious model design, without
compromising retrieval accuracy.

These transformations have a direct impact on
Retrieval-Augmented Generation (RAG) systems,
particularly in scenarios where cost-efficiency is
critical. RAG systems typically involve a similar-
ity search followed by an LLM re-assessment of
the highest-ranking candidate data reference points.
Efficiency-optimized RAG systems are particularly
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valuable in fact-checking applications, where news
agencies often operate with limited computational
resources, as well as understaffed and underfunded
fact-checking units (Graves, 2018).

Taking these trends into account, we propose a
system inspired by the FEVER-8 baseline with the
main goal of reducing its runtime per claim while
retaining comparable performance. To achieve this,
we explore possibilities of reducing computation-
ally expensive subroutines like generating texts
with LLMs and the re-usage of calculated cosine
similarities for the application of semantic filters
for veracity prediction. Our main contributions
are':

* Introducing a pipeline designed for efficiency-
aware claim verification that remains compet-
itive with the FEVER-8 baseline in terms of
retrieval scores, while reducing the average
runtime per claim from 33.88s to 7.01s ac-
cording to the FEVER-8 Leaderboard?.

* Exploring the application of semantic fil-
ters to predict the veracity labels “Not
Enough Information” and “Conflicting Evi-
dence/Cherrypicking”.

2 Related Work

Efficient fact-checking Tang et al. (2024) used
GPT-4-generated training data to train small lan-
guage models (770M parameters) for fact verifi-
cation and showed their models achieving perfor-
mance in closed-book and document-based settings
on par with GPT-4. Xie et al. (2025) integrated
interactive retrieval and verification and reduced
costs for both parts, particularly for GPT-40-mini
on factuality benchmarks. The approach also en-
ables LLMs to leverage their internal knowledge
for judgments instead of always relying on external
evidence retrieval.

These contributions achieved notable results in
regard to building efficient systems and were eval-
uated on different benchmarks, a direction we also
aim to contribute to with a system specifically tai-
lored for the AVeriTeC dataset.

Semantic filtering Gupta et al. (2023) employed
similarity metrics to perform semantic matching. In
particular, they find mappings between scientific ev-
idence in publications and paraphrased findings in

'Our code is available at: https://github.com/Xplai
NLP/SFEFC-FEVER-8-Shared-Task
2https://fever.ai/task.html

health news articles using most similar paragraphs
as evidence in the context of fake news detection.
The identification of thresholds for classifica-
tion tasks based on cosine similarity was explored
in works such as Pilehvar and Camacho-Collados
(2019) and Zhou et al. (2022). Here, optimal thresh-
olds were tuned by incrementing values stepwise
while iterating over training sets with promising
results with regard to performance and efficiency.
Both works identified thresholds for binary classi-
fiers to evaluate different word embedding models,
with the goal of measuring the cosine distances be-
tween word pairs in different contexts. However,
to our knowledge, this technique has not yet been
examined in the context of veracity prediction.

3 Methodology

The AVeriTeC (Automated Verification of Textual
Claims) dataset (Schlichtkrull et al., 2023) contains
4568 fact-checked, real-word claims. The data
set enables the assessment of claim verification
systems that retrieve evidence from the open web.
AVeriTeC provides a training, development (dev)
and test set. It is accompanied by a knowledge store
with scraped texts from websites related to potential
search queries to verify a claim. All claims are
classified into four categories of verdicts:

* “Supported” (SUP)

*» “Refuted” (REF)

* “Not Enough Evidence” (NEI)

* “Conflicting Evidence/Cherrypicking” (CoC).

Efficiency-optimized pipeline design One of the
goals of the FEVER-8 shared task is the exploration
of the usage of Open Source (OS) models while
emphasizing the efficiency of the proposed systems
by capping the maximum runtime at one minute
per claim. Hence, a baseline was released based on
an optimized version of HerO (Yoon et al., 2024),
which was the highest scoring system from the
FEVER-7 shared task (Schlichtkrull et al., 2024)
that was built upon OS models. We designed our
system inspired by this baseline and with the goal in
mind of building a pipeline that reduces the amount
of LLM calls and thus reduces the overall runtime.
The resulting SFEFC pipeline relies on only two
LLM calls within the following steps (which are
also illustrated in Figure 1).
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1. Generate a question based on the claim by
prompting an LLM

a) Get a claim from the dataset, such as “In
a letter to Steve Jobs, Sean Connery re-
fused to appear in an apple commercial”

b) Generate a corresponding question, such
as “Is there any documented evidence or
credible source that confirms Sean Con-
nery wrote a letter to Steve Jobs refusing
to appear in an Apple commercial?”

2. Retrieve relevant evidence based on hybrid
search:

a) Concatenate all individual sentences
from the AVeriTeC knowledge store se-
quentially to sets of 4

b) Sparse retrieval: Return top 1500 sets of
sentence sets from 2.a via BM25

¢) Dense retrieval: Return the top 10 sen-
tence sets based on the cosine similarity
of the results from 2.b

. Predict a verdict label for NEI and CoC via se-
mantic filtering using cosine similarities from
2.c

If a semantic filter can be applied following
Algorithm 1, the corresponding label is used
as the final verdict

If not, an LLM prompt (included in the ap-
pendix of this paper) is constructed from the
retrieved evidence, the claim and the system
prompt with instructions to choose between
SUP or REF, effectively reducing the classifi-
cation labels to a binary choice in this step

6. The LLM prediction is used as the final verdict

The hybrid search step is similar to the same step
within the FEVER-8/HerO baseline, but with one
key change that we implemented to improve the
runtime: While the baseline retrieved sentences one
by one, we sequentially concatenated the sentences
related to each claim in the AVeriTeC knowledge
store into sets of 4 before retrieving these sets with
BM25. The amount of 4 was chosen due to ob-
servations within preliminary testing, where we
observed an increase in the old AVeriTeC score
while incrementing the value until the amount of 4.

This concatenation strategy is similar to chunk-
ing strategies within RAG pipelines, where the
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Figure 1: Architecture of the proposed system

size of chunks is determined by trade-offs, like
preserving semantic information while keeping it
precise enough for query-based retrieval. As a con-
sequence, by concatenating the sentences in sets
of 4 we also reduced the total number of retrieval
candidates from the knowledge store by a factor of
4, allowing us to also reduce the number of top k
results retrieved by BM25 from 5000 in the base-
line to 1500. This, in turn, led to a decrease in
the amount of embeddings needed to be created to
retrieve the top 10 candidates based on cosine simi-
larity. The actual values of the set size and the top
k from BM25 were determined within preliminary
tests by evaluating this pipeline on the AVeriTeC
dev set with different values.

Semantic filtering The proposed semantic filter-
ing method aims to classify the veracity verdicts
by assessing the cosine similarities between the
query and the top 10 retrieved evidence. Algorithm
1 documents our Semantic Filtering for Efficient
Fact Checking (SFEFC) approach, which was mo-
tivated by further lowering the runtime by reusing
the cosine similarities during the 2.c step. Here, the
reduction in runtime was achieved by removing an
additional LLM call and using already computed
similarity values to classify veracity labels, pro-
vided that a semantic filter was applicable.

The filtering strategy for the NEI class assumes
a threshold of cosine similarity below which the
retrieved information can be classified as not rele-
vant.



The idea of filtering for semantic variance in
regard to the CoC class follows the intuition that
the variance within the set of cosine similarities
between the query and the retrieved top 10 results
should be higher in this class compared to oth-
ers, since it should include evidence which both
supports and refutes the claim. We calculate the
semantic variance with

=

Var(a —

__a|2

, where a; are the elements in the input array a
(consisting of the top 10 cosine similarities from
the 2.c step), a is the mean of all elements and N is
the total amount of all elements.

For identifying the thresholds, we implemented
a similar routine to threshold tuning as Pilehvar and
Camacho-Collados (2019) and Zhou et al. (2022):
We incrementally increased the thresholds while
iterating over our final prediction files for the dev
set containing the retrieved evidence, updated the
NEI and CoC labels if they met certain thresholds,
and scored the overall predictions using the offi-
cial AVeriTeC scorer which considered the metrics
based on Hungarian METEOR (Schlichtkrull et al.,
2023).

During the rise of OS LLMs, several inference
engines with different trade-offs in regard to factors
such as performance metrics and target hardware
were released in recent years (Park et al., 2025). We
chose to use llama.cpp® and its GGUF-quantization
format for our LLM calls. Although lacking some
capabilities of other engines, such as running in-
ference on multiple nodes, llama.cpp was designed
with the goal in mind of deploying LLMs on con-
sumer hardware, making it a suitable choice that
aligns with our motivation.

Hungarian
Name Split METEOR Ev2R
FEVER-8/HerO  dev 0.554 0.296
test 0.497 0.2023
SFEFC-phi4 dev 0.572 0.266
test 0.494 0.2047

Table 1: FEVER-8/HerO (baseline) and SFEFC-phi4
(our) results on the AVeriTeC dataset

Shttps://github.com/ggml-org/1lama.cpp

Algorithm 1 Semantic Filtering with Heuristics

1: function GETLABEL(cos_sims)

2 tnei < 0.82

3 teons < 0.0007

4 pred <+ None

5: if cos_sims[0] < t,,; then

6 pred < "Not Enough Evidence"

7 end if

8 if Var(cos_sims) > teon s then

9 pred < "Conflicting Evidence/ Cher-
rypicking"

10: end if

11: return pred

12: end function

13:

14: function APPLYFILTER(claim, evs)

15: cos_sims = [ |

16: for ev in evs do

17: sim < COSSIM(claim, ev)

18: cos_sims.append(sim)

19: end for

20: label <~ GETLABEL(cos_sims)

21: return [abel

22: end function

23:

24: function PREDICTLABEL(claim, evs)
25: label +— APPLYFILTER(claim, evs)
26: if label = None then

27: label +— LLMPRED(claim, evs)
28: end if

29: end function

4 Evaluation

Table 1 documents our results on the official
FEVER-8 shared task leaderboards with regard to
the dev set* and the test set>. Ev2R refers to the new
AVeriTeC score Ev2R recall (Akhtar et al., 2024),
a new metric for LLM-based evaluation of retrieval
tasks. Unlike the old AVeriTeC score, which fo-
cused on a lexical metric, the new score considers
the semantic meaning of the retrieved evidence.
Both metrics consider correctly predicted verdicts
and evidence retrieved for their prediction.

Experimental setup We ran different configura-
tions of the baseline and our own system on the

*https://huggingface.co/spaces/fever/AVeriTeC
Fever8Dev
Shttps://fever.ai/task.html
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Block Name OldS NewS s/claim SUP REF NEI CoC
1 FEVER-8/HerO 0.534 0.280 10.34  0.639 0.799 0.133 0.075
FEVER-8/HerO-phi4-14B 0.522 0.256 13.13  0.623 0.783 0.103 0.000

2 SFEFC-phi4-14B 0.572 0.296 04.83 0.645 0.806 0.046 0.063
SFEFC-phi4-14B-no-concat  0.452 0.248 0533 0.525 0.784 0.000 0.033

3 SFEFC-phi4mini-3B 0472 0.224 04.28 0.517 0.707 0.000 0.033
SFEFC-llama3.2-3B 0.436  0.230 04.61 0437 0.706 0.046 0.065
SFEFC-gemma-3-27-it-qat 0.502 0.276 05.21 0.647 0.784 0.051 0.035

4 SFEFC-phi4-14B-all-classes 0.394  0.254 05.39 0.646 0.516 0.163 0.280
SFEFC-phi4-14B-binary 0.608 0.318 04.68 0.66 0.836 0.000 0.000
SFEFC-phi4-14B-varifocal 0.540 0.286 17.68 0.654 0.815 0.000 0.065

Table 2: Comparison of AVeriTeC scores (Old S: Hungarian METEOR score, New S: Ev2R Recall score), runtimes
and Veracity F1 scores on the labels Supported (SUP), Refuted (REF), Not Enough Information (NEI) and

Conflicting Evidence/Cherrypicking (CoC)

same machine with an NVIDIA H100 80GB GPU®.
Both generative tasks, question generation and ve-
racity prediction, were handled by the same LLM
in each case. For better comparison, all configu-
rations in Table 2 including HerO were evaluated
with the same gte-base embedding model (Li et al.,
2023b). Table 2 collects our evaluation results:

* Block 1 presents the FEVER-8/HerO-baseline
results when run on our infrastructure

¢ Block 2 documents the results of our final
submission. It also includes the results of a
configuration with our concatenation strategy
ablated.

* Block 3 collects the results of configurations
were the LLM was replaced with other vari-
ants

* Block 4 shows strategies deviating from our
main configuration

Runtime and accuracy-related metrics For the
evaluation, our goal is to assess whether we could
remain competitive with the baseline while improv-
ing the runtime per claim. As the results docu-
mented in Table 2 indicate, we were able to cut the
runtime compared to the FEVER-8/HerO-baseline
by more than 1/2 with most of our configurations
(e.g., from 10.34s to 04.83 with our main configura-
tion SFEFC-phi4-14B), while staying competitive

The runtime values differ from the values on the FEVER-
8 Leaderboard, where all systems were run on NVIDIA A10G
GPUs with 23GB VRAM

both in the dev and the test set on the respective ac-
curacy metrics (Table 1). Furthermore, the runtime
of SFEFC-phi4-14B (Block 2) can be optimized
in a way similar to the batching and paralleliza-
tion strategies of the optimized FEVER-8/HerO-
Pipeline for the FEVER-8 shared task. These strate-
gies can also be explored with our proposed system
to further reduce the processing time per claim in
future work.

We experimented with multilingual-e5 (Wang
et al., 2024), BGE-M3 (Chen et al., 2024), and gte-
base (Li et al., 2023b), where gte-base yielded the
best results in terms of runtime and accuracy.

We used Q6_0 GGUF’ quantization variants in
most configurations. Quantizing an LLM to 6-
bit precision from 16-bit, as in the case of Phi 4,
greatly reduces the runtime by lowering the require-
ments for in-memory operations.

As expected, the results indicate that runtime
increases with the parameter size of the model,
reflecting the higher computational cost of larger
LLMs. Similarly, accuracy-related scores tend to
decrease as the model size is reduced, illustrating
a typical trade-off between efficiency and perfor-
mance. Here, the Phi-4-14B (Abdin et al., 2024)
model yielded the best results, while the related
Phi-4-mini-instruct variant (Microsoft et al., 2025)
with 3.8B parameters performed worse, as well as
llama3.2-3B (Grattafiori et al., 2024) with 3.2 pa-
rameters. During our preliminary tests, we noticed
better results when working with the Phi 4 model.

A quantization format developed by llama.cpp:
https://github.com/ggml-org/ggml/blob/master/docs/gguf.md

233



For example, we evaluated our system in config-
uration with Gemma 3 (Team et al., 2025) with
27B parameters in its Quantization Aware Training
(QAT) format, but the results were subpar com-
pared to the Phi 4 variant. However, when running
the FEVER-8/HerO-baseline while replacing the
older Meta-Llama-3.1-8B-Instruct model with Phi
4 (on all tasks except veracity prediction), the re-
trieval score dropped. Thus, it cannot be gener-
alized that the Phi 4 performs better in all cases.
Furthermore, we evaluated the SFEFC-phi4-14B-
all-classes to analyze how Phi 4 would perform if
all four veracity labels were predicted by the model,
with this configuration yielding the lowest scores
(except, surprisingly, on the NEI and CoC classes).

Ablation Another goal of our evaluation docu-
mented in Block 2 of Table 2 is the comparison
of different configurations to analyze their influ-
ence. To observe how our concatenation strategy
influences the results, we evaluated the configura-
tion SFEFC-phi4-14B-no-concat, which follows
the same strategy as the FEVER-8/HerO-baseline
(retrieving top 5000 individual sentences instead of
1500 concatenated sets of 4). As the results show,
removing our strategy led to a drop in the verac-
ity score (from 0.572 to 0.452) and an increase in
runtime (from 4.84 to 5.33 seconds). This matches
our assumption that retrieval performance increases
when potential candidates contain more semantic
information while decreasing runtime, since the
total amount of potential candidates is also reduced
by a factor of 4.

Further experiments We experimented with dif-
ferent strategies to further move beyond the results
of SFEFC-phi4-14B, such as fine-tuning Phi 4 for
question generation, fine-tuning BERT-based clas-
sifiers for verdict prediction, or different prompting
strategies, but without success. As an example,
we include our SFEFC-phi4-14B-varifocal variant,
which was inspired by (Ousidhoum et al., 2022).
Here, we prompted Phi 4 to generate 3 varifo-
cal questions, parsed them from the output, used
the generated questions as queries, and merged
the results within the set of 10 retrieved ques-
tion/evidence pairs. Although being a more so-
phisticated prompting strategy than generating a
single question, the score did not improve against
the SFEFC-phi4-14B configuration.

Error analysis When considering the results of
our SFEFC-phi4-binary and SFEFC-phi4 configu-

Total Total
Class Actual Predicted TP FP
NEI 35 8 1 7
CoC 38 26 2 24

Table 3: Examination of Not Enough Information (NEI)
and Conflicting Evidence/Cherrypicking (CoC) cases.
TP is short for True Positives/correctly predicted. FP is
short for False Positives/incorrectly predicted.

rations in Table 2, it is noticeable that while seman-
tic filtering successfully labels some of the NEI and
CoC cases, the veracity scores for SUP and REF
drop by around 0.02-0.03 points. Thus, the actual
number of correctly labeled NEI and CoC cases
needs to be further examined. Table 3 illustrates
that while predicting veracity classes with Seman-
tic Filters is generally possible, mislabeled verdicts
outweigh by a margin. When comparing the wrong
predictions with their actual target labels, out of the
7 times NEI was mislabeled, 5 cases were actually
REF and 2 SUP cases. In regard to CoC, out of the
26 wrong predictions, 17 should have been REF,
6 SUP and 1 NEI. While these results could point
to a higher possibility of mislabeling predictions
when the actual target label is REF, the ratios also
roughly represent the class balance of the dev set
(which includes 0.61% REF, 0.24% SUP, 0.08 %
NEI and %0.07 CoC labeled claims). Thus, we
conclude that while static thresholds can indeed
be applied to predict correct veracity labels, the
filtering strategy proposed in this paper can not be
generalized to most cases, regardless of the actual
target label.

5 Discussion and Future Work

With the proposed system, we successfully
achieved our goal of remaining competitive with
the FEVER-8 baseline in terms of performance,
while significantly reducing runtime and taking a
step closer toward real-world applicability in end-
user-facing fact-checking systems. A key efficiency
gain was achieved by reducing LLM calls and del-
egating both question generation and part of the
veracity prediction to a single Phi-4 model, which,
as our results show, performs well on both tasks.
Another key approach involved concatenating sen-
tences from the knowledge store based on chunking
strategies, which significantly reduced the number
of sentence embeddings required during each dense
retrieval step. Both strategies can be further opti-
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mized in future work to decrease the runtime per
claim. Another promising direction is to further
optimize runtime through the application of paral-
lelization techniques, similar to those used in the
FEVER-8/HerO baseline.

While our semantic filtering heuristics were
able to correctly identify some veracity classes,
they often resulted in incorrect labels overall.
This suggests that, although the approach holds
promise, it requires further refinement. Improve-
ments could involve enhancing the current heuristic
techniques or replacing them with learnable com-
ponents within classification models. In particular,
the use of semantic variance for predicting the
challenging CoC class appears to be a promising
direction. This method could evolve beyond fixed
thresholding towards more flexible classifiers that
leverage deeper features of the retrieved evidence
embeddings.

Limitations

While we were able to reduce the runtime by
around half when compared to the FEVER-
8/AVeriTeC baseline, it still remains at 04.28 sec-
onds per claim in our fastest configuration — a value
that can be considered too slow for real-life set-
tings, especially when taking into account that its
achievement is limited to the system being run on
a high-end GPU (NVIDIA H100).

Thus, further improvement is needed towards
the deployment outside of laboratory settings and
on lower-end devices, where scalability issues, la-
tency requirements, and different deployment op-
tions need to be taken into account. There are
several paths discussed going towards this goal in
the current literature. For example, the runtime of
the dense retrieval steps could be improved by the
binarization of the embedding vectors, as discussed
in Gan et al. (2023).

The performance of our system and the thresh-
olds of our proposed semantic filtering methods are
limited to the AVeriTeC dataset. As discussed in
our error analysis section, these heuristics show-
case the general possibility to filter out specific
labels based on thresholds but need further refine-
ment due to a large amount of false positives. This
point is underscored by the need of assessment of
the methods on other data beyond the AVeriTeC
dataset.

Furthermore, the thresholds we identified are
limited to the gte-base embedding model. The

implementation of other members of this model
class can result in different results due to differing
ranges in cosine similarity scores.
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A Appendix
A.1 Prompts Collection

We used the following prompt for question genera-
tion:

f“You are a professional fact checker.
You recieve a claim from the user. Please
provide a question you would ask to find
out if a given claim is true, or not. Gener-
ate only one single question! The claim
you need to check: {claim} \n Your Ques-
tion:\n”

The prompt for predicting the SUP and REF
labels was:

f“You are a professional fact checker.
You get a claim and provided evidence.
Assess if the claim is supported or re-
futed by the evidence! Return only the
result, either *Supported’ or ’Refuted’.
The claim: {claim} \n The evidence: {re-
trieved_evidences} \n Your verdict: ”
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Abstract

In this paper, we present the system proposed
by our team OldJoe, for the 8th edition of the
AVeriTeC shared task, as part of the FEVER
workshop. The objective of this task is to ver-
ify the factuality of real-world claims. Our
approach integrates open source large language
models, SQL, and in-context learning. We be-
gin with embedding the knowledge store using
a pretrained embedding language model then
storing the outputs in a SQL database. Subse-
quently, we prompt an LLM to craft relevant
questions based on the input claim, which are
then used to guide the retrieval process. We fur-
ther prompt the LLM to generate answers to the
questions and predict the veracity of the origi-
nal claim. Our system scored 0.49 on the HU-
METEOR AVeriTeC score on the dev set and
0.15 on the Ev2R recall on the test set. Due to
the time constraint we were unable to conduct
additional experiments or further hyperparame-
ter tuning. As a result, we adopted this pipeline
configuration centered on the Qwen3-14B-AWQ
model as our final submission strategy. The full
pipeline is available on GitHub.!

1 Introduction

In an era where information spreads rapidly across
digital platforms, manual fact-checking struggles
to keep pace with the vast volume of content gen-
erated daily. This growing challenge has sparked
increasing interest in the development of automated
fact-checking systems with a focus on efficient, re-
producible and open-source methodologies. In this
context, the AVeriTeC Shared Task? was introduced
to evaluate systems capable of assessing the factu-
ality of claims using a structured knowledge base.
We created a system that combines large language
models, SQL databases, and in-context learning.

“Main contributors

fCorresponding author: fxf482@student.bham.ac.uk

"https://github.com/farahft/OldJoe
“https://fever.ai/task.html

Our pipeline has the following components: (1)
a postgreSQL database, which stores the embed-
dings and chunks for evidence documents from the
knowledge store; (2) Question Generation, where
we generate questions and queries based on the
given claim; (3) Retrieval and Re-ranking, which
uses pgvector and postgres to retrieve evidence
for each query; (4) Answer Generation, where we
generate answers for each question using the re-
trieved evidence chunks; and (5) Veracity Check,
where we assign the final veracity label based on
the generated question-answer pairs. The entire
pipeline is illustrated in Figure 1.

2 Related Work

One of the earliest studies to frame fact-checking as
a computational task was introduced by (Vlachos
and Riedel, 2014), who aimed to replicate the tradi-
tionally manual process of claim verification using
NLP techniques. This foundational work paved the
way for other efforts, most notably the introduction
of the FEVER dataset(Thorne et al., 2018), a large-
scale benchmark designed to advance research in
claim verification against textual sources. Over the
years, the increasing spread of misinformation(Das
et al., 2023) has further elevated fact-checking as a
critical area of research and led to multiple studies.

More recently, (DeHaven and Scott, 2023)
proposed BEVERS, a simple yet highly effec-
tive pipeline that achieves state-of-the-art re-
sults on both the FEVER and SciFact (Wad-
den et al., 2020) datasets. This growing inter-
est has also motivated the organization to launch
the FEVER(Schlichtkrull et al., 2024) workshop,
which evaluate systems using the real-world claim
dataset AVeriTeC(Schlichtkrull et al., 2023). Par-
ticipants in these workshops have employed a wide
range of approaches — from systems relying on
APIs(Rothermel et al., 2024) to those based on fine-
tuned open-source models (Sevgili et al., 2024),
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reflecting the diversity and rapid evolution of meth-
ods in this domain.

3 Methodology

In this section we present our system pipeline as
shown in Figure 1. We start by preparing our evi-
dence database from the knowledge store given by
the organisers. Next, we build our question-query
generator to generate questions and queries that
guide retrieval for a given claim. Then, we build
the answer generator to answer the questions and
queries based on the retrieved evidence. Finally,
these answers are used to determine the veracity of
a given claim.

3.1 Evidence Embeddings

Before creating the embeddings, we first semanti-
cally split each evidence document into chunks
with a maximum length of 2048 characters us-
ing semantic-text-splitter 3 that offers meth-
ods for splitting text into smaller chunks, aim-
ing to reach a target chunk size while priori-
tizing splits at semantically meaningful bound-
aries. We then explored several approaches to
generating the embeddings and storing them in a
database. One approach we attempted involved us-
ing Alibaba-NLP/gte-large-en-v1.5 (Zhang
et al., 2024) and FAISS to store the texts, their em-
beddings, and the corresponding metadata as pick-
led files (Douze et al., 2024). We also looked into
using a ChromaDB vector database to store both
the embeddings and metadata in a singular vector.
Ultimately, our final system generates sentence em-
beddings with jina-ai/jina-embeddings-v3*
with a maximum model length of 2048 and relies
on the postgres extension, pgvector>, for stor-
ing both the embeddings and the content of the
evidence chunks together. Evidence for each claim
is stored in a separate table, enabling efficient and
accurate retrieval of relevant evidence.

3.2 Question and Query generation

The next step in our inference pipeline is to gen-
erate questions along with search queries. For
this task, we use Qwen/Qwen1.5-14B-Chat-AWQ
% (QwenLM Team, 2025), a recent reasoning model
that is quantized to fit within 24GB of VRAM set
up to 8192 as a max length. For each claim, we
3https://pypi.org/project/semantic-text-splitter/
“https://huggingface.co/jinaai/jina-embeddings-v3

Shttps://github.com/pgvector/pgvector
®https://huggingface.co/Qwen/Qwen1.5-14B-Chat-AWQ

prompt this model to first analyse and reason about
the claim before generating four questions that,
when answered, would provide easy insight into
the veracity of the claim.

To support veracity prediction and improve
both interpretability and retrieval quality, we first
prompt the model to generate questions from the
original claims. Using the generated questions we
prompt the model to generate refined search queries
designed to better capture the information need and
guide evidence retrieval. This two-step process en-
ables the system to retrieve more relevant evidence
chunks, which are then used to form Q-A pairs that
inform the final veracity prediction

The prompts for question and query generation
are provided in Appendix A and B respectively.

Question Generation Example

Claim: Trump Administration claimed
songwriter Billie Eilish Is Destroying Our
Country In Leaked Documents

Question: Are there any official documents
from the Trump Administration that explic-
itly state Billie Eilish is destroying the coun-
try?

\.

3.3 Evidence Retrieval and Re-ranking

We use the questions and queries generated in Sec-
tion 3.2 to retrieve evidence. For each question,
corresponding search queries along with the ques-
tion itself are used to retrieve and simultaneously re-
rank candidate evidence chunks. Parallel to the var-
ious embedding and data warehousing approaches
we explored, we also compared the effectiveness
of four approaches in retrieving evidence from our
knowledge base:

1. the FAISS retrieval method, which uses cosine
similarity to quantify the distance between
query embeddings and evidence embeddings

2. the BM25 (Robertson et al., 2009) algorithm,
which retrieves the most relevant evidence us-
ing keyword search without relying on embed-
dings

3. a hybrid score combining BM25 scores with
FAISS-based cosine similarity scores between
query and evidence embeddings

4. reciprocal rank fusion (RRF) scoring (Cor-
mack et al., 2009), which collates the BM25-
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Figure 1: System Pipeline.

based and pgvector-based rankings of evi-
dences and embeddings stored in our post-
greSQL database

We used the Prometheus evaluation metric (Pom-
bal et al., 2025) a multilingual LL.M-as-a-judge
framework that supports both reference-based and
reference-free evaluation enabling direct assess-
ment and pairwise comparison of long-form out-
puts, to assess the best retrieval approach. The
results in Table 1 show that retrieving evidence
from postgreSQL through RRF scoring provided
the best results.

Consequently, the entire retrieval-reranking pro-
cess is performed in a single SQL query for effi-
ciency and speed. Combining BM25-based key-
word search and pgvector-based semantic search,
the SQL query retrieves the eight most question-
relevant evidence chunks identified by each search
method. The BM25 and pgvector ranks and
scores for each retrieved chunk are then collated
using RRF with a penalty factor of 4 to ensure
balanced contributions between the BM25 and

pgvector search strategies. Based on this RRF
scoring mechanism, the system returns the 10
highest-ranked evidence chunks for each question.

Approach Prometheus Evaluation Metric
FAISS 1.20
BM25 2.90
FAISS & BM25 1.80
postgreSQL RRF 3.80

Table 1: Comparison of retrieval models using the
Prometheus evaluation metric.

The SQL query for retrieval and re-ranking is
provided in Appendix E.

3.4 Answer Generation

The penultimate step in our inference pipeline
is answer generation. The process is similar
to Section 3.2 and uses the same reasoning
model: Qwen/Qwen3-14B-AWQ (QwenlLM Team,
2025). The model is prompted to generate the
answers based on the question and corresponding
retrieved evidence. The prompt used can be found
in Appendix C.
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Answer Generation Example

Question: Are there any official documents
from the Trump Administration that explic-
itly state Billie Eilish is destroying the coun-
try?

Answer: No. As reported by The Wash-
ington Post and corrected by the New York
Post, the leaked documents from the Trump
administration did not state that Billie Eilish
was destroying the country. Instead, they
recorded Eilish’s own statement criticizing
Trump, who she said was destroying our
country and everything we care about. The
Washington Post initially misattributed this
quote to Trump officials but later issued a
correction clarifying that the statement was
Eilish’s own, not an official assessment by
the administration.

3.5 Veracity Judgment

The final stage of the pipeline is veracity judgment,
where each claim is classified into 4 different labels:
Supported, Refuted, Conflicting/Cherry-Picking or
Not Enough Evidence. Similar to Sections 3.2 and
3.4, we prompt the model to predict the claim’s
veracity given the claim and the question-answer
pairs generated in Section 3.4. The prompt used
can be found in Appendix D.

4 Experiments

This section presents results of the experiments
we conducted to determine which reasoning model
provided the most optimal performance for our
fact-checking pipeline.

4.1 Hardware

All the experiments were conducted on a single ma-
chine equipped with two AMD EPY(C9334 32-core
CPUs, 1 TB of RAM, and two 1TB NVMe SSD
and 4TB NVMe SSD. The system also included
8 NVIDIA L40s GPUs each with 48GB of mem-
ory. The complete pipeline including the database,
language models, and all other components were
packed into a Docker image totaling 230 GB in
size. This containerized setup can be run on sys-
tems with at least 24 GB of GPU memory.

4.2 Experimental Results

The processes to generate the embeddings and in-
sert them into our postgreSQL knowledge store

database collectively took approximately 4 hours.
Claim labeling on the dev set required an average
of 45 seconds per claim, totaling around 6.3 hours
for the entire dataset.

We employed three models in performing the
question generation, question-and-answer genera-
tion, and veracity prediction tasks. These models
were all compatible with the 24GB GPU RAM
hardware setup described in Section 4.1. Table 2
shows each model’s scores for the three tasks
mentioned above, as evaluated using the official
2024 Shared Task metrics. Among the models,
gwen3-14b-awq returned the highest scores when
paired with in-context learning and applied into
our inference pipeline. The model achieved an
accuracy of 0.494 and an AVeriTeC score of (.42
on the dev set. Owing to limited time, we could
not explore alternative configurations or pipelines ,
we proceeded with the mentioned pipeline which
showed promising results during Q and Q+A
stages.

4.3 Final Submission Results

Our system was evaluated on the Ev2R frame-
work proposed by (Akhtar et al., 2024), which
introduces reference-based, proxy-reference and
reference-less scores for evidence evaluation in
automated fact-checking. Our system achieved a
mean runtime of 84.57 seconds per claim, a Q+A
Ev2R recall of 0.387 a Q-only Ev2R score of 0.182
and an overall AVeriTeC score of 0.151.

5 Conclusion

This paper describes Team OldJoe’s submission to
the AVeriTeC Shared Task the FEVER workshop.
We explored various strategies for embedding, stor-
ing, and retrieving evidence chunks for better ve-
racity prediction. We evaluated multiple language
models and investigated the effectiveness of ap-
plying them and in-context learning for automated
fact-checking. While our system demonstrates a
promising performance on the dev set when evalu-
ated by the HU-METEOR metric, further improve-
ments are necessary to enhance its generalisation
and achieve better results on the test set.

Limitations

This system has been designed for the FEVER
shared task and is structured to meet the require-
ments and limitations of the task. The performance
of the model outside of the parameters of the task
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Model Q score | Q/A score | Accuracy | AVeriTeC Score
1lama-3.1-8B | 0.411 0.27 0.388 0.38
gwen3-8B-fp8 | 0.410 0.28 0.41 0.414
gwen3-14b-awq | 0.411 0.27 0.494 0.492

Table 2: Comparison of models performance using HU-meteor Accuracy and AVeriTeC scores.

might differ significantly. Due to time and com-
putational constraints, we were not able to fully
finetune our system on the data. It is likely that the
system performance can improve substantially with
additional finetuning and access to more powerful
hardware.
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Appendix

A Question Generation Prompt Template

You are an advanced fact-checking AI, tasked with generating highly targeted,
investigative questions to verify claims.

Each question should probe a unique and essential aspect of verification.

You are NOT fact-checking the claim. You're job is to generate questions to
enable better fact checking.

### Instructions

Generate {{ n_questions }} *xdistinct*x and **non-redundant** questions.

Each question should target a xxdifferent** key dimension of verification

Each question must be x**necessaryx*: answering it should bring us =**measurably
closer to a veracity judgment=*x*.

Each question must be atomic and include all the #**necessary** and *xsufficient
*x information while being x*concisexx.

### Additional Notes

Before finalizing each question, consider:

1. What specific aspect of the claim does this question interrogate?

2. Would answering this question significantly impact veracity assessment?
3. Is this question fundamentally different from the others?

Make sure that the question *is a questionx

{{ response_format }}

### Task:
Claim: "{{ claim }}"

Generated Questions:

B Query Generation Prompt Template

You are a retrieval-optimization AI that transforms fact-checking questions
into **search
queries*x for evidence gathering.

Your job is to generate **x{{ n_queries }} diverse, high-recall queriesx* that
can retrieve
*xuseful evidencex* to help answer the following investigative question.

### Goals

- Cover x*xdifferent phrasings**, x*semantic angles**, and **terminological
variationsx*x.

- Balance between #**xspecificity*x and **xgeneralization** to maximize evidence
retrieval.

- Optimize for both *xkeyword** and **semantic search systems*x.

### Techniques

Use the following techniques to generate diverse queries:
- Strip to core facts, entities, and concepts

- Use synonyms, rephrasing and related concepts.

- Break down the question into subcomponents.

- Vary terminology (formal/informal, technical/common).

- Include relevant entities or contexts.

- Reformulate to target potential evidence phrases (e.g., "according to",
experts say",

etc.)

{{ response_format }}

n

### Task
Question: "{{ question }}"

Generated Search Queries:
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C Answer Generation Prompt Template

You are an advanced fact-checking AI, tasked with answering questions based on
provided evidence.

You have been given a question and a set of evidence chunks retrieved from a
database to answer that question.

Your goal is to synthesize a well-reasoned answer supported by the evidence.
You must ground your answer only in the evidence provided and avoid speculation
or unsupported claims.

Name your sources and be journalistic in your approach and response.

### Instructions

- Read and analyze all the provided evidence chunks.

- Identify relevant information that directly supports or refutes the question.
- Think step-by-step and reason about the evidence logically and cautiously.

- Acknowledge uncertainty or lack of coverage if the evidence is incomplete or
contradictory.

- Align your final answer with the type of question. If it is a **yes/no
questionx*, your answer must begin with either Yes or No and remain strictly

within that framing.

- Avoid speculation, assumptions, or invented content.

- Distill a short name for the source of each from the provided URL.

- When citing evidence, refer to the x*source name*x (e.g., "as reported by The
Guardian” or "as reported in the New York Times") instead of just the chunk
number or URL.

{{response_format}}

### Evidence Chunks:

{% for chunk in chunks %}

[CHUNK [{{ loop.index 3}3}] START]

URL : {{ chunk.source_url }}

CONTENT: {{ chunk.content }}

[CHUNK [{{ loop.index }}]1 END]

{% endfor %3}

### Task
QUESTION: "{{ question 3}}"

ANSWER:

D Veracity label Generation Prompt Template

You are an advanced fact-checking AI tasked with determining the veracity of
claims based on evidence.

### Inputs

CLAIM: "{{ claim }}"

EVIDENCE:

{% for ga in qa_pairs %}

QUESTION: {{ ga.question }}

ANSWER: {{ ga.answer 3}}

{% endfor %}

### Task
Based on the evidence above, provide step by step reasoning followed by a final
verdict label for the claim.

### Labels

- "Supported”: The evidence fully supports the claim

- "Refuted”: The evidence contradicts the claim

- "Conflicting"”: Different pieces of evidence support and contradict the claim
- "Not Enough Evidence”: Insufficient evidence to make a determination

{{ response_format }}

### Instructions

Ensure your verdict is:

- Strictly based on the provided evidence
- Considers all available information

- Acknowledges any uncertainties or gaps

ANSWER :)
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E

SQL Query

SQL ( nonn

WITH
input_queries AS (
SELECT
qid,
qtext,
gembedding
FROM
UNNEST (%(qtexts)s::text[], %(gembeds)s::vector[]) WITH
ORDINALITY
AS t(gtext, gembedding, qid)
)!
semantic_search AS (
SELECT
t.id,
ig.qid,
1.0 / (%(srpenalty)s + RANK() OVER (PARTITION BY iqg.qid ORDER
BY t.embedding <=> iq.qgembedding)) AS score
FROM {tname} t, input_queries iq
ORDER BY t.embedding <=> iq.gembedding
LIMIT %(slimit)s

)’
keyword_search AS (
SELECT
t.id,
ig.qid,
1.0 / (%(krpenalty)s + RANK() OVER (PARTITION BY iqg.qid ORDER
BY ts_rank_cd(to_tsvector('english', content), plainto_tsquery
('english', iqg.qtext)) DESC)) AS score
FROM {tname} t, input_queries iq
WHERE to_tsvector('english', content) @@ plainto_tsquery('english',
ig.qgtext)
ORDER BY ts_rank_cd(to_tsvector('english', content),
plainto_tsquery('english', iqg.qtext)) DESC
LIMIT %(klimit)s
)’

combined AS (
SELECT id, SUM(score) AS total_score

FROM (
SELECT x FROM semantic_search
UNION ALL
SELECT * FROM keyword_search
) s
GROUP BY id
)
SELECT

t.doc_id, t.source_url, t.chunk_index, t.content, c.total_score
FROM combined c
JOIN {tname} t ON t.id = c.id
ORDER BY c.total_score DESC
LIMIT %(topk)s
"
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Abstract

With the growing volume of misinformation
online, automated fact-checking systems are
becoming increasingly important. This paper
presents SANCTUARY, an efficient pipeline
for evidence-based verification of real-world
claims. Our approach consists of three stages:
Hypothetical Question & Passage Generation,
a two-step Retrieval-Augmented Generation
(RAG) hybrid evidence retrieval, and struc-
tured reasoning and prediction, which lever-
ages two lightweight Large Language Models
(LLMs). On the challenging AVeriTeC bench-
mark, our system achieves 25.27 points on the
new AVeriTeC score (Ev2R recall), outperform-
ing the previous state-of-the-art baseline by 5
absolute points (1.25x relative improvement).
Sanctuary demonstrates that careful retrieval,
reasoning strategies and well-integrated lan-
guage models can substantially advance auto-
mated fact-checking performance.

1 Introduction

The ease with which information can be pub-
lished and amplified online has intensified long-
standing concerns about the spread of misinfor-
mation and disinformation (Lewandowsky et al.,
2020; Schlichtkrull et al., 2024). Professional
fact-checking organizations such as PolitiFact',
FactCheck.org? and Snopes® have scaled up their
efforts, yet the sheer volume and velocity of claims
far outstrip human capacity (Nakov et al., 2021).
Moreover, not every claim warrants fact-checking;
resources should be directed toward content that
can significantly impact society, such as influenc-
ing elections (Allcott and Gentzkow, 2017) or caus-
ing financial harm (Gold and Stelter, 2025). Con-
sequently, Automated Fact-Checking (AFC) has
emerged as a promising assistive technology aimed

lwww.politifac’c.com

Zwww. factcheck. org

3WWW. snopes.com

Saqib Hakak
Faculty of Computer Science,
University of New Brunswick, Canada
saqgib.hakak@unb.ca

at (i) identifying check-worthy claims, (ii) retriev-
ing or generating relevant evidence, and (iii) pre-
dicting a veracity verdict transparently to bolster
public trust and adoption (Vlachos and Riedel,
2014; Thorne and Vlachos, 2018).

Figure 1 illustrates a real-world check-worthy
claim, showing the kind of input and output that a
fact-checking system must process and output.

Claim: Several First Nations communities in Canada have
closed their borders to avoid COVID-19.

Date: 19-3-2020

Speaker: Chief David Monias
Reporting Source: Reuters news agency
Location Code: CA

Label: Supported

Justification: Multiple sources confirm some First Na-
tions communities in Canada closed their borders or set up
checkpoints to limit the spread of COVID-19 and protect
vulnerable members.

Figure 1: A sample claim from the AVeriTeC dataset.

We introduce a lightweight, time-efficient
pipeline for automated fact verification. The sys-
tem assigns each claim to one of four verdicts —
Supported, Refuted, Not Enough Evidence (NEE),
or Conflicting Evidence/Cherrypicking (CE/C) —
and outputs a rationale explaining its decision, cit-
ing relevant sources. Our method involves apply-
ing claim decomposition, Large Language Models
(LLMs), a Retrieval Augmented Generation (RAG)
framework, hybrid retrieval, and carefully tuned
prompts to produce explainable fact-checking.

We evaluate our system on the AVeriTeC dataset
(Schlichtkrull et al., 2023), demonstrating a sub-
stantial accuracy improvement (5%) over the of-
ficial baseline, while maintaining slightly faster
performance.

2 Related Work

The 2024 AVeriTeC shared task (Schlichtkrull et al.,
2024) commenced with an initial baseline system
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proposed by (Schlichtkrull et al., 2023), which
utilized BM25-based sentence ranking (Trotman
et al., 2014), question generation with BLOOM
(Le Scao et al., 2023), and BERT (Devlin et al.,
2019) for verdict prediction, achieving a modest
old AVeriTeC score of 11%. Following this initial
benchmark, multiple systems explored various so-
phisticated techniques to significantly enhance per-
formance. For instance, HerO (Yoon et al., 2024)
introduced LLM-based prompting to generate hy-
pothetical “evidence passages” prior to iterative
BM25 retrieval, re-ranking, and subsequent ques-
tion generation, yielding the highest question gen-
eration score and substantially outperforming the
original baseline.

Subsequent entrants further evolved these tech-
niques by incorporating advanced retrieval and gen-
eration strategies. InFact (Rothermel et al., 2024)
achieved top position on the leaderboard by lever-
aging proprietary LLMs such as GPT-40 (Achiam
et al., 2023) in conjunction with dense semantic
retrievers, combined with an aggressive question-
fan-out strategy to further increase evidence recall.
AIC CTU (Ullrich et al., 2024) adopted a stream-
lined RAG (Lewis et al., 2020) approach, integrat-
ing innovative methods such as Maximal Marginal
Relevance (MMR) (Carbonell and Goldstein, 1998)
and structured Chain-of-Thought (CoT) prompt-
ing. Dunamu-ML (Park et al., 2024) expanded
the coverage of evidence by incorporating over-
looked resources such as PDFs and video tran-
scripts, demonstrating the benefits of richer evi-
dence sources. Finally, Papelo (Malon, 2024) uti-
lized a dynamic multi-hop web search approach
with iterative question generation conditioned on
previous results, highlighting potential advantages
in scenarios where an initial fixed corpus might not
be readily available.

Collectively, these systems underscore a progres-
sion from an initial shallow baseline to increasingly
sophisticated methods and, heavier, proprietary
models, leaving plenty of room for optimizations in
terms of reducing model size, improving evidence
completeness, and computational efficiency.

3 Task Description

Verifying the truthfulness of real-world claims is
a complex task in natural language processing. It
requires reasoning over noisy, high-volume unstruc-
tured information from diverse sources, often under
strict time and resource constraints. An effective

fact-checking system must not only assess the fac-
tualness of a claim, but also provide verifiable, in-
terpretable explanations.

We formalize this claim verification task as fol-
lows:

Input

The input to the system is a tuple (¢, m, e) where:
* cis an open-domain natural-language claim.

* m contains minimal metadata, including:

— publication date ¢
— speaker s

— source URL u

— location code /¢

* ¢ is the set of evidence articles collected from
the Web related to the claim.

Output

Our system produces a triple (v, E, J) where:

* v € {Supported, Refuted, NEE, CE/C} is the
system’s predicted veracity label.

* I/is aset of question-answer-document triples
(¢i; {ai—;},di—j), representing the evidence
extracted to support the label, where:

— ¢; is a fact-checking sub-question de-
rived from the original claim c.

— {a;—;} is a set of evidence snippets rele-
vant to g;.

— d;_; denotes the set of source documents
from which {a;_;} are extracted.

* J is the textual justification that explains how
the evidence E collectively supports the pre-
dicted veracity label v.

4 The Sanctuary System

This section outlines the architecture and workflow
of Sanctuary, our end-to-end fact-checking system,
as shown in Figure 2. The system consists of three
main stages: Hypothetical Question & Passage
Generation, a two-step Evidence-Retrieval Pipeline
— Coarse and Semantic Evidence-Retrieval — and
finally, Reasoning and Prediction. Each stage is de-
signed to progressively narrow down the evidence
relevant to proving the factuality of the claim and
subsequent fact-checking. We describe the models,
prompting strategies, and design choices used at
each stage.
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Figure 2: Overview of the SANCTUARY system

4.1 Stage 1: Hypothetical Question and
Passage Generation

Fact-checkers typically approach verification by
formulating multiple nuanced questions, explor-
ing various angles to reach an informed conclusion
(Silverman, 2014). Inspired by this journalistic
practice, our system first employs an LLM — specif-
ically, Qwen2.5-7B-Instruct (Yang et al., 2024) —
to categorize a claim into one of three predefined
veracity labels: Supported, Refuted, or CE/C. This
classification step follows a methodology similar
to that of (Park et al., 2024), with the notable ex-
clusion of the NEE. This ensures that the model
explicitly posits either supporting or opposing evi-
dence; abstention would starve later stages of evi-
dence. This initial assessment step capitalizes on
the LLM’s extensive pretraining and reasoning ca-
pabilities to detect factual inconsistencies based on
its learned internal knowledge.

Following this classification, and drawing inspi-
ration from Hypothetical Document Embeddings
(HyDE) (Gao et al., 2023) as well as the works

by (Yoon et al., 2024; Rothermel et al., 2024), we
prompt the LLM to generate a diverse set of hypo-
thetical question-document pairs using a detailed
prompting template (illustrated in Figure 3). This
process aims to enhance evidence recall in later
stages by utilizing these hypothetical documents
as queries to retrieve relevant evidence, rather than
relying solely on the claim’s text.

The rationale behind conducting an initial assess-
ment prior to generating HyDE content is to condi-
tion the LLM to produce more targeted and contex-
tually relevant hypothetical documents, leveraging
its internal understanding of the claim, events, and
related patterns.

Therefore, this step closely simulates the inves-
tigative process employed by human fact-checkers,
who typically formulate investigative queries and
the kind of evidential responses or documents they
would likely obtain from online sources. By explic-
itly prompting the model to generate plausible yet
fictional questions, associated passages, relevant
entities, and alternative event scenarios, we aim to
fully exploit the LLM’s internal knowledge base
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and reasoning strengths.

4.2 Stage 2.1: Coarse Evidence-Retrieval

After generating a set of hypothetical question-
answer pairs, we use the BM25 algorithm (Trotman
et al., 2014) to retrieve relevant textual evidence
from the knowledge store. Standard BM25 retrieval
often suffers when documents vary significantly in
length, as longer documents can disproportionately
penalize or dilute term frequency scores. To mit-
igate this, we segment each document into fixed-
length segments of approximately 500 tokens using
a sliding-window approach with zero overlap, in
line with previous methodologies (Malon, 2024;
Park et al., 2024; Ullrich et al., 2024). Each doc-
ument in the corpus is chunked in this manner to
construct the BM25 index.

For each generated question-answer pair (treated
as a single query), we retrieve the top 125 ranked
document chunks from the index, a cutoff chosen
based on the development set balancing recall and
runtime. Given the substantial volume and length
of the source documents — averaging 794 docu-
ments per claim in the development set — we prepro-
cess (tokenize, segment, and index) them in parallel
using multiprocessing to improve efficiency.

Finally, we group the top-retrieved chunks by
their originating web article, using the document’s
URL as the key. This step intuitively narrows down
the retrieved content to those segments within Web
articles most relevant to answering queries associ-
ated with fact-checking the claim.

4.3 Stage 2.2: Semantic Evidence-Retrieval

In this stage, we further refine the evidence seg-
ments using a semantic, sentence-based chunking
strategy (Kamradt, 2024) followed by semantic
document retrieval, shifting the focus from key-
word matching to semantic relevance. By applying
semantic filtering, we narrow the scope of evidence
to textual snippets that precisely address the hypo-
thetical questions generated in Stage 1.

Initially, for each retrieved evidence document,
we consolidate the segments selected in the pre-
vious step. We then divide this combined text
into individual sentences and encode each sentence
into semantic vector representations. Sentences
exhibiting high semantic similarity are grouped
together, creating coherent, semantically themed
textual chunks. This step further refines the seg-
ments obtained previously into compact semantic

units, improving the granularity and relevance of
the evidence.

For sentence embeddings, we use the bilingual-
embedding-small model (Conneau et al., 2019;
Nils Reimers, 2019; Thakur et al., 2020), which
offers strong performance across a range of NLP
tasks despite its modest size (117M parameters)
and currently ranks #30 on the HuggingFace
MTEB Multilingual leaderboard.

Next, both the semantically formed chunks and
the previously generated Stage 1 queries are em-
bedded using a retrieval embedding model, treating
chunks as documents, and queries as search input.
For this step, we adopt the snowflake-arctic-embed-
m-v2.0 model (Yu et al., 2024), which provides a
strong balance of retrieval accuracy and computa-
tional efficiency. To avoid redundancy, and reduce
the size of the final evidence list, chunks identified
as semantically duplicate (cosine similarity greater
than 0.9) are filtered out, ensuring that each query
is answered by distinct evidence. Therefore, this
stage ensures that only the most semantically rel-
evant and distinct evidence is retained to address
each query.

4.4 Stage 3: Reasoning and Prediction

Rather than refining questions via sub-query gen-
eration (Rothermel et al., 2024), or generating
new questions after initial coarse evidence-retrieval
(Yoon et al., 2024), or reframing retrieved answers
(Park et al., 2024), or generating question-answer
pairs from initially retrieved coarse evidence (UlI-
rich et al., 2024) — each of which increases com-
putational complexity — we opt for simplicity by
adhering to our initial queries from Stage 1.

For each query, we select up to 8 evidence
chunks from Stage 2.2, while imposing a hard
cosine similarity threshold of 0.52. Our internal
subjective evaluations indicated that this threshold
effectively filters out less relevant evidence.

We then incorporate the selected question-
answer blocks into a carefully crafted veracity
prompt template, as shown in Figure 4, which
includes detailed instructions and guidelines spe-
cific to the task of fact-checking. To further guide
the model’s understanding of the task, we include
four-shot examples, one for each veracity label.
The prompt is then fed into Microsoft’s Phi-4 14B
LLM (Abdin et al., 2024), using its GPTQ 4-bit
quantized version (Frantar et al., 2022), chosen to
maintain computational efficiency while remaining
competitive. Although we had the option to use
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Qwen2.5-7B for this stage, we found that Phi-4 is
better suited for the task, owing to its larger parame-
ter count and better handling of nuanced reasoning,
which is critical for accurate veracity classification.

Additionally, to promote structured reasoning,
groundedness, and explainability in our predictions,
we employ a Chain-of-Thought (CoT) prompting
strategy (Wei et al., 2022), instructing the model
to articulate its reasoning explicitly, citing relevant
Q-A pairs before producing a veracity label.

5 Experimental Results

5.1 Dataset

The AVeriTeC dataset provides three splits of
real-world fact-checking claims containing both
the textual claim and rich metadata. The training
set comprises 3,068 claims, the development set
500 claims, and the blind test set 1,000 claims.
Although the train/dev splits are drawn from
fact-checks published up to 2019, the test set only
contains claims posted from 2024 onward, mak-
ing it a strictly out-of-distribution evaluation for
temporal generalization. For every claim, a bundle
of crawled web pages is provided as a knowledge
store.

5.2 Evaluation Criteria

The new scoring mechanism, as of 2025, replaces
the previous Hungarian METEOR (Banerjee and
Lavie, 2005) string matching-based approach with
the atomic reference-based Ev2R atomic scorer
(Akhtar et al., 2024). An LLM is used to decom-
pose predicted and reference questions and evi-
dence into minimal atomic facts. For every atomic
fact in the reference-set the scorer asks whether it
is supported by the prediction, computing a recall
value.

If the Q + A (Ev2R recall) > 0.50, then the
system’s veracity label is compared with gold, pro-
ducing new AVeriTeC score. The Recall scores are
published for Q-only and Q+A, along with the final
AVeriTeC score.

Why the change? Hungarian METEOR is sen-
sitive to surface form and treats any unannotated
but valid evidence as “wrong” (Akhtar et al., 2024).
The Ev2R scorer rewards factual coverage regard-
less of wording, is robust to alternate evidence
chains, and correlates better with human judgments
of coverage and relevance.
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5.3 Baseline

Our reference is the HerO system (Yoon et al.,
2024), Herd of Open LLMs, ranked 2nd in the 2024
AVeriTeC challenge. HerO adopts a multi-stage
approach combining retrieval and generative rea-
soning: First, it uses open-source language mod-
els to produce hypothetical fact-checking passages.
Next, these passages, along with the claim guide
a retrieval process, identifying relevant evidence
from a large-scale, per-claim knowledge store. The
retrieved evidence is further filtered through se-
mantic embedding models to retain only the most
contextually meaningful excerpts. Then, HerO gen-
erates structured questions explicitly connecting
evidence back to the original claim. Finally, a lan-
guage model utilizes these questions and evidence
snippets to classify the claim.

5.4 Hyperparameter Choices

We present the hyperparameter configurations em-
ployed at each stage of our pipeline below:

Stage 1: We utilize Qwen2.5-7B-Instruct,
running under the VLLM?* inference engine with its
weights cast to bfloat16 precision. To balance diver-
sity and instruction-following, we fix the sampling
parameters as follows: temperature =0.5, top_p
= 0.8, min_p = 0.1, and max_tokens = 2048. We
perform batch inference with four claims processed
concurrently.

Stage 2: This stage leverages two distinct mod-
els: one optimized for Semantic Textual Simi-
larity (STS) and another for document retrieval.
For STS, we use bilingual-embedding-small’
with the python library Chonkie®, using the fol-
lowing chunking parameters: min_chunk_size =
30, chunk_size = 140, min_sentences = 2, and
similarity_window = 1. Since 1-2 sentences av-
erage approximately 30 tokens (OpenAl, 2025), we
enforce a minimum chunk size of two sentences (30
tokens) and a maximum of approximately 4-6 sen-
tences (140 tokens). The similarity_window pa-
rameter controls the number of adjacent sentences
considered during the similarity threshold compu-
tation. These choices ensure that short sentences
are grouped to preserve contextual integrity, while
longer meaningful segments are prevented from
being fragmented arbitrarily.

*https://github.com/vllm-project/vllm
5https://huggingface.co/Lajavaness/
bilingual-embedding-small

https://github.com/chonkie-inc/chonkie
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System Q only Q+A AVeriTeC Score Avg. time/claim (s)
CTU AIC 0.2003 + 0.0066 0.4774 = 0.0035 0.3317 = 0.0015 53.67
HUMANE 0.1933 £0.0048 0.4299 +0.0006 0.2707 £ 0.0040 29.19
SANCTUARY 0.1561 £0.0057 0.4098 +£0.0077 0.2527 +0.0051 31.71
Baseline 0.2723 £0.0006  0.3362 +0.0036 0.2023 + 0.0068 33.88

Table 1: Performance of participating systems on the AVeriTeC 2025 task. Each system is evaluated on Question-
only (Q), Question + Answer (Q+A), and the unified AVeriTeC score. Average inference time per claim (in seconds)
is also reported.

LLM Combination (Stages 1 and3) Qonly Q+ A AVeriTeC Score
Qwen2.5-7B and Phi-4 GPTQ 0.3427 0.5167 0.29
Gemini 2.5 Flash (Both Stages) 0.4004 0.6106 0.33

Table 2: Ev2R evaluation comparing our default LLM combination of Qwen2.5-7B and Phi-4 GPTQ with Gemini
Flash 2.5. Metrics reported are recall scores on question-only (Q), question-plus-answer (Q+A), and the final

AVeriTeC score on 100 balanced development claims.

snowflake-arctic-embed-m-v2.0’ is used
for retrieval, using the eager attention implementa-
tion. Document and query texts are encoded with a
batch size of 512.

Stage 3: We use Microsoft’s Phi-4-14B
GPTQ 4bit® quantized variant, also run under
the vLLM inference engine with weights cast to
half precision. Inference parameters are set as:
temperature = 0.9, top_p =0.7, top_k =1, and
max_tokens = 2048. We batch four claims per
inference run. Setting top_k to 1 enforces deter-
minism, thereby ensuring reproducibility.

5.5 Constraints

The participating systems were required to comply
with the following conditions:

1. Avoid the usage of proprietary LLMs.

2. Process each claim in under 60 seconds on
average. The evaluation system was equipped
with an NVIDIA A10G GPU (23 GB VRAM),
8 vCPUs, 32GB RAM, and 450GB file-
system.

3. Capture the source of the article of each evi-
dence used in fact-checking to facilitate man-
ual auditing.

5.6 Challenge Results

Table 1 presents the top three submissions from the
2025 AVeriTeC challenge leaderboard (excluding

"https://huggingface.co/Snowflake/
snowflake-arctic-embed-m-v2.0

8https://huggingface.co/jakiAJK/
microsoft-phi-4_GPTQ-int4

the baseline), ranked according to their AVeriTeC
scores on the test set. The Sanctuary system (code-
name yellow_flash) secured third place, achieving
an AVeriTeC score approximately 5% higher than
the baseline, with an average execution time of
31.71 seconds per claim.

On the development set, our system achieved
scores of 0.2454 (Q-only), 0.5152 (Q+A), and
0.376 (AVeriTeC score), placing third on the dev
leaderboard. However, a direct comparison with
other systems on the development set is limited, as
these evaluations were not conducted in a uniform,
time-controlled environment.

However, the development and experimentation
of our system was conducted on a different ma-
chine with a less powerful GPU compared to the
challenge environment. Specifically, it featured an
Intel(R) Xeon(R) Platinum 8253 CPU @ 2.20GHz
(32 cores), an Nvidia Quadro RTX 8000 Turing
GPU (48 GB VRAM), and 32 GB of RAM. On this
setup, our system processed the 500 claims in the
development set with an average execution time of
approximately 55 seconds per claim.

6 Analysis

To assess the impact of backbone language models
on overall system performance, we conducted an
ablation study comparing our default LLM con-
figuration — Qwen2.5-7B-Instruct for HyDE query
generation and Phi-4 GPTQ for final reasoning —
with a variant that uses Google’s Gemini Flash 2.5
(Preview 04-17) (Team et al., 2023) in both stages
1 and 3. The Gemini model was constrained to a
1024-token “thinking” budget. All other pipeline

252


https://huggingface.co/Snowflake/snowflake-arctic-embed-m-v2.0
https://huggingface.co/Snowflake/snowflake-arctic-embed-m-v2.0
https://huggingface.co/jakiAJK/microsoft-phi-4_GPTQ-int4
https://huggingface.co/jakiAJK/microsoft-phi-4_GPTQ-int4

LLM Combination (Stages 1 and 3) Accuracy Macro F1 Supported Refuted NEE CE/C
Qwen2.5-7B and Phi-4 GPTQ 0.535 0.486 0.649 0.645 0.222 0.429
Gemini 2.5 Flash (Both Stages) 0.507 0.457 0.598 0.655 0351 0.224
Gemini 2.5 Flash and Phi-4 GPTQ 0.490 0.438 0.586 0.609  0.223 0.333
Qwen?2.5-7B and Gemini 2.5 Flash 0.466 0421 0.642 0.555 0.278 0.207

Table 3: Local Classification Performance comparing our default combination of Qwen2.5-7B and Phi-4 GPTQ vs.
Gemini Flash 2.5 on the same 100 development claims. Reported metrics include accuracy, macro F1, and per-class

F1 scores.

components, parameters and prompts were kept
fixed to ensure a controlled comparison.

For this experiment, we sampled 100 claims
from the development set while ensuring an equal
representation of each veracity class to reduce bias
in performance estimation.

As shown in Table 2, substituting with Gem-
ini resulted in notable gains across all Ev2R met-
rics. Specifically, we observed improvements of
+5.77 points in Q-only recall, +9.39 points in Q+A
recall, and a +4 point increase in the AVeriTeC
score. These gains suggest that a stronger reason-
ing model enhances both the quality of generated
questions and the utility of retrieved evidence, ulti-
mately leading to better veracity predictions.

However, Table 3 presents a more nuanced pic-
ture. Despite Gemini’s higher recall, our original
configuration achieves a slightly higher classifi-
cation accuracy (+2.8%) and macro F1 (+2.9%).
It particularly excels in the Supported and CE/C
classes, while Gemini notably performs better on
the NEE class — indicating a more conservative
stance when evidence is ambiguous or lacking.

These findings highlight an important trade-off:
while Gemini — leveraging its advanced reason-
ing capacity and thinking mode — significantly im-
proves factual recall and alignment with the Ev2R
metrics, our Qwen—Phi pipeline delivers more bal-
anced veracity classification despite scoring lower
on the official metrics and operates under far lighter
computational demands.

7 Conclusion and Future Work

We introduced SANCTUARY, an open-source time-
efficient fact-checking pipeline that keeps model
and hardware footprints modest while still clos-
ing much of the performance gap to heavier
proprietary systems. By coupling lightweight
question generation, a coarse-to-fine hybrid re-
triever, and quantized reasoning, the system at-
tains a new AVeriTeC score of 25.27, an absolute

5—point gain over the shared-task baseline, yet ver-
ifies each claim in 31.71s on a single A10 GPU,
1.1s faster than the baseline.

Ablation results confirm that reasoning capacity
drives factual recall: swapping in Gemini 2.5 Flash,
amore capable LLM, lifts Ev2R Q-only, Q + A, and
overall scores, at the cost of higher resources, yet
achieves a slightly lower macro-F1 compared to
our pipeline. Crucially, the study also exposes our
main bottleneck, question generation. Phi-# still
delivers strong label accuracy and reasoning when
fed questions generated by either Qwen or Gemini;
in fact, it scores better with Qwen-generated ques-
tions, despite their lower recall. This suggests that
better-formed sub-questions could unlock further
gains without enlarging the downstream reasoning
model.

Our future work will therefore focus on in-
creased knowledge-aware Q-generation and adap-
tive retrieval windows, in order to push recall
higher while ensuring the same lean footprint that
makes SANCTUARY efficient. We release our code
and prompts to facilitate further research and repro-
ducibility’

Limitations

Despite its efficiency and strong performance,
Sanctuary has three main constraints. First, our
HyDE Question Generation stage can miss multi-
hop subquestions — key background links (e.g.,
Company X — Subsidiary Y) or tertiary events
may go unexplored, capping recall. Second, Ev2R
may penalize correct evidence not covered in the
gold references, which means that valid but unan-
notated sources are treated as “misses’’; this issue
warrants further investigation. Third, our retrieval
budget is fixed; complex claims or a larger evidence
corpus may require adaptive context windows to
avoid dropping crucial passages.

*https://github.com/arbaaz-abz/Sanctuary
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Finally, we did not adopt the latest open-source
LLMs at the time, such as Qwen3 (Yang et al.,
2025), which many of the participants used. It is
very likely that swapping in a more capable model,
evidenced by our experiments with Google’s Gem-
ini, while still respecting our 60 s/claim budget,
could yield even higher Ev2R recall and overall
AVeriTeC scores.
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Appendix A: Stage 1 prompt

You are a highly capable, thoughtful, and precise fact-checker.

Given a claim and its metadata, first classify the claim to the best of your knowledge and then generate relevant Question and
Answer pairs. You must assign one of the following labels:

* Supported: The claim is fully backed by clear, consistent evidence.
* Refuted: The claim is directly contradicted by reliable evidence, or there is no concrete evidence to support the claim.

* Conflicting Evidence/Cherrypicking: The evidence has both supporting and opposing arguments for the claim or is
selectively presented to favor the claim.

Guidelines:
— Generate anywhere between 5 to 10 Q-A pairs. Generate more questions for complex and multi-fact claims.

— Ensure questions have context. For example, given the claim "Every week, at least 12 doctors leave Nigeria to seek
employment in the UK.", a better question is "When was the claim made regarding Nigerian doctors moving to the UK to seek
employment?" rather than the overly generic "When was the claim made?"

— A question can have multiple sub-answers derived from various sources.
— Keep your answers brief (not more than 3 sentences).
— Fabricate random facts, figures, statements, or arguments, if and when needed.

Output Format:
“label”: “Supported | Refuted | Conflicting Evidence/Cherrypicking”,
“evidence”: {Question-1: [Answer-1, Answer-2, ...J], Question-2: [Answer-1], ...}

1-SHOT EXAMPLE (omitted for brevity)

Now process this claim:
{Claim}

{Claim Date}

{Claim Speaker}
{Location ISO Code}
{Reporting Source}

Figure 3: Prompt template for Hypothetical Question and Passage Generation.
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Appendix B: Stage 3 prompt

You are a highly capable, thoughtful, and precise fact-checker.

Given a claim, its metadata, question and evidence pairs (each question can be addressed by several related evidences), your
goal is to analyze the claim and how the evidence aligns with it. Then, you must label the claim using one of the following:

* Supported: The claim is fully backed by clear, consistent evidence with no significant contradictions.
* Refuted: The claim is directly contradicted by reliable evidence, or there is no evidence to support the claim.
* Not Enough Evidence: The evidence is insufficient to either support or refute the claim.

* Conflicting Evidence/Cherrypicking: The evidence both supports and opposes the claim or is selectively presented to favor
the claim.

Guidelines:

— Take note of the claim date, the time period it refers to, speaker identity, geographical location, and reporting source for
contextualization.

— Evaluate evidence within the relevant timeline and location constraints.
— Consider trustworthiness and title/URL source of evidence.

— For numerical claims, focus on data points; for events, check occurrence and timing; for position statements, consider the
speaker’s intent.

4-SHOT EXAMPLES (omitted for brevity)

Fact-check this claim:
{Claim}

{Claim Date}

{Claim Speaker}
{Location ISO Code}
{Reporting Source}
{Queries and Evidence}

You must carefully reason step-by-step using the context and evidence to determine the final label of the claim.

OUTPUT FORMAT:

Reasoning:

1. <concise rewrite of claim and intent; Note the timeline, location, statistics, numbers, quotes,
events>

2. <evidence assessment>

3. <contradictions / gaps / biases noted>

4. <why the balance of evidence leads to the chosen label>

Label:
<Supported | Refuted | Not Enough Evidence | Conflicting Evidence/Cherrypicking>

Figure 4: Prompt template for veracity prediction.
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Abstract

We present Fathom, a Retrieval-Augmented
Generation (RAG) pipeline for automated fact-
checking, built entirely using lightweight open-
source language models. The system begins
with HyDE-style question generation to expand
the context around each claim, followed by a
dual-stage retrieval process using BM25 and
semantic similarity to gather relevant evidence.
Finally, a lightweight LLM performs veracity
prediction, producing both a verdict and sup-
porting rationale. Despite relying on smaller
models, our system achieved a new AVeriTeC
score of 0.2043 on the test set, a 0.99% abso-
lute improvement over the baseline and 0.378
on the dev set, marking a 27.7% absolute im-
provement.

1 Introduction

Misinformation and disinformation continue to
pose serious challenges in today’s social media
landscape. Research from 2018 shows that false
claims spread up to six times faster than truthful
ones on platforms like Twitter (Vosoughi et al.,
2018). Although manual fact-checking has played
a critical role in addressing false claims, it strug-
gles to match the speed and volume at which
mis/disinformation proliferates online. As a result,
automated fact-checking (AFC) has been proposed
as a valuable tool to support journalists and pro-
fessional fact-checkers (Vlachos and Riedel, 2014).
AFC refers to the task of predicting the veracity
of a claim by leveraging relevant pieces of evi-
dence (Guo et al., 2022).

The field of automated fact-checking has pro-
gressed significantly in recent years, supported
by the development of benchmark datasets such
as FEVER (Thorne et al., 2018) and, more re-
cently, AVeriTeC (Schlichtkrull et al., 2023). While
FEVER introduced large-scale fact verification us-
ing synthetic claims derived from Wikipedia, it and
similar datasets often suffered from limitations like

Saqib Hakak
saqib.hakak@unb.ca

shallow context, limited evidence, and temporal
leakage, reducing their effectiveness on real-world
claims. AVeriTeC addresses these challenges by us-
ing real claims from professional fact-checkers, an-
notated with fine-grained, crowdsourced evidence
and question-answer pairs drawn from noisy, open-
web sources.

In this paper, we present Fathom, a Retrieval-
Augmented Generation (RAG) pipeline for auto-
mated fact-checking that leverages open-source,
lightweight language models, using the AVeriTeC
dataset. The system processes each claim in
22 seconds. First, it enriches the claim using
a HyDE-style approach by generating hypothet-
ical question-answer pairs. These are then used
to retrieve candidate evidence via BM25. To
refine the retrieved set, we apply semantic re-
ranking using a dense embedding model. Finally,
a lightweight LLM reasons over the selected evi-
dence and QA pairs to classify the claim as Sup-
ported, Refuted, Not Enough Evidence, or Con-
flicting Evidence/Cherrypicking. The full imple-
mentation of our system is publicly available at
github.com/farrukhrashid1997/Fathom.

2 Related Works

Schlichtkrull et al. (2024) features and dis-
cusses top-performing systems that combined
large language models (LLMs) with hybrid re-
trieval pipelines for automated fact-checking on the
AVeriTeC dataset. Rothermel et al. (2024) was the
most notable with a GPT-40-based pipeline and se-
mantic search. Yoon et al. (2024) integrated BM25
with dense retrieval, using LLaMA-3 models for
both question generation and veracity prediction.
Ullrich et al. (2024) and Park et al. (2024) both re-
lied on GPT-4, with the latter achieving the highest
performance by enhancing retrieval through PDF
and video text extraction.

A common pattern among top systems using
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the AVeriTeC dataset is the initial generation of
questions or decomposition of claims into self-
contained queries to guide retrieval. This step
was typically powered by large LLMs such as
GPT-40 or LLaMA-3.1-70B. However, several
competitive systems, such as HerO (Yoon et al.,
2024) with LLaMA-3-8B and Data-Wizards (Sing-
hal et al., 2024) with Phi-3-medium, demonstrated
that smaller models can also be effective for query
generation.

Similarly, in the veracity prediction stage, most
top-performing systems relied on powerful LLMs
like GPT-40, LLaMA-3.1-70B, and Mixtral-8x7B
to reason over retrieved evidence and generate fi-
nal verdicts. Notably, some systems like HerO
(Yoon et al., 2024) and SynApSe (Churina et al.,
2024) observed further gains by fine-tuning these
LLMs for the task, suggesting that adapting large
language models to the specific reasoning require-
ments of the AVeriTeC task can lead to measurable
performance improvements.

More broadly, recent work has explored varia-
tions of RAG to improve fact verification through
better evidence grounding. Khaliq et al. (2024)
combines multimodal retrieval with structured rea-
soning via Chain of RAG and Tree of RAG, en-
abling step-by-step reasoning by retrieving and in-
tegrating evidence across multiple sub-questions.

Another notable use RAG is by CrAM (Deng
et al., 2025), it improves fact-checking by teaching
the model to focus more on reliable evidence. In-
stead of treating all retrieved documents equally, it
adjusts how much attention the LLM gives to each
one based on how credible it is.

Inspired by these developments, our system
adopts a RAG-based architecture with lightweight
open-source LLMs, combining efficient retrieval
and reasoning to tackle the challenges of automated
fact-checking.

3 Data

We evaluate our system on the AVeriTeC dataset
(Schlichtkrull et al., 2023), a resource for au-
tomated fact-checking containing 4,568 real-
world claims collected from 50 professional fact-
checking organizations. Each claim is annotated
with a veracity label Supported, Refuted, Not
Enough Evidence, or Conflicting Evidence/Cherry-
picking along with question-answer (QA) pairs
grounded in web-based evidence, and a justification
explaining how the evidence supports the verdict.

The distribution of labels across the training and
development splits is summarized in Table 1.

The AVeriTeC dataset uses a multi-step annota-
tion process to make each claim easier to verify.
First, the claims are cleaned and simplified for clar-
ity. Then, annotators generate questions that reflect
the core factual components of the claim. For each
question, they retrieve supporting or refuting infor-
mation from the web and record multiple answers
along with the source URLs.

In the 2024 AVeriTeC shared task (Schlichtkrull
et al., 2024) introduced a knowledge store, a cu-
rated collection of pre-retrieved web documents, to
assist people using the dataset in evidence retrieval,
eliminating the need for independent web scraping.

Class Train Dev
Supported 847 122
Refuted 1743 305
Conflicting evidence/Cherrypicking 196 38
Not enough evidence 282 35
Total 3068 500

Table 1: Class-wise distribution of train and dev sets of
the AVeriTeC dataset.

4 Methodology

In this section, we present our system and describe
its four key components within the RAG pipeline.

4.1 Claim Decomposition via HyDE-QA
Generation

Several fact-checking pipelines (Park et al., 2024;
Rothermel et al., 2024; Ullrich et al., 2024) have
shown that generating explicit questions from
claims and subsequently answering them using re-
trieved evidence significantly improves fact verifi-
cation performance. These question-answer pairs
not only guide the retrieval process but also orga-
nize the information in a way that supports LLM
reasoning during classification. In parallel, the
HyDE approach (Gao et al., 2023; Wang et al.,
2023) has gained traction in RAG pipelines by gen-
erating hypothetical answers to queries using an
LLM. These synthetic answers, when used as en-
riched search queries, improve semantic retrieval
performance by injecting latent contextual cues.
Inspired by prior work, we generate multiple plau-
sible HyDE-style QA pairs for each claim to guide
evidence retrieval.

In order to generate the question answer pairs,
the model is prompted with the claim along with
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Figure 1: Overview of the Fathom system architecture.

optional metadata (speaker, date, location) and in-
structed to output multiple detailed QA pairs. To
steer generation quality, we include handpicked
few-shot examples that emphasize explicit and
well-reasoned question-answer pairs. Six of the
eight examples represent claims labeled as Con-
flicting Evidence/Cherry-picking. We chose this
label primarily because such claims often involve
both supporting and refuting information, which
leads to more diverse and informative questions,
covering multiple angles of the claim. These richer
question answer pairs, in turn, guide better retrieval
and support the LLLM’s reasoning in downstream
prediction. The remaining few-shot examples in-
clude one Supported and one Refuted case. An
example generation output is shown in Figure 2.

4.2 Evidence Retrieval

In order to retrieve relevant evidence for the
claim, we adopt a hybrid retrieval strategy, combin-
ing keyword-based sparse retrieval with semantic
dense re-ranking.

4.2.1 Sparse Retrieval (BM25)

As in most RAG systems (Lewis et al., 2020; Ull-
rich et al., 2024), we perform document chunk re-

Claim: In a letter to Steve Jobs, Sean Connery refused to
appear in an Apple commercial.

Q1: Did Sean Connery refuse to appear in an Apple com-
mercial?

A1: No, because in 1998, Steve Jobs reached out to Sean
Connery to star in a commercial for Apple’s iMac G3. Con-
nery agreed and filmed the commercial.

Q2: Was there a letter from Sean Connery refusing to ap-
pear in an Apple commercial?

A2: No, there is no record of such a letter. Instead, Con-
nery accepted the invitation and starred in the commercial.

Q3: Did Steve Jobs request Sean Connery for a commer-
cial?

A3: Yes, in 1998, Steve Jobs, the CEO of Apple, personally
wrote to Sean Connery, asking him to star in a commercial
for the iMac G3.

Figure 2: Example of generated QA pairs for a Refuted
claim.

trieval by splitting each document into smaller pas-
sages. Consecutive sentences are grouped until the
combined character length reaches a threshold of
N. Each chunk is annotated with metadata referenc-
ing its preceding and following chunks to maintain
contextual continuity when later presented to the
LLM.

Given that each claim has its own associated
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knowledge store, often comprising hundreds or
thousands of web pages, the search space is pro-
hibitively large for direct dense retrieval. To ad-
dress this, we first apply BM25 (Harman, 1995)
to narrow the candidate pool: for each generated
question-answer pair, we form a query and retrieve
the top £ = 250 chunks. Results are then dedupli-
cated across all QA pairs linked to the claim. This
high-recall filtering step enables efficient down-
stream semantic re-ranking.

This design also ensures that the system operates
within the time constraints of fact-checking a claim
under one minute. BM25 acts as a lightweight and
effective first-pass filter, helping balance retrieval
quality with system speed.

4.2.2 Semantic Re-ranking

Following the sparse BM25 stage, we employ
semantic re-ranking to identify the most relevant
passages from the candidate pool. To select
an embedding model, we explore the MTEB
benchmark (Muennighoff et al., 2022), priori-
tizing models under 500M parameters to meet
runtime and memory constraints. We choose
Snowflake/snowflake-arctic-embed-m-v2.0
(Merrick et al., 2024), a compact model that ranks
among the top performers on retrieval tasks in the
MTEB leaderboard, making it well-suited for our
space and time constrained setting.

Each candidate chunk is embedded into a dense
vector representation that captures its semantic con-
tent. Similarly, each query is formed by concate-
nating the question and answer from the QA pair
and encoded using the same model. We compute
cosine similarity between each query and all can-
didate chunk embeddings, and select the top 10
highest-scoring chunks per query. The output of
this step is a ranked list of 10 evidence passages for
each QA pair, optimized for semantic relevance.

4.3 Veracity Prediction

In the final stage, the system assigns one of four
veracity labels (Supported, Refuted, Not Enough
Evidence, or Conflicting/Cherry-picking) based on
the structured evidence retrieved earlier, along with
a clear rationale for its decision.

We prompt the LLM using a structured prompt that
includes:

* the original claim

* a set of generated questions (from the QA
generation step)
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* For each question, up to N = 8 top-ranked
evidence passages (ranked by the similarity
score)

Through our preliminary testing, we found that
N = 8 strikes a balance between sufficient context
and avoiding prompt length limitations or infor-
mation overload. To encourage structured reason-
ing, we adopt a Chain-of-Thought (CoT) prompt-
ing strategy as shown in Figure 3. The prompt
explicitly instructs the LLM to analyze the claim
by reasoning step-by-step through multiple ques-
tion—answer evidence pairs. Essentially, instead
of making an immediate judgment, the model is
guided to sequentially evaluate evidence associ-
ated with each question, reflect on its implications
for the claim, and then generate an overall con-
clusion. This encourages the model to simulate a
fact-checker’s reasoning process, improving inter-
pretability and alignment with complex veracity
categories. We draw inspiration from prior work
demonstrating that CoT enhances the reasoning ca-
pabilities of large language models across various
tasks. (Wei et al., 2022)

After prompting the LLM, we get the final output
which consists of:

* A detailed, natural-language reasoning which
is grounded in the evidence

* A single veracity label, justified by the reason-
ing above

An excerpt of the final-stage output is shown in
Figure 4, where the LLM can be seen reasoning
through the provided questions and their corre-
sponding evidence passages.

S Experiments and Results

5.1 Experimental Details

All experiments were conducted using the NVIDIA
Quadro RTX 8000 GPU, which provided suffi-
cient capacity for both dense retrieval and large lan-
guage model inference. To ensure generalization
and prevent overfitting to the dev set, final evalu-
ation was performed on the AVeriTeC test set, an
unseen split with hidden labels. For this stage, our
system was deployed on an NVIDIA A10G GPU,
as provided by the AVeriTeC shared task organizers,
under standardized evaluation constraints.
Throughout the pipeline, we make design
choices aimed at maximizing time efficiency with-
out compromising output quality. In the first



Q(EV2R) | Q+ A (Ev2R) | New (Ev2R) | Time/claim (s)
Fathom 0.2488 0.5137 0.3780 20
Baseline 0.3392 0.4404 0.2960 50

Table 2: AVeriTeC score on the dev set

Class F1 Score
Supported (S) 0.6877
Refuted (R) 0.8436
Not Enough Evidence (NEI) 0.1455
Conflicting/Cherry-Picking (CP/CE) 0.0000
Accuracy 0.7200
Macro Avg F1 0.4192

Table 3: Per-class F1 scores, overall accuracy, and macro-averaged F1 score on the development set.

Claim: You are a fact-checking helpful assistant.

Task: Your task is to evaluate the truthfulness of a claim
using associated question—answer (QA) evidence pairs,
where each question has several pieces of evidence (an-
swers). You must analyze the claim and reason step-by-
step through the evidence provided. Use a chain-of-thought
reasoning approach to determine the final label.

The given claim falls into one of the following four cate-
gories:

1. Supported

2. Refuted

3. Not Enough Evidence

4. Conflicting Evidence/Cherry-picking

Input Format:
Claim: <claim>
QA: <Question answer pairs>

Output:

Reasoning: [Use chain-of-thought reasoning on the claim
based on the evidence. Incorporate evaluation of the con-
tent and optionally consider the trustworthiness or context
of the source URLs.]

Label: <Supported, Refuted, Not Enough Evidence, Con-
flicting Evidence/Cherry-picking>

Figure 3: Prompt for the final veracity prediction step.

stage, the HyDE-QA step, we employ the open-
source Qwen2.5-7B-Instruct model, running at
half precision (dtype="float16") to reduce mem-
ory usage and accelerate inference. We use
temperature=1.2 and top_p=0. 3 to balance out-
put diversity and relevance where the high tem-
perature encourages variability while the low top-
p keeps sampling focused on plausible tokens to
maintain coherence. To reduce latency and GPU
memory load, claims are processed with a batch
size of 2. These settings offer a practical trade-
off between response quality and runtime perfor-
mance.

In the second stage, we apply parallelism to
the BM25-based sparse retrieval step. Claims are

distributed across multiple CPU processes, and
queries within each claim are further parallelized
using multi-threading. This dual-level parallelism
allows the system to retrieve evidence for many
claims simultaneously, significantly reducing total
time.

For semantic re-ranking, we use the
Snowflake/snowflake-arctic-embed-m-v2.0
embedding model. All candidate evidence chunks
are encoded in batches of 128 for efficiency.

In the final veracity prediction step, we pro-
cess claims in batches of 4 using a 4-bit
quantized version of Microsoft’s Phi-4 model
(jakiAJK/microsoft-phi4_GPTQ-int4) to en-
sure faster inference and reduced memory usage.
We select Phi-4 for its advanced reasoning capa-
bilities, as it outperforms much larger models in-
cluding LLaMA-3.3 70B and GPT-40-mini on sev-
eral reasoning-focused benchmarks such as MATH,
GPQA, and HumanEval (Abdin et al., 2024). For
generation, we use temperature=0.9, top_p=0.7,
and top_k=1, a conservative setup that limits ran-
domness while maintaining output quality. This
configuration promotes stable, deterministic re-
sponses suitable for factual judgment.

5.2 Evaluation metrics

The evaluations metrics ensure that a correct ve-
racity prediction is recorded only when the right
evidence is retrieved to support the label.

In 2024, the AVeriTeC score was measured using
the Hungarian METEOR approach (Kuhn, 1955;
Banerjee and Lavie, 2005), wherein each gener-
ated QA pair is optimally matched to a reference
using the Hungarian algorithm, and scored using
METEOR similarity.

In 2025, the AVeriTeC score transitioned from
Hungarian METEOR to the Ev2R atomic reference
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Claim: In a letter to Steve Jobs, Sean Connery refused to
appear in an Apple commercial.

Reasoning: To evaluate the claim that "In a letter to
Steve Jobs, Sean Connery refused to appear in an Apple
commercial," we need to examine the evidence provided
in the QA pairs.

Q1: Did Sean Connery refuse to appear in an Apple
commercial?

- Answer 1 references multiple sources discussing a
supposed rejection letter from Sean Connery to Steve Jobs,
suggesting that such a letter exists. However, these sources
are primarily linked to discussions about a viral letter
rather than confirming its authenticity.

- Answer 2 and Answer 3 provide context about Apple’s
attempt to create a celebrity Christmas ad featuring
Sean Connery, but they emphasize that the ad was never
completed due to its poor quality. They do not confirm the
existence of a refusal letter.

- Answer 4 describes a letter that was widely believed
to be authentic but later identified as a hoax. This sug-
gests that while the letter was circulated, it was not genuine.

(Q2-Q5 omitted for brevity. They further support the same
conclusion.)

Conclusion: The evidence consistently indicates that the
letter from Sean Connery to Steve Jobs was a hoax and not
a genuine refusal. While Steve Jobs did request Connery
for a commercial, Connery did not actually respond with a
refusal. Therefore, the claim is refuted.

Label: Refuted

Figure 4: Example of LLM-generated chain-of-thought
reasoning with partial QA evidence (Q1-Q2 shown).

scorer (Akhtar et al., 2024). This approach uses
an LLM to decompose both the predicted and ref-
erence question—answer (Q+A) pairs into sets of
atomic facts. The metric then computes Q + A
(Ev2R Recall) by measuring how many reference
atomic facts are matched by those in the retrieved
evidence.

The predicted veracity label is only evaluated if
the Q+A (Ev2R) Recall exceeds 0.50, which then
contributes to the final AVeriTeC score.

5.3 Results

We conduct all development and initial evaluation
on the AVeriTeC development set. As shown in
Table 2, our system achieves a higher New (Ev2R)
AVeriTeC score of 0.3780, outperforming the base-
line. This gain is primarily driven by stronger se-
mantic evidence retrieval, as reflected in the higher
Q+A (Ev2R) recall score of 0.5137.

In terms of veracity classification, Table 3
presents the F1 scores across all four classes. Our

final model using the 4-bit quantized Phi-4 per-
forms well on the Refuted (0.8436) and Sup-
ported (0.6877) categories, which are also the
most represented in the dev set. However, it strug-
gles on the low-resource labels: Not Enough Evi-
dence (0.1455) and especially Conflicting/Cherry-
picking, where it fails to correctly classify any in-
stance. This highlights a limitation in the veracity
prediction stage, particularly for underrepresented
classes that require more nuanced reasoning.

We hypothesize that one reason for this shortfall
is the use of a zero-shot prompting strategy at the
veracity prediction step. Incorporating a few-shot
approach, especially with examples from NEI and
CP/CE may help the model generalize better. De-
spite these challenges, the system achieves a strong
overall accuracy of 72 %, showing its reliability on
majority classes while pointing to clear directions
for future improvement.

To evaluate the generalization of our system, we
submit predictions on the unseen AVeriTeC test set,
where ground-truth labels are hidden. As shown
in Table 4, our system slightly outperforming the
baseline while maintaining significantly lower av-
erage runtime per claim. However, in contrast to
the substantial improvement observed on the dev
set, the margin over the baseline on the test set is
noticeably smaller.

We hypothesize that this difference is because
of our fixed chunking strategy (in step 2 of the
pipeline), which segments documents using a con-
stant token size without adopting to the semantic
boundaries of the document. While this approach
proved effective on the dev set, it may fail to gen-
eralize across more diverse or structurally varied
claims in the test set. This is another direction for
future work, to explore semantic aware chunking
methods, potentially improving retrieval precision
and final veracity scores.

6 Conclusion and Future Work

In this paper, we presented Fathom, our
lightweight and time-efficient pipeline for evidence-
based automated fact-checking, built entirely using
open-source LLMs. Despite strong accuracy on
majority classes such as Refuted and Supported,
our results indicate notable performance gaps on
underrepresented labels especially Conflicting Ev-
idence/Cherrypicking and Not Enough Evidence.
These shortcomings highlight ongoing challenges
in reasoning over evidence, especially when the
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Q (Ev2R) | Q+ A (Ev2R) | New (Ev2R) | Time/claim (s)
Fathom 0.1848 0.3368 0.2043 22.73
Baseline 0.2723 0.3362 0.2023 33.88

Table 4: AVeriTeC Scores on the test set

claim is unclear or has both supporting and oppos-
ing information.

Looking forward, we identify several key direc-
tions for improving performance. First, enhancing
retrieval with semantic-aware chunking could help
the system adapt more flexibly to diverse document
structures, especially on unseen data. Second, inte-
grating few-shot prompting for veracity prediction
may improve the model’s reasoning capabilities.
Finally, fine-tuning small LLMs on curated QA-
veracity datasets could enable better discrimination
between nuanced veracity types. Together, these
enhancements may help build more robust, effi-
cient, and interpretable fact-checking systems.
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Abstract

We present a fact-checking system developed
for the 2025 Automated Verification of Tex-
tual Claims (AVeriTeC) shared task, leverag-
ing the Graph-of-Thoughts (GoT) prompting
scheme. The GoT approach facilitates iterative
refinement during fact-checking by condition-
ing question generation on previous answers
and enabling the incorporation of multiple evi-
dence documents per question, thereby mitigat-
ing the impact of factually incorrect evidence.
The efficiency requirements of the shared task
are addressed by restricting the width and depth
of the thought graph. Additionally, an efficient
stopping criterion is derived from the dataset’s
Not Enough Information (NEI) label. Our sys-
tem utilizes fine-tuned open-source Large Lan-
guage Models (LLMs) for question generation,
question answering, and final verdict prediction.
Empirical results demonstrate competitive per-
formance against top-performing systems in
the AVeriTeC shared task and improvements
over the baseline method. Our code is publicly
available'.

1 Introduction

Automated fact-checking can be conceptualized as
a textual entailment task, aiming to assess a claim’s
veracity based on retrieved evidence (Vlachos and
Riedel, 2014). Existing automated fact-checking
systems predominantly adopt a pipeline architec-
ture, sequentially executing distinct components
for claim detection, evidence retrieval, verdict pre-
diction, and justification production (Guo et al.,
2022).

The AVeriTeC dataset, introduced by
Schlichtkrull et al. (2023), supports auto-
mated fact-checking with real-world claims from
fact-checking articles. These claims are annotated
with question-answer (QA) pairs designed to

1https ://gitlab.kit.edu/utjwp/Fact-Checking_
GOT_RAG_LLM

mirror a fact-checker’s reasoning process. The
dataset includes a Knowledge Store that identifies
one or more "gold" documents for each claim,
signifying their use in the original fact-check. The
current AVeriTec shared task imposes two key
constraints: participants must use open-source
models, and fact-checking must be performed
under one minute per claim. This paper describes
our system for the AVeriTeC shared task based on
the Graph-of-Thoughts framework.

2 Related Work

Iterative question generation for fact-checking has
been explored on similar datasets (Pan et al., 2023;
Wang and Shu, 2023; Zhang and Gao, 2023).
Malon (2024)’s framework, developed for the
AVeriTeC 2024 shared task, employs an iterative
reasoning strategy that continues generating follow-
up questions until the system determines sufficient
evidence has been gathered. While this iterative re-
finement is similar to our approach, key differences
exist. Malon (2024)’s system terminates when its
underlying LLM determines that an adequate num-
ber of questions have been answered. In contrast,
our method utilizes the NEI label, iterating until
a label other than NEI is predicted or a maximum
number of question rounds has been reached. Fur-
thermore, our GoT approach explores multiple ver-
ification paths, enabling more robust handling of
misleading or insufficient evidence.

While top-performing systems in the previous
AVeriTeC shared task often relied on proprietary
models (Rothermel et al., 2024; Ullrich et al., 2024,
Park et al., 2024; Malon, 2024), with Yoon et al.
(2024) being an exception, the current iteration
of the shared task requires the use of open-source
models for all participants.
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3 Methodology

Our framework is designed to perform iterative fact-
checking by building a dynamic reasoning struc-
ture. This section describes our framework, core
components, their training, and the implementation
details.

3.1 Graph-of-Thoughts (GoT)

Various prompting strategies for LLMs have been
proposed. Among these, Besta et al. (2024) in-
troduced GoT, a method that, similar to Chain-
of-Thought (CoT) (Wei et al., 2023) or Tree-of-
Thoughts (ToT) (Yao et al., 2023), models LLM
thoughts as vertices and their dependencies as
edges. An edge (t1,¢2) signifies that ¢1 serves
as input for generating ¢2. Unlike other prompting
methods, GoT uniquely permits the construction of
an arbitrary directed graph, enabling the aggrega-
tion of individual thoughts and even entire thought
chains.

The GoT framework involves two distinct graphs.
The GoT itself is the central data structure that
records execution results, as illustrated in Figure 2.
The Graph-of-Operations (GoO) defines the algo-
rithm responsible for generating and managing the
GoT structure. Figure 1 illustrates the GoO of our
system using UML-like notation, where nodes rep-
resent operations that either prompt an LLM to
generate new thoughts or evaluate these thoughts
through scoring, verification, or ranking.

The algorithm begins with an initial question
generation phase, followed by pruning of similar
questions. Subsequently, evidence is retrieved, and
answers are generated. These answers can then
optionally undergo a verification step. Given that
multiple answers might arise from different pieces
of evidence for the same underlying query, the al-
gorithm merges these answers before forming an
intermediate verdict. If the verdict is NEI and the
maximum number of questioning rounds has not
been reached, the algorithm iterates back to ques-
tion generation. If the maximum depth is reached
or the verdicts are conclusive, different reasoning
branches are merged to produce a final verdict for
the original claim. Figure 2 shows an annotated
theoretical GoT that illustrates these algorithmic
stages within the data structure.

Generate Question

Retrieve Evidence

[false]

Generate Answer

Label != NEI
ordepth >
max-depth

Generate Verdict

[true]

Figure 1: Control flow of the algorithm (Graph-of-
Operations) used for generating and managing the
Graph-of-Thoughts (GoT). Nodes indicate operations
producing LLM-generated thoughts or their assessment
through scoring, verification, and ranking. Color cod-
ing indicates branching operations (light blue), branch
termination (red), and merging of branches (yellow)

3.2 Core Components and Training Data
Preparation

Our framework consists of four core components:
Question Generation, Evidence Retrieval, Question
Answering, and Verdict Prediction. To achieve bet-
ter performance, we fine-tuned a base LLM using
the AVeriTeC dataset. Specifically, we employed
Low-Rank Adaptation (LoRA) (Hu et al., 2022) to
train three distinct adapters for the Question Gener-
ation, Question Answering, and Verdict Prediction
tasks. The AVeriTeC dataset, in its original form,
is not explicitly structured for the iterative process.
Therefore, a transformation is necessary to align
the dataset with the structural requirements for fine-
tuning models dedicated to these iterative tasks.
For sections regarding these three components, we
focus on the methodology for constructing appro-
priate training data.

3.2.1 Question Generation

A training instance is created for each question in
the dataset. The first question in the sequence re-
quires a distinct prompt, as no prior QA pairs exist.
The prompt includes the claim and its metadata for
generating relevant fact-checking questions. For
each subsequent question ¢ + 1, the prompt is ex-
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Input claim

Sample first question,
prune on similarity and relevance

Retrieve evidence

Answer with RAG

Merge answers across evidences

Create verdict/Stopping criterion

Additional QA round

Verdict-1

Merge verdicts

Verdict Claim

Figure 2: Illustrative example of the Graph-of-Thoughts (GoT) framework depicting the sequence of operations and
their dependencies within the fact-checking process. Multiple questions are generated starting from the original
claim, and each question starts a branch. Not all generated questions are explored to limit the size of the graph. For
each question, multiple pieces of evidence are retrieved, and answers are generated individually. Answers can then
be verified and merged. If the verdict is NEI, an additional question round is started. If all branches have a final
verdict, the verdict for the claim is calculated using majority voting.

tended to include the preceding ¢ QA pairs as ad-
ditional context. This setup enables the model to
condition question generation on the information
gathered during earlier fact-checking steps. The
target in each case is the following question in the
sequence for the given claim. We show training
examples for question generation in A.1.1.

3.2.2 Evidence Retrieval

Existing retrieval modules often employ multi-
stage pipelines encompassing pre-processing,
coarse retrieval, and re-ranking components (Zhao
etal., 2022). A common retrieval pipeline involves
segmenting documents into smaller chunks and
encoding these with a bi-encoder to construct an
efficient index. Subsequently, a cross-encoder can
refine the initial retrieval results by re-ranking the
top candidates. While we initially explored this
standard design, its application to the AVeriTeC
Knowledge Store proved computationally expan-
sive for the shared task’s constraints. Specifi-
cally, the AVeriTeC Knowledge Store averages
86,154 text chunks (each approximately 1000 char-
acters with a 200-character overlap), making a
full bi-encoder/cross-encoder pipeline excessively
resource-intensive.

To allocate a greater portion of the limited time
budget to the LLM generations central to our
Graph-of-Thoughts (GoT) approach, we adopted
a more efficient retrieval strategy. The Knowledge
Store is first chunked. Then, for each claim, only
the top 3000 chunks scored by BM25 relevance to
the claim are retained. This pre-selection method,
also employed by Ullrich et al. (2024) to reduce
the size of the Knowledge Store, forms the ba-
sis for building an FAISS index (Johnson et al.,
2019). This condensed index allows for more ef-
ficient querying and offers opportunities for paral-
lelization, further optimizing the now more GPU-
intensive workload. Such an efficient index struc-
ture is particularly beneficial for the GoT method-
ology, as the Knowledge Store is queried multiple
times with questions that evolve based on the out-
comes of previous queries.

3.2.3 Question Answering

Preparing the fine-tuning dataset for Question An-
swering introduces specific challenges due to the
nature of the AVeriTeC dataset. The dataset does
not provide explicit span-level annotations for pin-
pointing the exact evidence within the gold docu-
ments. Instead, for each question, only the iden-
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tifier of the relevant gold document is supplied.
To address this, the identified gold document is
first segmented into manageable chunks. Subse-
quently, a cross-encoder-based retrieval model is
employed to identify the chunk most relevant to the
gold question-answer (QA) pair. Since the ground
truth answer is available during training, both the
question and the answer are independently used as
queries to the retriever. The chunk achieving the
highest relevance score from either of these queries
is then selected as the candidate evidence.

Additional filtering steps are applied to mitigate
noise potentially introduced by annotation errors or
retrieval inaccuracies. First, a minimum relevance
score threshold is applied, and any candidate evi-
dence chunks falling below this threshold are dis-
carded. Following this, an LLM is prompted to as-
sess whether the ground truth answer is entailed by
the retrieved evidence chunk. Each resulting train-
ing instance for the Question Answering model
consists of an input concatenating the claim, meta-
data, the selected evidence chunk, and the question.
The target output comprises the answer itself, its
type (e.g., extractive, Boolean, or abstractive), and
the source (metadata of evidence). We illustrate
one training example for Question Answering in
A.1.2.

3.2.4 Verdict Prediction

Each training instance for verdict prediction incor-
porates the claim, its associated metadata, and all
corresponding QA pairs as input. Specific instruc-
tions are appended to this input to prompt the model
to generate a justification and a veracity label, for-
matted in JSON. Following Liu et al. (2024), the
model is guided to generate the justification before
the label, enabling it to condition the final veracity
assessment on the generated explanatory text. One
training example is shown in A.1.3

Including additional training examples explicitly
labeled as NEI is critical. These NEI instances are
designed to reduce the likelihood of the model pre-
maturely assigning a verdict of Supported, Refuted,
or Conflicting Evidence/Cherry-picking when the
available information is indeed insufficient. To gen-
erate these NEI examples, for each claim with n
QA pairs in the AVeriTeC dataset, additional train-
ing instances are created using only the first i QA
pairs, where ¢ € {1,...,n — 1} and assigned the
NEI label.

3.3 Auxiliary Components

An overview of additional components integrated
into the system is provided in Table 1. The imple-
mentation of these auxiliary components is gener-
ally straightforward, primarily leveraging the mod-
els deployed for retrieval and the base LLM.

Module Method

Question Deduplication Bi-Encoder Filtering
Answer Merging Prompting Base LLM
Verdict Merging Majority Voting

Table 1: Overview of auxiliary modules and correspond-
ing methods.

3.4 Implementation Details

The model selection is primarily constrained by the
available hardware and time budget of the evalu-
ation system, which is a g5.2xlarge EC2 instance
on AWS with 23GB of GPU memory. Given that
the base LLM is the central component of our
approach, efficient utilization of this GPU mem-
ory was paramount. Consequently, we selected
Qwen2.5-14B-Instruct-AWQ (Team, 2024; Yang
et al., 2024), deploying using the vVLLM (Kwon
et al., 2023) inference engine. This model, due to
Activation-aware Weight Quantization (AWQ) (Lin
et al., 2024), fits within the available GPU mem-
ory while also reserving sufficient space for Key-
Value (KV) caching, which is crucial for generation
performance. The LoRA configuration employs a
rank of 16, an alpha value of 32, a dropout rate
of 0.05, and omits bias terms. LoRA modules
are injected into all projection layers of the trans-
former blocks. This memory-efficient LLM deploy-
ment also leaves adequate room to deploy the bi-
encoder model for various similarity calculations,
including evidence retrieval, question deduplica-
tion. We chose dunzhang/stella_en_400M_v5? as
our bi-encoder model.

4 Evaluation

We report the results for our submitted system and
the average processing time per claim. The devel-
opment split was processed on an Nvidia A100
with 40GB of memory. For this split, the Ev2R
score (Akhtar et al., 2024) was calculated using
recommended Llama-3.3-70B-Instruct (AI@Meta,
2024). Results for the test split are derived from the

2https://huggingface.co/Marqo/dunzhang—stella_
en_400M_v5
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official published leaderboard?. Notably, scores for
the development split are significantly higher than
those on the test split. This discrepancy aligns
with observations from the baseline model pro-
vided by the shared task organizers, which achieved
AVeriTeC scores of 0.296 on the development split
and 0.2023 on the test split, respectively.

Our submitted system demonstrated notable ef-
ficiency, utilizing only a third of the maximum
one-minute processing time allowed per claim. An
analysis of the F1 scores reveals a disparity be-
tween supported and refuted claims, with the for-
mer achieving a comparatively lower score. This
suggests that while the system is adept at refuting
claims when no supporting evidence is immedi-
ately found (potentially in the initial questioning
round), it may not consistently recognize when
sufficient evidence has been gathered to confirm
a "Supported" verdict, leading to premature termi-
nation of the evidence collection process for such
claims. Our system demonstrates limited perfor-
mance when classifying instances as "Not Enough
Evidence" (NEI) or "Conflicting Evidence". The
low prediction rate for NEI is partially a conse-
quence of the stopping criterion in our GoT mecha-
nism, which uses this label to trigger further ques-
tion generation rather than as a final verdict. This
design results in NEI being infrequently predicted,
with only 10 out of 500 instances in the develop-
ment set classified as such.

Dev Test
Ev2R recall
Question-only 0.392 0.362
Question-answer 0.530 0.400
AVeriTeC Score 0.366 0.244
Veracity F1 Scores
Supported 0.615 -
Refuted 0.824 -
Not Enough Evidence 0.000 -
Conflicting Evidence 0.050 -
Time Measurement
Seconds per claim 15.4 18.5

Table 2: Comparison of Ev2R recall scores (question-
only, question-answer, AVeriTeC), veracity F1 scores,
and time measurements for development and test split
of the 2025 AVeriTeC shared task.

5 Conclusion

We have implemented an iterative Graph-of-
Thoughts (GoT) framework designed to advance
fact-checking methodologies by enabling more pro-

Shttps://fever.ai/task.html

found and extensive exploration of evidence. Our
approach has yielded competitive results, demon-
strating that the incorporation of more compre-
hensive evidence can significantly improve fact-
checking performance, even when constrained
to smaller-scale, open-source LLMs. Despite
these achievements, establishing a consistently reli-
able criterion for determining evidence sufficiency
proved challenging. Consequently, fact-checking
processes were either prematurely terminated or ne-
cessitated continuation for a fixed, and potentially
inefficient, number of question-answering rounds.

The computational costs associated with LLM-
based fact-checking, particularly within highly it-
erative frameworks like GoT, remain a significant
hurdle. This challenge is exacerbated for opera-
tional steps where dedicated training data is scarce,
requiring LLMs to be prompted with lengthy in-
structions, in-context examples, and intermediate
reasoning outputs. The computational burden be-
comes especially acute near the evidence retrieval
stage, where the GoT typically expands to its maxi-
mum width, demanding substantial processing re-
sources.

Future work could focus on extending the system
with several promising modules and LLM invoca-
tions. Further modules can be developed for as-
sessing the utility of an evidence document for the
fact-checking task and for verifying the entailment
of a generated answer within the provided evidence.
Other potential enhancements to our approach in-
clude employing an LLM for dynamic ranking of
all generated thoughts, enabling more adaptive ex-
ploration of the GoT, or developing mechanisms
to recover from high uncertainty in the majority
voting process used for branch label determination.

Limitations

Several limitations inherent in the conducted re-
search and the implemented system should be con-
sidered when interpreting the results and conclu-
sions presented in this paper.

Decoding Strategy A sampling-based decoding
strategy was generally employed for LLM infer-
ence. While this approach is necessary for certain
components to generate diverse outputs, it intro-
duces variability that may reduce comparability
between system configurations. Greedy decoding
could have provided more stable outputs across
runs, potentially enabling clearer distinctions in
system performance.
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Mismatch Between Dataset and Approach The
AVeriTeC dataset is not optimally suited to the iter-
ative, multi-hop approach investigated in this paper.
Annotations in the dataset reflect reasoning chains
from successful human fact-checks, offering lim-
ited opportunities for the system to learn from fact-
checking failures or incomplete reasoning. The
quality of the derived fine-tuning datasets is also
uncertain, primarily due to the lack of gold span an-
notations and the presence of broken or incomplete
documents in the Knowledge Store. Moreover, the
Knowledge Store lacks explicit positive and neg-
ative evidence annotations, making it difficult to
conduct robust retrieval experiments or to evaluate
evidence selection systematically.

Comprehensiveness of Fact-Checking A no-
table limitation is the tendency of the dataset to con-
tain initial gold questions that are simple rephras-
ings of the original claim—a concern also raised
by Malon (2024). Despite annotation guidelines
discouraging trivial reformulations (Schlichtkrull
et al., 2023), such questions are common. Con-
sequently, the system often follows this pattern,
producing shallow question-answer sequences that
may lead to shorter and less comprehensive fact-
checking.
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A Appendix

A.1 Prompts

A.1.1 Training Examples for Question
Generation

Figure 3 shows the training example for generating
the first question. The example for subsequent
question generation is illustrated in Figure 4.

A.1.2 Training Example for Question
Answering

Figure 5 shows a training example for Question
Answering.

Training Example for First Question Generation

Input:

Claim: Donald Trump delivered the largest tax cuts in
American history.
Metadata: {'claim_date': '25-8-2020', 'speaker'

'Eric Trump', 'original_claim_url': None,
'reporting_source': 'Speech at The Republican
National Convention', 'location_ISO_code': 'US'}
Context:

None

Predict the first question:
Target:

Did the 2017 tax bill deliver the largest tax cuts in
American history?

Figure 3: Training example for generating the first ques-
tion in iterative fact-checking. Given a claim and as-
sociated metadata, the model must generate an initial,
relevant fact-checking question without additional con-
text.

Training Example for Subsequent Question Generation

Input:

Claim: Donald Trump delivered the largest tax cuts in
American history.
Metadata: {'claim_date': '25-8-2020', 'speaker'

'Eric Trump', 'original_claim_url': None,
'reporting_source': 'Speech at The Republican
National Convention', 'location_ISO_code': 'US'}
Context:

Q1: Did the 2017 tax bill deliver the largest tax cuts
in American history?

Al: This tax cut is the 8th largest as a percent of
Gross Domestic Product

(GDP) since 1918 and the 4th largest in inflation-
adjusted dollars.

Predict the next question:

Target:
Has there been a larger tax bill than the 2017 tax bill?

Figure 4: Example illustrating subsequent question
generation. Given the claim, metadata, and previous
question-answer pairs as context, the model generates
the next relevant fact-checking question, building itera-
tively upon previously obtained information.
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Training Example for Question Answering

Input:

Claim: The United States of America and its Western allies
have been using their media outlets to publish articles
based on fabricated information under allegations of
non-compliance with the Chemical Weapons Convention.
Metadata: {'claim_date': '30-10-2020', 'speaker':
'Syrian Arab News Agency (SANA)', 'original_claim_url':
'https:...', 'reporting_source':

'Syrian state media outlet', 'location_ISO_code': 'SY'}
Evidence:

out by the Assad regime, usually dropped from the air,
and Islamic State

Coood

basements, chlorine gas, which is heavier than air, sinks
into these last refuges, finally forcing people to flee
their homes and towns. Our research shows what Syrians
on the ground have known for years: that chemical weapons
have become a completely normalised component of the
Syrian regime arsenal used for years in full view of the
international community with near impunity, said Tobias
Schneider, a GPPI research fellow who worked on the new
resource. Syria is commonly described as the best documented
war in

Question:

Has Syria complied with the Chemical Weapons Convention?
Answer the question and mention your source based on
the provided evidence or metadata in JSON format:

Target:

{"source": "Evidence", "answer”: "No"}

Figure 5: Example of structured training data used for
question answering. The input contains a claim, associ-
ated metadata, and an evidence chunk retrieved based
on semantic similarity. The target output specifies the
answer to the fact-checking question and the source (ev-
idence or metadata) from which the model derived this
answer.

273

A.1.3 Training Example for Verdict
Prediction

Figure 6 shows an example for Verdict Prediction.

Training Example for Veracity Prediction

Input:

Claim: Hunter Biden had no experience in Ukraine or in
the energy sector when he joined the board of Burisma.
Metadata: {'claim_date': '25-8-2020', 'speaker':

'Pam Bondi', 'original_claim_url': None,
'reporting_source': 'Speech at The Republican
National Convention', 'location_ISO_code': 'US'}
Context:

Q1: Did Hunter Biden have any experience in the energy
sector at the time he joined the board of the Burisma energy
company in 2014

Al: No

Q2: Did Hunter Biden have any experience in Ukraine at the
time he joined the board of the Burisma energy company

in 2014

A2: No

Write a justification and predict a label in JSON format:

Target:

{"justification”: "No former experience stated.”,
"label”: "Supported”}

Figure 6: Example of a structured training instance for
veracity prediction. The input includes a claim, meta-
data, and previously answered question-answer pairs as
context. The model must generate a concise justifica-
tion and assign an appropriate veracity label (Supported,
Refuted, Conflicting Evidence/Cherrypicking, or Not
Enough Information (NEI)).
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Abstract

In this paper, we present our fact verification
pipeline which has scored first in FEVER 8
shared task in real-world automated fact-
checking. Our system is a simple two-step
RAG pipeline based on our last year’s submis-
sion. We show how the pipeline can be rede-
ployed on-premise, achieving state-of-the-art
fact-checking performance (in sense of Ev’R
test-score), even under the constraint of a single
Nvidia A10 GPU, 23GB of graphical memory
and 60s running time per claim.

1 Introduction

In 2024, Automated Verification of Textual Claims
(AVeriTeC) shared task (Schlichtkrull et al., 2024a)
showed that the fact checking of real-world claims
like those from Politifact, AfricaCheck, etc., can
be automated to a significant extent, with pipelines
accessing Large Language Models (LLMs) to pro-
duce the evidence and veracity verdicts for previ-
ously unseen claims instead of a human. Almost
each competitive AVeriTeC shared-task system,
however, relied on a proprietary LLM like GPT-
40 (Rothermel et al., 2024; Ullrich et al., 2024) or
an open-weights model with high tens of billions of
parameters (Yoon et al., 2024). This raised a con-
cern — can the fact-checking process be automated
in a way accessible to masses, or is its quality con-
ditioned by the business-owned blackbox models
or access to prohibitive computational resources?
In this year’s FEVER 8 shared task, the chal-
lenge is to match the quality of AVeriTeC systems
with ones that only use open-weights models, con-
strained time of 60 seconds per claim on average,
and a fixed compute of a single 23GB A10 GPU.
Our AIC CTU system (Figure 1), adapted
for FEVER 8 from our last year submission,
tops its test-leaderboard (Table 1) with a simple
Retrieval-augmented Generation (RAG) scheme,
using a locally hosted (Ollama) instance of Qwen3
LLM with 14B parameters, leveraging the sheer

Jan Drchal
Al Center @ CTU FEE
Charles Square 13
Prague, Czech Republic
drchajan@fel.cvut.cz
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Figure 1: Our refreshed fact-checking pipeline used in
CTU AIC FEVER 8 submission, adapted from Ullrich
et al. 2024.

context length modern-day LLMs can process.

This paper introduces our system, discusses its
design choices and how do they account on the
score. We suggest our system as the new strong
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baseline — simple at core, competitive results — pro-
viding the code and reproduction advice.

2 System description

Our system is a straightforward adaptation of the
AIC CTU Averitec system designed one year prior,
published in Ullrich et al. 2024. The cited paper
describes the system in detail, with ablation stud-
ies and justifications of each step. Our pipeline,
depicted in Figure 1, consists of precomputation,
retrieval, and generation modules:

i. Precomputation module

1. The provided AVeriTeC knowledge
store (Schlichtkrull et al., 2024b) is
split into chunks of specified maximum
length, each marked with metadata of
its URL and the full texts of the chunk
before and after.

2. The chunks are then embedded into their
vector representations, using only the
chunk texts and no metadata.

3. Out of all chunk embeddings, a vector
store is produced for each claim to be
stored as a vector database.

ii. Retrieval module

1. The Claim is embedded into its vec-
tor representation using the same model
used in i.2.

2. k nearest neighbours are then retrieved
from the vector store, along with their
chunk embeddings

3. The chunk embeddings are then re-
ranked using the Maximal Marginal Rel-
evance (MMR) method (Carbonell and
Goldstein, 1998), maximizing the em-
bedding distances between retrieval re-
sults while minimizing their distance to
the claim. Ultimately, we output a subset
of [ diverse sources for the claim (I < k),
augmenting each with its context before,
after, and the text of its URL.

iii. Evidence & label generation module

1. We instruct a Large Language Model
(LLM) to produce Question-Answer
pairs required to fact-check given claim
based on the provided sources, and pre-
dict its veracity verdict in a single output.

We pass it the texts of all [ sources, and
several few-shot QA-pair generation ex-
amples picked from Averitec train set re-
trieved using BM25 based on the tested
claim. The whole instruction is serial-
ized into a system prompt and the format
we used can be seen in Appendix A.

2. Claim is then passed to the LLLM as a
user message.

3. LLM is called to generate the evidence
as a Question-Answer-Source triples and
the Likert-scale scores for each possible
veracity verdict in a single prediction,
performing a chain of thought.

4. The LLM output is parsed, and the ver-
dict with the highest score is chosen for
the claim.

The main differences between this year’s AIC
FEVER 8 system, opposed to last year’s AIC
AVeriTeC system, are the omission of knowledge
store pruning in the precomputation step!, and, im-
portantly, the choice of LLM.

2.1 Model and parameter choices

To produce our submission in the FEVER 8 shared
task, the following choices were made to deploy
the pipeline from section 2:

mxbai-embed-large-v1 (Li and Li, 2024; Lee
et al., 2024) is used for the vector embeddings, and
the maximum chunk size is set to 2048 characters,
considering its input size of 512 tokens and a rule-
of-thumb coefficient of 4 characters per token to
exploit the full embedding input size and produce
the smallest possible vector store size without ne-
glecting a significant proportion of knowledge store
text.

FAISS (Douze et al., 2024; Johnson et al., 2019)
index is used as the vector database engine, due
to its simplicity of usage, exact search feature
and quick retrieval times (sub-second for a single
FEVER 8 test claim).

Il =10,k = 40, A = 0.75 are the parameters
we use for the MMR reranking, meaning that 40
chunks are retrieved, 10 sources are yielded af-
ter MMR-diversification, and the tradeoff between
their similarity to the claim and their diversity is
3:1 in favour of the source similarity to the claim
(explained in more detail in Ullrich et al. 2024).

'The precomputed vector stores were required to be inde-
pendent on claim text in FEVER 8.
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Ollama wrapper around llama.cpp is the
LLM engine we use to deploy LLMs within the
FEVER 8 test environment due to its robustness
and ease of deployment.

Qwen3-14b (Yang et al., 2025) is the LLM we
use to produce the evidence and labels, we also let
it generate its own <think> sequences, although
further experimentation (Table 2) suggests that the
thinking tokens may not justify the costs of their
prediction, as they seem to perform on par with
using only the evidence & label LLM outputs for
its chain of thought.

3 Results and analysis

L
S £ £ ¢ =
§ & g £ 7
§ N v N &
s g T < S
- S + N g
System ] o o g NS
AIC CTU 041 020 048 033 54s
HUMANE 045 0.19 043 027 29s
yellow flash 0.16 0.16 041 0.25 32s
FZIGOT 046 036 040 024 19s
EFC 049 0.13 0.35 0.20 Ts
checkmate 0.38 0.18 034 0.20 22s
Baseline 050 0.27 034 020 34s

Table 1: FEVER 8 shared task system leaderboard
as shared by organizers, listing new Ev’R-recall-
based (Akhtar et al., 2024) and legacy hu-METEOR
AVeriTeC scores. Evaluated using AVeriTeC 2025 test
set. Best scores are bold.

In Table 1, we reprint the final test-leaderboard
of FEVER 8 shared task as provided by the orga-
nizers. Our system introduced in Section 2 scores
first in the decisive metric for the task — the new
AVeriTeC score — with a significant margin. This
came as a surprise to its authors, as neither the
values of the old, hu-METEOR-based AVeriTeC
score (Schlichtkrull et al., 2024b), nor the dev-
leaderboard available during system development
phase (where our system scored 4th), suggested its
supremacy. Let us therefore proceed with a discus-
sion of possible strengths that could have given our
system an edge in verifying the FEVER 8 test-set
of previously unseen 1000 claims.

3.1 Why does the system perform well?

So why should our system outperform the
FEVER 8 baseline and even the other systems sub-

mitted to FEVER 8 shared task despite the sim-
plicity of its design (Figure 1) which boils down
to a straightforward case of retrieval-augmented
generation (RAG)?

The main reason, in our experience, is the large
context size we opt for — while even the FEVER 8
baseline processes the claims and sources in a man-
ner more sophisticated than we do, it processes
the knowledge store on a sentence level, reducing
the amount of information passed to the LLM as
opposed to working with documents as a whole,
which is the strategy our system approximates.

Despite our proposed integration of LLM into
the pipeline being rather vanilla, combining sources
of total length of as much as 60K characters> on
model input yields highly competitive results, lever-
aging its own trained mechanisms of context pro-
cessing.

Our other advantages may have been using a very
recent model, Qwen3 (Yang et al., 2025), which nat-
urally has a slightly higher leakage of 2025 claims
into its train set than older models, and outperforms
the previous LLLM generations at long sequence pro-
cessing. Furthermore, our pipeline design only uses
a single LLM call per claim, meaning we could use
the generously-sized 14B variant of Qwen3 and
still match the time limit with Nvidia A10 and
23GB VRAM.

3.2 Scoring change impact

While the new AVeriTeC score based on Ev’R-
recall (Akhtar et al., 2024) estimates the proportion
of correctly fact-checked claims® in all claims, just
like the old hu-METEOR-based AVeriTeC score
did, their underlying methods differ. Most impor-
tantly, an LLM-as-a-judge approach is now used
instead of symbolic evidence comparison method.
The rise of our system from 3rd place in AVeriTeC
shared task (Schlichtkrull et al., 2024a) to 1st place
in FEVER 8 without any major system change®
can therefore also be attributed to the used scoring
method. The old scoring method was, for exam-
ple, found to be prone to some level of noise, as it
was not robust against evidence duplication (Malon,
2024), which was a found exploit to boost evidence

%In other words, around 33 standard pages. This number
follows from our parameter choices in Section 2.1: 10 sources
are retrieved for each claim, each with ~ 2048 characters
of the embedded text, and additional ~ 4096 characters of
context.

3Claims with sound evidence w.r.t. human annotation, and
an exact match in predicted label.

*Despite scaling down.
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recall.

The discrepancy between old and new AVeriTeC
score in Table 1 could motivate a further study
on how the new score behaves, for example using
the test-prediction files from last year AVeriTeC
shared task systems. The familiarity of the sys-
tems, the availability of their hu-METEOR scores
and documentation, may reveal valuable insights
into the Ev2R evaluation method itself, as in which
behaviours does it punish and reward.

3.3 LLM impact

)
s
& @ 9
& g &
s o
§ * N
LILM o O g
GPT—402@24_@5_1 3 0.30 0.58 0.40
Llama3.1-70B 0.37 0.54 0.39
qwen3:14B/no_think 0.29 0.59 0.41
gwen3:14B/¢hink 0.20 0.59 0.42

Table 2: Ablation study on LLM choice and <think>-
tokens impact on FEVER 8 dev-score. Pipeline design
(Figure 1), retrieval results, system and user prompts
are fixed. Evaluated using an on-premise Ev’R scorer
with Ollama-hosted Llama3.3-70B as a judge.

In 2024, we have experimented with then avail-
able versions of GPT-40 and Llama3.1-70B and
found the open-source Llama to perform encour-
agingly well, depite the still-quite-cumbersome
model size and the need for its quantization (Ullrich
et al., 2024). This year, we have simply gone for
the most recent open-weights LLM at the largest
parameter count we could fit within our FEVER 8
compute budget, thus choosing the Qwen3 at its
14B parameter size (Yang et al., 2025).

Qwen3 was trained to produce thinking to-
kens by default, an approach popularized by
DeepSeek (DeepSeek-Al et al., 2025) and OpenAl
research models, to force the chain of thought. We
have experimented with enabling and disabling this
feature to see if it has an impact on the AVeriTeC
score, and compared the model output quality to
our last year prediction dumps, with evaluation
experiments listed in Table 2.

Both Qwen3 evidence and label generation set-
tings perform on par with previous GPT-40 genera-
tion, which validates our model choice. The think-
ing tokens, while producing legitimate-looking

writeups of the fact-checking workflows (see Ap-
pendix B) were not shown to stimulate an improve-
ment in AVeriTeC score in the ablation study (Ta-
ble 2), so we suggest to disable this feature in future
reproductions in favour of a faster prediction time
(54s in the Table 1 was produced with the think-
ing feature enabled, so disabling it might solve the
issue with near-limit runtime our pipeline suffers
from).

4 Conclusion

In this paper, we have introduced our simple
yet efficient RAG system which performed com-
petitively well under time and compute con-
straints in FEVER 8 shared task, in May 2025.
We release the used code along with usage in-
structions for producing the FEVER 8 submis-
sion, vector stores needed for the pipeline to run
and their build scripts at https://github.com/
heruberuto/FEVER-8-Shared-Task/ which is a
fork of the FEVER 8 baseline repository.

We attribute our success mostly to the use of
document rather than sentence level of retrieval
granularity and an employment of a recent LLM at
a size which utilizes the whole compute and time
budget with only around 10% time reserve as a
failsafe. We encourage further usage of our system
as a strong and easy-to-setup baseline for further
research in automated fact checking and will be
happy to answer any questions on the referred con-
tacts.

4.1 Future works

1. Integrate a live search API as in (Malon, 2024)
as a retriever into the AIC pipeline (Figure 1)
to achieve a real-world generalization

2. Section 3.2 suggests to look at the key differ-
ences between legacy and Ev2R scoring meth-
ods in terms of the available 2024 AVeriTeC
leaderboard and available model documen-
tations — we believe this could reveal valu-
able hints both scoring and pipelinne improve-
ments in future work

Limitations

Our pipeline is not meant to be relied upon nor to
replace a human fact-checker, but rather to assist
an informed user. It gives sources and proposed
labels for further questioning. It is optimized only
for English, the carbon costs of the used models
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are considerable, despite the system trying to cut
down the environmental cost of the prediction step.

Ethics statement

Our pipeline is an extension of our already existing
last year submission all original authors agreed
with, including the reusal of the necessary listing
in Appendix A. The system was build specifically
for the FEVER 8 shared task and reflects the biases
of its annotators, for more information on this, we
suggest the original AVeriTeC paper (Schlichtkrull
et al., 2024b).
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A System prompt

You are a professional fact checker, formulate up to 10 questions that cover all
the facts needed to validate whether the factual statement (in User message) is
true, false, uncertain or a matter of opinion. Each question has one of four
answer types: Boolean, Extractive, Abstractive and Unanswerable using the
provided sources.

After formulating Your questions and their answers using the provided sources, You
evaluate the possible veracity verdicts (Supported claim, Refuted claim, Not
enough evidence, or Conflicting evidence/Cherrypicking) given your claim and
evidence on a Likert scale (1 - Strongly disagree, 2 - Disagree, 3 - Neutral, 4 -
Agree, 5 - Strongly agree). Ultimately, you note the single likeliest veracity
verdict according to your best knowledge.

The facts must be coming from these sources, please refer them using assigned IDs:

## Source ID: 1 [url]

[context before]

[page content]

[context after]

## Output formatting
Please, you MUST only print the output in the following output format:

json
{
"questions”:
L

{"question": "<Your first question>", "answer"”: "<The answer to the Your
first question>", "source": "<Single numeric source ID backing the
answer for Your first question>", "answer_type":"<The type of first
answer>"},

{"question”: "<Your second question>", "answer": "<The answer to the Your
second question>", "source": "<Single numeric Source ID backing the
answer for Your second question>", "answer_type":"<The type of second
answer >"}

1,
"claim_veracity": {
"Supported”: "<Likert-scale rating of how much You agree with the 'Supported'
veracity classification>",
"Refuted"”: "<Likert-scale rating of how much You agree with the 'Refuted’
veracity classification>",
"Not Enough Evidence": "<Likert-scale rating of how much You agree with the
"Not Enough Evidence' veracity classification>",
"Conflicting Evidence/Cherrypicking”: "<Likert-scale rating of how much You
agree with the 'Conflicting Evidence/Cherrypicking' veracity classification>"
}’
"veracity_verdict"”: "<The suggested veracity classification for the claim>"

## Few-shot learning
You have access to the following few-shot learning examples for questions and
answers.:

### Question examples for claim "{example["claim"]3}" (verdict
{example["gold_label”]})
"question": "{question}", "answer”: "{answer}", "answer_type"”: "{answer_typel}"”

Listing 1: System prompt for the LLMs, FEVER 8 claim is to be entered into the user prompt. Three dots represent
omitted repeating parts of the prompt. Reused and reprinted from Ullrich et al. 2024.
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B Qwen3 thinking example

<think>

Okay, let's tackle this query. The user is claiming that due to Imran Khan's
criticism of Macron's comments on Islam, French authorities cancelled the visas
of 183 Pakistani citizens and deported 118 from the country. I need to verify
this using the provided sources.

First, I'll look through the sources to see if there's any mention of visa
cancellations or deportations related to Imran Khan's criticism.

Looking at Source ID 1, it talks about Imran Khan responding to Macron's remarks
and the condemnation of Islamophobic policies, but there's no mention of visa
cancellations or deportations.

Source ID 2 discusses a diplomatic row where Pakistan refused to accept a deportee,
Muhammad Mansha, until his credentials were verified. This seems related to a
specific case but not the large numbers mentioned in the claim.

Source ID 3 mentions protests in Pakistan against France's republishing of
cartoons, but again, no visa or deportation numbers here.

Source ID 4 and 5 discuss diplomatic tensions, but not specific numbers of
deportations. Source 5 and 6 from Newscomworld.com talk about fears of
deportations of Pakistanis in France but don't mention specific numbers like 183
or 118.

Source ID 7 is about Pakistan deporting French nationals, which is the reverse of
the claim.

Source ID 10 mentions Pakistan summoning the French envoy but again, no numbers on
deportations.

None of the sources mention 183 visas cancelled or 118 deported. The closest is
Source 2, which mentions one individual, Muhammad Mansha, but that's a single
case. The other sources discuss diplomatic tensions, protests, and possible fears
of deportations but no actual numbers provided.

Therefore, the claim about 183 and 118 seems to be unsupported. The answer would be
that there's no evidence of such numbers in the sources provided. The veracity
verdict would be Refuted, as the sources don't support the specific numbers given.

</think>

T json
{
"questions”: [
{"question”: "Did French authorities cancel visas or deport Pakistani
citizens in response to Imran Khan's criticism of Macron's comments on
Islam?”, "answer": "No specific information about visa cancellations or
deportations of 183 Pakistani citizens or 118 deportees is mentioned in
the provided sources.”, "source": "10", "answer_type"”: "Boolean"},
{"question"”: "What was the role of social media in the diplomatic dispute
between Pakistan and France?”, "answer"”: "Social media was used to spread
calls for boycotts of French products and even nuclear attacks on France,
but these were not confirmed by official sources.”, "source”: "5",
"answer_type": "Extractive”}
]r
"claim_veracity": {
"Supported”: "1",
"Refuted”: "5",
"Not Enough Evidence": "1",
"Conflicting Evidence/Cherrypicking”: "1"
}7
"veracity_verdict”: "Refuted”
3

Listing 2: Qwen3 thinking tokens example.
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