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Abstract

The rapid growth of digital platforms and social
media has significantly contributed to spread-
ing fake news, posing serious societal chal-
lenges. While extensive research has been con-
ducted on detecting fake news in high-resource
languages (HRLs) such as English, relatively
little attention has been given to low-resource
languages (LRLs) like Malayalam due to insuf-
ficient data and computational tools. To address
this challenge, the DravidianLangTech 2025
workshop organized a shared task on fake news
detection in Dravidian languages. The task
was divided into two sub-tasks, and our team
participated in Task 1, which focused on clas-
sifying social media texts as original or fake.
We explored a range of machine learning (ML)
techniques, including Logistic Regression (LR),
Multinomial Naïve Bayes (MNB), and Support
Vector Machines (SVM), as well as deep learn-
ing (DL) models such as CNN, BiLSTM, and a
hybrid CNN+BiLSTM. Additionally, this work
examined several transformer-based models, in-
cluding m-BERT, Indic-BERT, XLM-Roberta,
and MuRIL-BERT, to exploit the task. Our
team achieved 6th place in Task 1, with MuRIL-
BERT delivering the best performance, achiev-
ing an F1 score of 0.874.

1 Introduction

In the digital era, social media platforms such as
Facebook, Twitter, and Instagram have transformed
how people share and consume information. These
platforms let users stay updated on current events,
express opinions, and participate in real-time global
discussions. However, alongside these benefits,
the rise of social media has also facilitated the
proliferation of false or misleading information,
commonly referred to as fake news (Subramanian
et al., 2023). This phenomenon has become a crit-
ical concern due to its far-reaching consequences

*Authors contributed equally to this work.

on public perception, societal trust, and decision-
making processes. Fake news is content purposely
created to misinform or deceive its audience, of-
ten impersonating reputable news sources (Sub-
ramanian et al., 2024). The rapid spread of fake
news on social media exploits anonymity and plat-
form reach, often outpacing factual content. The
effects are severe, resulting in societal divisiveness,
a loss of trust in credible news sources, and in-
creased worry among individuals. Furthermore,
bogus news can sway political decisions, harm rep-
utations, and exacerbate existing societal divides
(Farsi et al., 2024). Although significant progress
has been achieved in detecting fake news in re-
sourceful languages like English, less attention has
been put towards low-resource languages, such as
Malayalam, despite its speakers’ rising digital foot-
print (Sharif et al., 2021). The lack of sufficient
annotated datasets and the linguistic complexity
of Malayalam pose unique challenges to building
reliable fake news detection systems for this lan-
guage. A shared task was organized under Dra-
vidianLangTech@NAACL 20251 to address this
pressing issue, focusing on classifying social me-
dia texts into two categories: Original and Fake
(Devika et al., 2024). As there is little research
on Malayalam, we faced various difficulties like
linguistic variations, dialect, and semantic identity
(Coelho et al., 2023). The primary objective of this
research is to design an efficient system capable
of accurately classifying Malayalam news samples
as fake or original, thus contributing to combat-
ing misinformation in low-resource languages. To
achieve these objectives, our contributions to the
task are as follows:

• Developed a transformer-based framework
to detect fake news within the Malayalam
dataset.

1https://sites.google.com/view/
dravidianlangtech-2025/home

518

https://sites.google.com/view/dravidianlangtech-2025/home
https://sites.google.com/view/dravidianlangtech-2025/home


• Investigated various ML, DL, and transformer-
based models, evaluating their performance
across metrics to identify the most effective
model for detecting fake news in Malayalam.
Presented an in-depth error analysis to refine
the findings further.

2 Related Work

The proliferation of fake news on platforms like
Facebook and Twitter often leads to misinformation
and incorrect judgments. This growing concern has
paved the way for research leveraging various ML
and DL models in this domain (Sharif et al., 2021).
While significant efforts have been made to address
this issue, limited attention has been given to LRLs
such as Malayalam. Different ML approaches have
been devoted to a Malayalam dataset by Coelho
et al. (2023) for fake news detection. They achieved
the highest F1-score of 0.8310 using an ensem-
ble of models (MNB+LR+SVM). In another study,
M. San Ahmed (2021) developed a Kurdish dataset
and applied ML models like LR, SVM, and Naive
Bayes, with SVM achieving the highest accuracy
of 88.17%. Additionally, Kumar and Singh (2022)
employed ML models on a Hindi dataset contain-
ing 2,100 news articles to detect fake news, with
Long Short-Term Memory (LSTM) achieving the
highest F1-score of 0.89.

A recent study Krešňáková et al. (2019) utilized
a fake news dataset from a competition and applied
a CNN model, achieving an impressive F1-score of
0.97. Similarly, Kong et al. (2020) explored vari-
ous neural network models on an English dataset,
obtaining an accuracy of 90%. In another study, Ku-
mar et al. (2020) developed a dataset by collecting
data from Twitter, where a CNN+BiLSTM model
with an attention mechanism achieved an accuracy
of 88%. Additionally, Hiramath and Deshpande
(2019) employed a dataset comprising news arti-
cles and found that a Deep Neural Network (DNN)
achieved the highest accuracy of 91%. Several
BERT variants, such as XLNet and ALBERT, out-
performed deep learning approaches on a COVID-
19 dataset (Gundapu and Mamidi, 2021). Schütz
et al. (2021) utilized the FakeNewsNet dataset (Shu
et al., 2020) and applied multiple transformer mod-
els, ultimately achieving the best F1 score of 0.84
with RoBERTa. Qazi et al. (2020) compared hy-
brid CNN models with transformer-based models,
finding a slight improvement in F1 score to 0.47
with the transformer models. MuRiL-BERT also

performed well on a Telugu dataset, achieving an
F1 score of 0.87 (Hariharan et al., 2024). In an-
other study, a comprehensive dataset for fake news
detection in Bangla, a low-resource language, was
developed, with LLM achieving the best F1 score
of 0.89 (Shibu et al., 2025). A key limitation of
past studies is their focus on HRLs, which results in
biased models that may not transfer well to LRLs
like Malayalam. In this context, we have presented
a transformer-based framework tailored to handle
Malayalam’s unique linguistic and cultural aspects,
improving detection accuracy for this underrepre-
sented language.

3 Task and Dataset Description

The shared task2 organizers provided a benchmark
dataset for fake news detection in Malayalam (Sub-
ramanian et al., 2025). The dataset contains two
classes: Fake and Original. The Fake class includes
targeted texts, posts, or comments containing mis-
information or falsified content, often created to
mislead readers for political, commercial, or mali-
cious purposes. The goal is to identify such content,
which is especially common on social media dur-
ing critical events. On the other hand, the class
Original includes accurate, truthful posts providing
reliable, verified information. The dataset contains
3,257 training samples, 815 development samples,
and 1,019 test samples. Table 1 illustrated the class-
wise distribution of the dataset.

Classes Train Dev Test WT UWT

Original 1658 409 512 14031 8100
Fake 1599 406 507 23198 13100
Total 3257 815 1019 37229 19465

Table 1: Class-wise distribution of the dataset, where
WT and UWT denote total words in three datasets and
total unique words in train data.

The task’s goal is to distinguish genuine news
from fake news effectively. Figures A.1 and A.2 in
Appedix A exhibit the word cloud distribution of
classes.

4 Methodology

Several ML, DL, and transformer-based models are
implemented and investigated to address the tasks.
Figure 1 shows an outline of the methodology.

2https://codalab.lisn.upsaclay.fr/
competitions/20698
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Figure 1: Schematic process of detecting fake news in
Malayalam.

4.1 Data Preprocessing

Several preprocessing steps were applied to en-
hance the dataset’s interpretability for the em-
ployed models. These steps included cleaning the
text and removing unnecessary punctuation, emo-
jis, and hyperlinks that could introduce noise into
the data. Additionally, the MuRIL tokenizer was
utilized to preprocess the text effectively. We used
the MuRIL tokenizer with a maximum sequence
length of 128 tokens.

4.2 Feature Extraction

For ML models, we utilized Term Frequency-
Inverse Document Frequency (TF-IDF) and Bag
of Words (BoW) representations with n-grams (un-
igrams and bigrams). We limited the vocabulary
to the top 10,000 terms to balance interpretability
and computational efficiency. We leveraged pre-
trained word embeddings such as GloVe and Fast-
Text for DL models. Specifically, we used GloVe
embeddings with a dimensionality of 120, which
effectively captured word semantics and contextual
relationships, and FastText embeddings trained on
subword information to handle out-of-vocabulary
words. We also employed MuRIL, a transformer-
based model that tokenized the Malayalam text
with a maximum token length of 128 and provided
contextualized embeddings with 768 dimensions.
These diverse embedding techniques ensured a ro-
bust text representation, enabling the models to ac-
curately identify patterns and distinguish between
fake and original news.

4.3 Classifiers

Four ML, six DL, and four transformer-based base-
lines are explored for fake news detection tasks.

4.3.1 ML Baselines
LR, SVM, RF, and MNB are utilized for the down-
stream task. The LIBLINEAR (Fan et al., 2008)
solver function is used for ML models with Grid-
SearchCV3 to obtain better results. These tradi-
tional machine learning models serve as strong
baselines to compare against transformer-based ap-
proaches, providing insight into the effectiveness of
different learning paradigms. By leveraging Grid-
SearchCV, we systematically tune hyperparameters
to optimize each model’s performance, ensuring
a fair evaluation. This comparative analysis helps
assess whether deep learning methods significantly
outperform classical techniques in identifying mis-
information.

4.3.2 DL Baselines
We employed CNN and the hybrid CNN+BiLSTM
model for fake news detection, leveraging their abil-
ity to capture spatial and sequential patterns in tex-
tual data. The CNN model was designed to extract
local features from the text using convolutional fil-
ters. Table 2 shows the fine-tuned hyperparameters
for the deep learning-based models for the task.

Parameter Value

Embedding Dimensions 128
Sequence Length 100
CNN Filters 64 filters of size 5
BiLSTM Units 64
Epochs 130
Batch Size 32
Optimizer Adam
Learning Rate 1e-4

Table 2: Hyperparameter settings for CNN + BiLSTM
model.

In contrast, the CNN+BiLSTM hybrid model
combined the strengths of CNN’s feature extrac-
tion with BiLSTM’s ability to capture long-term
dependencies and context. In our CNN+BiLSTM
model, we configured a vocabulary size of 10,000,
a sequence length of 100, and an embedding di-
mension of 128 for tokenization and embedding.
The CNN branch was equipped with 64 filters of
size 5 for local pattern extraction, and the BiLSTM
branch had 64 units to capture bidirectional sequen-
tial relationships. The models were trained using

3https://scikit-learn.org/dev/modules/
generated/sklearn.model_selection.GridSearchCV.
html
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sparse categorical cross-entropy as the loss func-
tion and the Adam optimizer with a learning rate
of 1e-4. To address class imbalance, we computed
class weights, ensuring fair model performance
across categories.

4.3.3 Transformer-based Models
Transformer-based models were employed for fake
news detection due to their ability to efficiently
process large-scale contextual information, mak-
ing them well-suited for multilingual tasks (De-
vlin et al., 2019). Several transformer models, in-
cluding Indic-BERT (Dabre et al., 2022), mBERT
(Pires et al., 2019), XLM-RoBERTa (Zhao and
Tao, 2021), and MuRIL-BERT (Khanuja et al.,
2021), were explored to evaluate their performance
across diverse linguistic settings. Each model was
fine-tuned for the classification task, with hyperpa-
rameters optimized to enhance performance. The
MuRIL-BERT model demonstrated the best results,
achieving an F1 score of 0.874. Table 3 presents the
fine-tuned hyperparameters for the MuRIL-BERT
model.

Parameter Value

Batch Size 16
Epochs 9
Weight Decay 0.003
Learning Rate 2e-4

Table 3: Hyperparameter configuration for the
transformer-based approach (MuRIL-BERT).

The model was trained using a learning rate of
2e-4, a weight decay of 0.003, and for 9 epochs.
We trained on 9 epochs, as training for too many
epochs (e.g., 10 or 15) led to overfitting, in which
the model learns patterns too specific to the train-
ing data and loses generalization to unseen data.
The optimal results highlight the effectiveness of
MuRIL-BERT in handling the complex nature of
fake news detection in multilingual datasets.

Additional implementation details can be ac-
cessed via the GitHub repository4.

4.4 System Requirements
The model was trained on a dual GPU setup
(NVIDIA Tesla T4x2), utilizing parallel processing
for convolutional, BiLSTM, and transformer lay-
ers. The CNN+BiLSTM model required 5–8 GB of

4https://github.com/Arghya-n/
DravidianLangTech-FakeNews-2025

GPU memory and took approximately 60 minutes
to complete training over 130 epochs. In contrast,
the MuRIL-BERT model, which required 20 GB of
GPU memory, completed training in just 20 min-
utes for 9 epochs. The training duration varied
depending on the dataset size and the computation
of class weights for handling class imbalances.

5 Result Analysis

Table 4 compares the performance of various clas-
sifiers for fake news detection, highlighting the
precision (P), recall (R), F1 score, and G score.

Classifiers Fake News Detection

P R F1 G-Score

LR 0.78 0.78 0.78 0.78
RF 0.78 0.77 0.77 0.77
MNB 0.80 0.80 0.80 0.80
SVM 0.80 0.79 0.79 0.79
CNN (F) 0.23 0.48 0.31 0.33
CNN (G) 0.24 0.48 0.31 0.34
BiLSTM (F) 0.28 0.51 0.36 0.38
BiLSTM (G) 0.27 0.51 0.35 0.37
CNN + BiLSTM (F) 0.29 0.49 0.36 0.38
CNN + BiLSTM (G) 0.29 0.48 0.36 0.37
Indic-BERT 0.81 0.82 0.81 0.81
m-BERT 0.83 0.81 0.82 0.82
XLM-R 0.86 0.85 0.86 0.85
MuRIL-BERT 0.88 0.87 0.87 0.87

Table 4: Performance of employed models on the test
set, where F, G, and G-Score represent FastText, GloVe
embeddings, and geometric mean score of precision and
recall.

Among the ML models, MNB demonstrated
an F1-score of 0.80, surpassing both LR (0.78)
and SVM (0.79) in overall performance. This
outcome indicates that MNB is better suited for
this specific task, likely due to its efficiency in
handling textual data distributions. Concerning
DL models, CNN (G) and CNN (F) achieved
F1 scores of 0.31, showing room for improve-
ment in generalization. However, the hybrid
CNN+BiLSTM models demonstrated a more ro-
bust performance. CNN+BiLSTM (F) achieved
an F1 score of 0.36, outperforming both CNN (G)
and CNN (F). This improvement highlights the
strength of combining CNN’s feature extraction ca-
pability with BiLSTM’s sequential learning ability.
However, CNN+BiLSTM (G) yielded a compara-
ble performance with an F1-score of 0.36, slightly
underperforming CNN+BiLSTM (F).
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Transformer-based models significantly outper-
formed traditional and deep learning models be-
cause they efficiently process contextual informa-
tion. Indic-BERT and m-BERT achieved F1-scores
of 0.81 and 0.82, respectively, demonstrating strong
performance for multilingual tasks. XLM-Roberta
(XLM-R) further improved with an F1-score of
0.86, showcasing its capability in handling large-
scale contextual information across diverse linguis-
tic settings. Finally, MuRIL-BERT outperformed
all other models, achieving the highest F1-score
of 0.87 and G score of 0.87. The superior perfor-
mance of MuRIL-BERT can be attributed to its
robust contextual understanding, fine-tuned hyper-
parameters, and optimal training over nine epochs.
This analysis highlights the consistent superiority
of transformer-based models, particularly MuRIL-
BERT, underscoring their ability to generalize well
to multilingual and complex datasets. Appendix B
presents a detailed error analysis of the proposed
model’s performance in detecting fake news in
Malayalam. MuRIL-BERT performed well in de-
tecting fake news from Malayalam social media
texts due to its multilingual pretraining with a
strong focus on Indian languages, including Malay-
alam. Unlike general multilingual models, MuRIL
is trained on monolingual and transliterated text, al-
lowing it to capture language-specific patterns com-
mon in social media. Fine-tuning domain-specific
fake news data further enhanced its contextual un-
derstanding, enabling it to differentiate between
misinformation cues, sentiment shifts, and propa-
ganda techniques. This combination of pretraining
advantages, contextual awareness, and careful op-
timization contributed to MuRIL-BERT achieving
the best results in our experiments.

6 Conclusion

This work addressed the shared task by exploring
various ML, DL, and transformer-based baselines
for fake news detection in Malayalam. The results
demonstrated that transformer-based models signif-
icantly outperformed others, with MuRIL-BERT
achieving the highest F1-score of 0.87, demonstrat-
ing its superior capability to capture contextual
information in multilingual datasets. Future work
could explore advanced transformer architectures,
such as GPT or ELMo, and integrate contextualized
embeddings to enhance performance. Additionally,
ensemble approaches that combine multiple trans-
former models or hybrid architectures tailored for

fake news detection could offer even better results
by leveraging the strengths of diverse models.

Limitations

The current work on fake news detection has sev-
eral drawbacks, influenced by the following fac-
tors:

• Since the dataset is limited, the model’s gen-
eralization is not guaranteed.

• Despite leveraging transformer-based mod-
els for contextual understanding, the system
still struggles with detecting nuanced misin-
formation, such as subtle propaganda, satire,
or region-specific deceptive narratives.
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A Dataset Visualization

Despite leveraging transformer-based models for
contextual understanding, the system still struggles
with detecting nuanced misinformation, such as
subtle propaganda, satire, or region-specific decep-
tive narratives.

Figure A.1 represents the most common words in
fake news in the training set, which could indicate
sensational language. In contrast, Figure A.2 shows
the prominent words in the original news in the
training set, reflecting the typical vocabulary of
factual reporting. This analysis generated word
clouds to visualize the most frequent words in fake
and original news articles. A maximum of 200
words were used for visualization in each word
cloud, with word size proportional to frequency.

Figure A.1: Word Cloud distribution of Fake class.

Figure A.2: Word Cloud distribution of Original class.

B Error Analysis

We have performed both quantitative and qualita-
tive error analysis to obtain in-depth insights into
the performance of the proposed model.

Quantitative Analysis: The MuRIL-BERT
was used to conduct a quantitative error analysis,
utilizing the confusion matrix shown in Figure B.1.
The confusion matrix for the fake news detection

Figure B.1: Confusion matrix of the proposed model
(MuRIL-BERT) for fake news detection.

task highlights the classification performance of
the proposed MuRIL-BERT model. The model
successfully classified most samples, with 435
instances of Fake and 460 instances of Original
being correctly predicted. However, there were
misclassifications: 72 Fake instances were mis-
classified as Original, while 52 Original instances
were misclassified as Fake. These errors suggest
that while the model performs well overall, chal-
lenges remain in distinguishing subtle differences
between the Fake and Original categories, likely
due to the dataset’s overlapping linguistic patterns
or contextual ambiguities. Further fine-tuning or
incorporating additional contextual cues might
improve the model’s handling of such edge cases.
Qualitative Analysis: Figure B.2 depicts a quali-
tative analysis of the predictions made by the pro-
posed MuRIL-BERT model for the fake news de-
tection task. The model successfully classified
samples 1 and 5 as Fake and samples 3 and 4 as
Original, which aligns with their respective labels,
showcasing its ability to identify a range of text
samples correctly. However, the model incorrectly
predicted sample 2 as Original instead of Fake, po-
tentially due to linguistic nuances or overlapping
features in the dataset.
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Figure B.2: Some predicted outputs by the proposed
method (MuRIL-BERT).
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