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Abstract

This paper presents an approach to sentiment
analysis for code-mixed Tamil-English and
Tulu-English datasets as part of the Dravidi-
anLangTech@NAACL 2025 shared task. Sen-
timent analysis, the process of determining the
emotional tone or subjective opinion in text,
has become a critical tool in analyzing public
sentiment on social media platforms. The ap-
proach discussed here uses multilingual BERT
(mBERT) fine-tuned on the provided datasets to
classify sentiment polarity into various prede-
fined categories: for Tulu, the categories were
positive, negative, not_tulu, mixed, and neutral;
for Tamil, the categories were positive, neg-
ative, unknown, mixed_feelings, and neutral.
The mBERT model demonstrates its effective-
ness in handling sentiment analysis for code-
mixed and resource-constrained languages by
achieving an F1-score of 0.44 for Tamil, secur-
ing the 6th position in the ranklist; and 0.56 for
Tulu, ranking 5th in the respective task.

1 Introduction

Sentiment analysis involves identifying subjective
opinions or emotional responses related to a spe-
cific topic. Over the past two decades, it has gained
significant attention in both academia and industry.
The demand for sentiment detection in social media
texts, especially those containing code-mixing in
Dravidian languages, has been steadily increasing.

The DravidianLangTech@NAACL 2025 shared
task (Durairaj et al., 2025) focuses on analyzing
sentiment in code-mixed Tamil-English and Tulu-
English text collected from social media platforms
like YouTube (S. K. et al., 2024). Both languages
represent diverse linguistic characteristics, with
Tulu being particularly underrepresented in compu-
tational linguistic research due to its limited an-
notated datasets. The datasets provided reflect
real-world scenarios, including short, informal, and
noisy social media posts, accompanied by signif-
icant class imbalance across sentiment categories

(Hegde et al., 2023).
This study presents a sentiment analysis sys-

tem leveraging Multilingual BERT (mBERT). The
model was fine-tuned on the provided datasets
to classify sentiment into various predefined cate-
gories. For Tamil, these categories included posi-
tive, negative, unknown, mixed_feelings, and neu-
tral, while for Tulu, they comprised positive, neg-
ative, not_tulu, mixed, and neutral. Additionally,
significant class imbalance was encountered, which
was addressed using upsampling techniques.

The system achieved an F1-score of 0.44 for
Tamil, securing 6th place, and an F1-score of
0.56 for Tulu, earning 5th place in the competi-
tion. These results demonstrate the effectiveness
of the approach in tackling sentiment analysis for
code-mixed and low-resource Dravidian languages,
while also contributing to the development of ro-
bust methods for analyzing code-mixed social me-
dia text.

2 Related Works

Sentiment analysis plays a vital role in gauging
public opinion on social media. Over the years,
various approaches have been successful in this
domain, ranging from traditional machine learn-
ing techniques to more recent deep learning meth-
ods. Initially, models like Support Vector Machines
(SVMs) and Naive Bayes were widely used for sen-
timent classification, leveraging handcrafted fea-
tures such as term frequency and n-grams (Sug-
itomo et al., 2021). However, the advent of deep
learning revolutionized sentiment analysis, with Re-
current Neural Networks (RNNs) and Long Short-
Term Memory (LSTM) networks improving the
ability to capture sequential dependencies in text
(Srinivas et al., 2021).

More recently, transformer-based models like
BERT and its multilingual variants, such as
mBERT, have set new benchmarks in sentiment
analysis (Krasitskii et al., 2025). Additionally, stud-
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ies on Dravidian languages have highlighted the
challenges of sentiment analysis in code-mixed lan-
guages, with recent works exploring the use of mul-
tilingual models and transfer learning to address
these issues (Perera and Caldera, 2024).

Despite advances, challenges remain, especially
for underrepresented languages like Tulu, which
lack annotated resources. Solutions like data
augmentation, upsampling, and fine-tuning trans-
former models are needed to improve perfor-
mance on code-mixed, low-resource datasets. This
study advances sentiment analysis for Dravidian
languages, focusing on Tamil-English and Tulu-
English social media text.

3 Methodology

The implementation details and source code are
available on github.1

3.1 Dataset Description
The datasets provided for this task consisted of
train, dev, and test splits. For both Tamil and Tulu,
the train and dev datasets had text and category as
labels, while the test dataset only contained ID and
text as labels.

The Tamil train dataset consisted of 31,122
rows, and the dev dataset consisted of 1,643 rows,
distributed as shown in Table 1 and Figure 1
(Chakravarthi et al., 2020).

The Tulu train dataset consisted of 13,301 rows,
and the dev dataset consisted of 1,643 rows, as
shown in Table 2 and Figure 2 (Hegde et al., 2022).

The test dataset consisted of 3,459 rows for
Tamil and 1,479 rows for Tulu.

The datasets were sourced from social media
platforms like YouTube, containing real-world, in-
formal, and noisy text. These texts were code-
mixed, presenting challenges such as translitera-
tion, spelling variations, and grammatical incon-
sistencies. Furthermore, significant class imbal-
ance was observed in both Tamil and Tulu datasets,
which required careful preprocessing and handling
during model training.

3.2 Data Preprocessing
In text classification tasks, effective data prepro-
cessing is crucial to ensure that the model can learn
meaningful patterns from the raw data. This in-
volves cleaning, transforming, and structuring raw

1https://github.com/DiyaSeshan/
DravidianLangTech2025-Sentiment-Analysis/tree/
main

Figure 1: Distribution of Training Labels for Tamil

Figure 2: Distribution of Training Labels for Tulu

data into a format suitable for analysis or model
training.

One of the key preprocessing steps involved
eliminating punctuation marks and special char-
acters. This removal helps reduce noise and incon-
sistencies in the data, allowing the model to focus
on the core content of the text. By minimizing ir-
relevant elements, the model can better identify the
essential features for sentiment analysis.

Tokenization is another crucial preprocessing
step in this approach. The input text is tokenized us-
ing the BertTokenizer from the pre-trained mBERT
model (bert-base-multilingual-cased). The tok-
enizer splits the text into smaller units, or tokens,
that the model can process effectively. These to-
kens are then padded to a maximum length of
128 and truncated when necessary to fit within the
model’s input size. This ensures uniformity in in-
put lengths across different samples, allowing for
efficient training and model inference.

3.3 Synthetic Sample Generation

A significant challenge encountered during ex-
ploratory data analysis was class imbalance, where
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Positive Negative Unknown State Mixed Feelings
Training Data 18,145 4,151 5,164 3,662
Validation Data 2,272 480 619 472

Table 1: Distribution of Sentiment Labels in Tamil Dataset

Positive Negative Neutral Mixed Not Tulu
Training Data 3,769 843 3,175 1,114 4,400
Validation Data 470 118 368 143 543

Table 2: Distribution of Sentiment Labels in Tulu Dataset

certain sentiment categories were underrepresented
in the dataset. For example, in Tamil, the labels
other than Positive were all significantly under-
represented, with Unknown State, Negative, and
Mixed Feelings being much less frequent. Simi-
larly, in Tulu, the Mixed and Negative sentiment
labels had considerably lower representation com-
pared to the Positive, Neutral, and Not Tulu cate-
gories.

To mitigate this issue, RandomOverSampler was
used from the unbalanced-learn library. This tech-
nique randomly duplicates samples from minority
classes, creating a more balanced class distribution.
This balances the class distribution, helping to pre-
vent the model from becoming biased towards the
majority class, which could negatively impact per-
formance (Permataning Tyas et al., 2023). In this
study, RandomOverSampler saturated the number
of rows for all labels to match the maximum class
size, resulting in 18,145 rows per label in the Tamil
training dataset and 4,400 rows per label in the
Tulu training dataset.

3.4 Proposed Model

After performing data preprocessing, tokenization,
and random oversampling, the dataset was split
into training and validation subsets to allow ef-
fective evaluation of model performance. Three
transformer-based models were experimented with:
mBERT, Tamil BERT (from Hugging Face), and
IndicBERT (from AI4Bharat). Among the models
tested, mBERT demonstrated superior performance
due to its multilingual capabilities, making it suit-
able for both Tamil and Tulu datasets. mBERT is a
transformer-based language model pre-trained on
104 languages, making it highly effective for han-
dling code-mixed text and providing robust perfor-
mance across a wide range of languages, including
Tamil and Tulu.

During training, the following hyperparameters

were used:

• Batch size: Determines the number of train-
ing samples used in one forward/backward
pass. Set to 16.

• Maximum token length: Defines the max-
imum number of tokens in each input se-
quence, ensuring the model processes inputs
efficiently. Set to 128.

• Optimizer: AdamW, which combines the
benefits of Adam with weight decay for regu-
larization, often improving generalization.

• Learning rate: Controls how much to change
the model’s weights with respect to the loss
gradient during training. Set to 3e-5.

Class weights were computed using com-
pute_class_weight to adjust the loss function. The
model was trained for 10 epochs, and evaluation
metrics such as accuracy and classification reports
were generated to assess performance on the vali-
dation set.

While Tamil BERT and IndicBERT also per-
formed reasonably well, they did not match the
performance of mBERT on this specific task.
Tamil BERT is tailored for the Tamil language but
lacks the multilingual capabilities of mBERT. In-
dicBERT, while promising for Indian languages,
likely faced challenges with the code-mixed nature
of the dataset. Given these comparisons, mBERT’s
multilingual training and robustness in handling
diverse linguistic inputs made it the optimal choice
for sentiment analysis in this study.

4 Results

In the training phase, the model achieved F1-scores
of 0.8055 for Tamil and 0.8173 for Tulu, indicat-
ing that it successfully captured the sentiment pat-
terns within the training data despite the challenges
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posed by the code-mixed nature of the text and the
class imbalances present in both languages. More-
over, the model demonstrated strong performance
in identifying mixed feelings, unknown states, and
neutral sentiments, effectively distinguishing these
complex sentiment categories amidst the diverse
and noisy social media data.

In the testing phase as well, the model demon-
strated notable performance for both Tamil and
Tulu. For Tamil, the F1-score achieved was 0.4461,
ranking 6th in the ranklist. For Tulu, the model
performed slightly better, achieving a F1-score of
0.569, ranking 5th in the ranklist. Despite the chal-
lenges posed by Tulu, a low-resource and underrep-
resented language with limited annotated data and
scarce contextual information, the model’s perfor-
mance was commendable. The successful handling
of Tulu sentiment analysis showcases the effec-
tiveness of the discussed approach in overcoming
barriers such as data sparsity and linguistic under-
representation.

These results indicate a promising direction for
future improvements in sentiment analysis for Dra-
vidian languages.

Metric Precision Recall F1-score
Positive 0.86 0.65 0.74
Negative 0.90 0.94 0.92
unknown_state 0.81 0.94 0.87
Mixed_feelings 0.89 0.92 0.91

Table 3: Performance Metrics for Sentiment Analysis
of Tamil

Metric Precision Recall F1-score
Positive 0.77 0.82 0.79
Negative 0.89 0.99 0.93
Neutral 0.87 0.69 0.77
Mixed 0.81 0.93 0.87
Not Tulu 0.90 0.79 0.84

Table 4: Performance Metrics for Sentiment Analysis
of Tulu

5 Conclusion

In conclusion, this study presents a successful ap-
proach to sentiment analysis for code-mixed Tamil-
English and Tulu-English datasets, demonstrating
the effectiveness of mBERT in handling the com-
plexities of code-switching and low-resource lan-
guages. Despite the challenges posed by noisy

social media data and class imbalance, the model
achieved promising results, achieving competitive
F1-scores across sentiment classes.

The results highlight the model’s strength in cap-
turing sentiment nuances, especially for mixed feel-
ings, unknown state, and neutral categories. They
reinforce the potential of transformer-based mod-
els in advancing sentiment analysis for underrepre-
sented languages and lay the foundation for future
improvements through enhanced data preprocess-
ing, augmentation, and fine-tuning strategies.

6 Future Enhancements

While transformer-based models like mBERT have
shown promising results in sentiment analysis for
code-mixed languages, several areas remain open
for improvement. Future research could explore
domain-adaptive pretraining, where models are
fine-tuned on social media-specific corpora to en-
hance their understanding of informal and code-
mixed text.

Additionally, incorporating external linguistic
resources, like code-mixed lexicons and transliter-
ation models, could help improve accuracy, espe-
cially for low-resource languages like Tulu. These
resources can bridge the gap in language under-
standing and provide better context for sentiment
analysis in code-mixed data.

Finally, integrating multimodal sentiment anal-
ysis by combining textual, visual, and audio cues
from social media posts could provide a more com-
prehensive understanding of sentiment, enhancing
real-world applications in social media monitoring
and customer sentiment analysis.

7 Limitations

The discussed approach relies on a predefined
dataset structure, which may limit its generaliz-
ability to a variety of real-world scenarios where
data distributions differ significantly. Furthermore,
the model’s computational complexity increases
with input length, which reduces its scalability for
very long texts without substantial optimization.

Another limitation is the dependence on high-
performance hardware, such as GPUs, for effi-
cient training and inference, particularly since the
datasets used in this study were extremely large.
This could pose challenges for deployment in
resource-constrained environments, where access
to such computational resources is limited.
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