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Abstract
Detecting fake news in Malayalam possess sig-
nificant challenges due to linguistic diversity,
code-mixing, and the limited availability of
structured datasets.We participated in the Fake
News Detection in Dravidian Languages shared
task, classifying news and social media posts
into binary and multi-class categories. Our ex-
periments used traditional ML models: Support
Vector Machine (SVM), Random Forest, Logis-
tic Regression, Naive Bayes and transfer learn-
ing models: Multilingual Bert (mBERT) and
XLNet. In binary classification, SVM achieved
the highest macro-F1 score of 0.97, while in
multi-class classification, it also outperformed
other models with a macro-F1 score of 0.98.
Random Forest ranked second in both tasks.
Despite their advanced capabilities, mBERT
and XLNet exhibited lower precision due to
data limitations. Our approach enhances fake
news detection and NLP solutions for low-
resource languages.

1 Introduction

Fake news detection is a critical challenge in the
digital age, where misinformation spreads rapidly
online, influencing public opinion and policy-
making. This issue is even more pronounced in
regional languages like Malayalam due to linguistic
complexities, cultural nuances, and diverse online
content. Developing effective detection methods is
essential to ensure informed decision-making.

Detecting fake news in low-resource languages
like Malayalam is challenging due to limited an-
notated data, linguistic diversity, and writing style
variations like code-mixing and Romanization. Ad-
ditionally, Malayalam’s complex morphology and
informal online discourse make classification dif-
ficult. Existing approaches primarily use machine
learning and transfer learning techniques to im-
prove classification accuracy.

This research develops a fake news detection
system for Malayalam by evaluating traditional

machine learning models and transformer-based
approaches independently. We applied SVM, Ran-
dom Forest, Multinomial Naive Bayes, and Logis-
tic Regression for text classification. Additionally,
transfer learning models such as mBERT and XL-
Net were tested to analyze multilingual text. Each
model’s effectiveness was assessed separately to
determine the most suitable approach for fake news
classification in Malayalam.

2 Literature Review

Subramanian et al. (2024a) highlighted how so-
cial networks spread misinformation, affecting
public understanding and trust. The FakeDetect-
Malayalam shared task addresses this with two
subtasks: Task 1 classifies social media posts as
genuine or fake, while Task 2 categorizes fake news
into five labels, including False and Mostly True.

Subramanian et al. (2024b) highlighted the rapid
spread of fake news in Malayalam online. In Task
1, they secured ninth place using RNNs to classify
news as Original or Fake, leveraging their ability
to capture sequential patterns. Their study aims to
enhance accuracy and improve fake news detection.

Qu et al. (2024) proposed QMFND, a quantum
fusion model using Quantum Convolutional Neu-
ral Networks (QCNN) to merge text and image
data. Tested on Gossip and Politifact datasets, it
shows robustness against quantum noise, enhances
expressibility, and performs as well as or better
than classical models.

K et al. (2024) emphasized the need for fake
news detection in Malayalam, a low-resource lan-
guage. They introduced a curated dataset catego-
rizing news by inaccuracy levels. Baseline mod-
els, including multilingual BERT and ML classi-
fiers, showed potential, with Logistic Regression
on LaBSE achieving an F1 score of 0.3393. Ad-
dressing data imbalance is key to improving accu-
racy.
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Shanmugavadivel et al. (2024) emphasized the
rapid spread of false information on social media
and the need for fake news detection. The study val-
idated YouTube comments using ML models like
Naive Bayes, SVM, Random Forest, and Decision
Tree. Presented at DravidianLangTech@EACL
2024, it applies ML and NLP techniques to combat
misinformation.

Babu et al. (2023) proposed a machine learning
approach for vectorizing and tokenizing news head-
lines. Experimental results demonstrate that this
method surpasses existing fake news detection tech-
niques, demonstrating its effectiveness in various
topics and languages.

S et al. (2023) provided detailed instructions
for preparing a manuscript for the RANLP 2023
proceedings on this page. These guidelines apply
to both initial submissions and final versions, in-
cluding an example of the required format. The
authors must follow all provided instructions to
ensure compliance.

Hu et al. (2022) explored deep learning ap-
proaches for fake news detection, including su-
pervised, weakly supervised, and unsupervised
methods. The study evaluates models using news
content, social context, and external data while re-
viewing FND datasets, identifying limitations, and
proposing future research directions.

Baarir and Djeffal (2021) proposed a machine
learning system for fake news detection using TF-
IDF with bag of words, n-grams for feature extrac-
tion, and SVM for classification. The system was
trained on a curated dataset of true and fake news,
demonstrating its effectiveness in identifying misin-
formation. However, detecting fake news remains
challenging due to limited datasets and analytical
approaches.

Ahmad et al. (2020) developed a machine learn-
ing ensemble model to classify news articles based
on linguistic characteristics. Evaluated on four real-
world datasets, the model demonstrated superior
performance compared to individual classifiers in
detecting disinformation.

3 Problem and System description

The Fake News Detection from Malayalam News
task aims to identify fake news in Malayalam social
media posts and articles. It classifies the text into
two categories: Fake or original, with the dataset
containing labeled posts and articles. The task also
includes categorizing fake news into five labels:

False, Half True, Mostly False, Partly False, and
Mostly True. Researchers will use machine learn-
ing models, embeddings, and transfer learning to
distinguish between accurate and misleading infor-
mation. This task contributes to creating a robust
fake news detection system for Malayalam content,
promoting reliable communication, and reducing
misinformation. Subramanian et al. (2025) Out of
128 teams, our system secured the 13th rank in task
1 and the 5th rank in task 2.

4 Dataset description

The shared dataset consists of Malayalam news
articles categorized into two tasks. In Task 1 (Bi-
nary Classification), the training dataset consists of
1,659 Original and 1,598 Fake class labels, while
the test dataset consists of 1,019 rows. In Task
2 (Multiclass Classification), the training dataset
consists of 1,384 False, 2 True, 162 Half True, 295
Mostly False, and 57 Partly False labels, with a test
dataset containing 200 rows. In addition, a valida-
tion dataset is provided to evaluate the performance
of the model prior to testing.

Dataset No. of Comments
Train 3257
Dev 815
Test 1019

Table 1: Task 1 Dataset Description

Dataset No. of Comments
Train 1900
Test 200

Table 2: Task 2 Dataset Description

5 Methodology

5.1 Data pre-processing
To enhance text quality for fake news classification,
we applied a structured pre-processing pipeline.
The text was lowercased, and URLs, HTML tags,
special characters, and numbers were removed.
Tokenization filtered out non-informative words
using custom Malayalam stopwords. Stemming
(PorterStemmer) and lemmatization (WordNetLem-
matizer) normalized words, while short and dupli-
cate words were removed to reduce redundancy.
This process improves data quality for machine
learning analysis. Figure 1 illustrates the workflow
from data pre-processing to classification.
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Figure 1: Proposed System Workflow

5.2 Encoding module

For our dataset, we utilized TF-IDF Vectorizer and
Count Vectorizer from sklearn.feature-extraction
for feature extraction. TF-IDF assigns weights to
words based on their importance, reducing the in-
fluence of commonly used terms. Count Vectorizer,
on the other hand, generates a matrix representing
word frequencies, highlighting frequently occur-
ring words in the text. By combining both tech-
niques, we ensure a balanced representation of im-
portant terms and common patterns. This approach
enhances the model’s ability to capture textual fea-
tures effectively, leading to improved classification
performance. Ultimately, these methods contribute
to better accuracy in fake news detection.

5.3 Model description

To classify Malayalam news as original or fake,
we used SVM, Random Forest, Multinomial Naive
Bayes, and Logistic Regression for text classifica-
tion. Naive Bayes assigns probabilities based on
Bayes’ theorem, Random Forest builds multiple
decision trees, SVM finds an optimal hyperplane,
and Logistic Regression predicts binary outcomes.
Additionally, XLNet and mBERT were applied for
transfer learning, with XLNet leveraging bidirec-
tional context and mBERT supporting multilingual
analysis. Each model was tested independently,
and results showed that traditional ML models out-
performed transformer-based approaches for fake
news detection in Malayalam.
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Figure 2: Confusion Matrix for Task 1

Figure 3: Confusion Matrix for Task 2

6 Experimental Analysis

In this experiment, we used the Malayalam dataset
for the classification of fake news, applying four
machine learning models and two transfer learning
models for two tasks. In task 1 (binary classifica-
tion), SVM achieved the highest accuracy (97%),
followed by Random Forest (96%), Logistic Re-
gression (94%), Multinomial Naive Bayes (90%),
XLNet (80%), and mBERT (83%). SVM was
the best performer, excelling in both accuracy and
macro F1 score. In task 2 (multiclass classification),
SVM again led with 98% accuracy, followed by
Random Forest (95%), Logistic Regression (92%),
and Multinomial Naïve Bayes (91%). Traditional
models, especially SVM and Random Forest, out-
performed deep learning models like XLNet and
mBERT, proving to be the most reliable for fake
news detection in Malayalam. Github Repository:
Fake News Detection

7 Limitations

Our approach relies heavily on labeled datasets,
which are limited to Malayalam and other Dravid-

Model Macro F1-Score
Support Vector Classifier 0.97
Random Forest 0.96
Logistic Regression 0.94
Naive Bayes 0.90
mBert 0.83
XLNet 0.80

Table 3: Macro F1-Score Metrics for Task 1

Model Macro F1-Score
Support Vector Classifier 0.98
Random Forest 0.95
Logistic Regression 0.92
Naive Bayes 0.91

Table 4: Macro F1-Score Metrics for Task 2

ian languages. The imbalance in multi-class classi-
fication affected model performance, especially for
underrepresented labels. Although traditional ML
models performed well, transfer learning models
struggled due to data scarcity and domain-specific
challenges. Furthermore, variations in code-mixed
and informal text reduced the accuracy of the clas-
sification. Enhancing dataset quality, incorporating
advanced preprocessing techniques, and optimiz-
ing deep learning models are crucial to improve
fake news detection in Malayalam.

8 Conclusion

We applied multiple machine learning and transfer
learning models for fake news detection in Malay-
alam. SVM and Random Forest performed ex-
ceptionally well, achieving high Macro-F1 scores
in both tasks, with SVM scoring 0.97 in binary
and 0.98 in multi-class classification. Although
mBERT and XLNet had lower accuracy due to
data constraints, they demonstrated the potential of
context-aware models for low-resource languages.
Each model was applied independently to assess
its effectiveness, and the results highlight the supe-
riority of traditional ML models over transformer-
based approaches in this context. Future work
should focus on improving the quality of the data
set, improving feature extraction techniques and op-
timizing deep learning models to further advance
fake news detection in Malayalam and other Dra-
vidian languages.
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