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Abstract

Hate speech detection is a serious challenge
due to the different digital media communi-
cation, particularly in low-resource languages.
This research focuses on the problem of multi-
modal hate speech detection by incorporating
both textual and audio modalities. In the con-
text of social media platforms, hate speech is
conveyed not only through text but also through
audio, which may further amplify harmful con-
tent. In order to manage the issue, we provide a
multiclass classification model that influences
both text and audio features to detect and cate-
gorize hate speech in low-resource languages.
The model uses machine learning models for
text analysis and audio processing, allowing
it to efficiently capture the complex relation-
ships between the two modalities. The class
weight mechanism involves avoiding overfit-
ting. The prediction has been finalized using
the majority fusion technique. Performance is
measured using a macro average F1 score met-
ric. Three languages—Tamil, Malayalam, and
Telugu—have the optimal F1 scores, which are
0.59, 0.52, and 0.33.

1 Introduction

In the digital era, the analysis of multimodal social
media data aligns your insights with very different
types of diverse data appearing on social networks,
including text, audio, and video. However, with
the advent of social networks, platforms such as
YouTube, Facebook, and Twitter not only aided in
information sharing and networking, but also be-
came a place where people were targeted, defamed,
and marginalized based on their religion, sex, po-
litical, and personal defamation. Social networks
have become increasingly integrated in this digital
age; it has changed the perception of networking
and socializing.

Not only humans, but chatbots can also cor-
rupted by hate speech content. After learning foul

language from user interactions, Microsoft’s chat-
bot "Tay"(Neff and Nagy, 2016), which was de-
signed to engage people in lighthearted and infor-
mal discussion, began using it. The hate content
was too obvious for the chatbot to identify and
avoid. This serves as an illustration of how impor-
tant it is to identify hate speech in tweets and social
networks for applications such as sentiment analy-
sis, chatbot development, content recommendation,
etc. An efficient identification guarantees a safer,
more moral AI system and a blocking mechanism
against the spreading of dangerous content.

Hate speech analysis models trained for such
contexts must reflect features of all modalities con-
cerned. In our case, the task is to classify multi-
modal (text and audio) data in Tamil, Malayalam,
and Telugu into five separate hate classes: gender,
political, religious, personal defamation, and non-
hate.

The rest of the paper is organized as follows:
Section 2 analyzes the related works done in the
previous research, and Section 3 discusses the
hate speech corpus in the current work. Section
4 contains a detailed discussion of the proposed
models used in the current work. Section 5
explains the experimental results. Section 6
discusses the limitations. In Section 7, concludes
the paper.

2 Related works

Detecting hate speech is the most effective way
to make any environment safe, inclusive, and re-
spectful, both online and offline. This will protect
individuals from emotional distress, psychologi-
cal suffering, and the risky transition from hostil-
ity to physical harm. The rate of division is de-
creased along with social integration and tolerance
in communities when hate speech is recognized
and suppressed. However, hate speech detection
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in low-resource languages is challenging due to
limited linguistic resources, the complexity and
dynamic systems of cultures, and technological
gaps. All of these challenges need strong docu-
mented work in collecting data, culturally sensi-
tive models, and tailored approaches for fairness
and effectiveness. (Lal G et al., 2025)provides
an overview of the shared task on Multimodal So-
cial Media Data Analysis in Dravidian Languages
(MSMDA-DL). The paper explores multiclass hate
speech detection in Dravidian languages. Detect-
ing hate content in social media comments is not
a novel concept for the English language(Kumar
and Singh, 2022)(Jemima et al., 2022). Several sys-
tems have also been developed for languages other
than English, such as Hindi, German (Rajalakshmi
et al., 2022),(Rajalakshmi and Reddy, 2020). How-
ever, limited research focuses on identifying offen-
sive content in low-resource Dravidian languages
such as Tamil, Malayalam, and Kannada(Roy et al.,
2022). The study proposes a method for identi-
fying hate speech in low-resource languages in
Tamil, Malayalam, and Telugu. The proposed
model expands the task into multiclass classifi-
cation, with the intent of detecting hate speech
in various categories to refine the classification
and enhance the detection. The switch from bi-
nary to multiclass classification identifies the po-
tential of hate speech across different contexts and
modalities. To improve the approach of (Boishakhi
et al., 2021), and (Premjith et al., 2024b) which ini-
tially employed binary classification, we extend the
method to handle multiclass classification. More-
over, the Binary class distinguishes only hate and
non-hate. In contrast, multiclass classification cate-
gorizes the content in its target or intent, providing
a deeper understanding of why it is considered hate-
ful. This approach uses multiclass categorization
for the detection and classification to prioritize and
identify hate speech types. In multiclass classi-
fication the classes are imbalanced, to overcome
this(Sreelakshmi et al., 2024) uses the class weight
mechanism by assigning more weights to minor-
ity classes and the model pays more attention to
them. Multimodal classification for abusive com-
ment detection was discussed in (Anierudh et al.,
2024).

3 Dataset Description

The task aims to develop a model for detecting Hate
speech in low-resource languages namely Tamil,

Malayalam, and Telugu. The dataset is sourced
from the Multimodal Social Media Data Analysis
in Dravidian Languages (MSMDA-DL) provided
by DravidianLangTech@NAACL 2025(Premjith
et al., 2024b),(Premjith et al., 2024a). The task
comprises three subtasks, and each subtasks con-
tains two modalities data like Text and Audio. Each
Audio data has a corresponding Transcript in Text
data. The subtasks are Multimodal Hate Speech
Detection in low-resource languages namely Tamil,
Malayalam, and Telugu. Each language contains
514, 863, and 556 training samples for Tamil,
Malayalam, and Telugu, as well as 50 test samples
for each. This is a multi-class classification task,
the classes are Gender (G), Political (P), Religious
(R), Personal Defamation(C), and Non-Hate(N).

Category Tamil Malayalam Telugu
Non-Hate (N) 287 406 198
Personal
Defamation (C)

65 186 122

Gender (G) 68 82 106
Political (P) 33 118 58
Religious (R) 61 91 72
Total 514 863 556

Table 1: Training dataset distribution for Tamil, Malay-
alam, and Telugu.

4 Proposed Methodology

This study proposes a systematic methodology for
classifying multimodal data encompassing four
low-resource languages. The entire study is divided
into five stages: data preprocessing, data balancing,
feature extraction, classifier modeling, and major-
ity fusion mechanism for predictions. Each stage
has been thoughtfully designed to counter various
problems posed by multimodal and low-resource
language data.

Data preprocessing is the most important step in
preparing the input multimodal data. The data have
different modalities (text and audio) that may be
inconsistent or noisy. The preprocessing pipeline
consists of the following steps: cleaning the data
by removing noisy information, and normalizing
modalities to ensure consistency. The textual data
undergo techniques such as tokenization and pro-
cessing by language-specific methods. This step
ensures a clean, structured, and aligned dataset
ready for further processing.

Class weights mechanism has been utilized to
balance the classes. Class weight was guaranteed
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to provide more importance for minority classes
during training. The class imbalance prevents the
classifiers from biasing towards majority classes by
improving performance.

Feature extraction serves as the most important
for training the data. Textual data is vectorized us-
ing TF-IDF vectorizer and CountVectorizer. For au-
dio data, MFCC and Log-mel spectrograms are em-
ployed. This step guarantees that diverse modalities
are successfully transformed into feature-modeling
vectors that can feed into machine-learning models.

The research proposes a classifier training
method. Classifier models are used to perform the
multiclass classification task: Support Vector Ma-
chines(SVM), Random Forests(RF), Multi-layer
Perceptron(MLP) classifier, and Logistic Regres-
sion(LR). SVM uses kernel functions to handle lin-
ear as well as non-linear relationships effectively.
Random Forest is another class of techniques that
exploits an ensemble-based approach, which is very
robust in capturing feature interactions. The MLP
classifier is a feedforward artificial neural network
with input, hidden, and output layers, among other
layers. It uses backpropagation for training and ap-
plies activation to capture non-linear relationships
in the data. It can handle structured data effectively
due to its wide versatility. Logistic Regression is
a highly popular classification task, it is a simple
but effective linear model for providing great inter-
pretability and strong baseline performance. Each
model is trained successfully.

Multimodal data aggregation is performed using
a majority fusion mechanism to combine predic-
tions across modalities and models. A majority
voting method is used for the first time to merge
the predictions of three classifiers from each modal-
ity. The final output for each modality is taken as
the label predicted by the majority of the classifiers
for an instance of each modality. The results of all
modalities are fused again using another majority
voting mechanism to produce the overall model pre-
diction. This two-level fusion mechanism ensures
that all artifacts from all modalities and classifiers
are substantially fused to obtain a robust and accu-
rate prediction system.

In summary, the proposed methodology consti-
tutes a complete workflow for classifying multi-
modal data for low-resource language speakers.
The issues of sparsity, imbalance, and multimodal
integration are directly addressed by including pre-
processing, class balancing, modality-specific fea-
ture extraction, classifier selection, and hierarchical

majority fusion. In other words, the final majority
fusion takes place based on modality-wise predic-
tions, which helps the model to draw on the diverse
strengths of the classifiers and modalities.

Figure 1: Architecture Diagram of the proposed work

5 Experimental Results

The performance of the Multimodal Hate Speech
Detection model was evaluated with a macro F1-
score. Text is trained with SVM, MLP classifier,
and Logistic Regression model for feature extrac-
tion TF-IDF and Count vectorizer are used, and
audio is trained with SVM, MLP classifier, and
Random forest model for feature extraction MFCC
and Log-mel Spectrogram are used. Using Major-
ity Fusion technique Text and audio is fused inde-
pendently. Finally, text and audio are both fused in
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the Majority fusion mechanism.
Increasing the weight of a particular model in

an ensemble learning system can result in huge
improvements in performance, Table 2 shows the
improved result, whereas Table 3 shows the results
without any weight adjustment. In the weighted
method described in Table 2, better-performing
models will have additional influence on the final
prediction, thus giving rise to better results. On
the contrary, in Table 3, the models are treated uni-
formly; this may affect the overall accuracy down-
wards as well as result in less influence from more
accurate models. The source code for the proposed
approach and found here 1.

Metric Tamil Malayalam Telugu
Accuracy 0.50 0.42 0.38
F1-Score 0.47 0.34 0.34
Precision 0.47 0.39 0.36
Recall 0.50 0.42 0.38

Table 2: Performance analysis of multimodal hate
speech detection across languages without class weights

Metrics Tamil Malayalam Telugu
Accuracy 0.60 0.56 0.38
F1-Score 0.59 0.52 0.33
Precision 0.63 0.57 0.33
Recall 0.60 0.56 0.38

Table 3: Performance analysis of multimodal hate
speech detection across languages using class weights

6 Limitations

The current work caught several hurdles, including:

• The paper acknowledges the cruciality of ob-
taining sufficient and representative data for
detecting hate speech in low-resource lan-
guages. The model suggests generalizability
and strength may be impacted by this con-
straint.

• The issue of imbalance in hate speech datasets
is reduced by using the application of an im-
balance class weights technique, biases in the
predictions will still exist to some extent, espe-
cially when it comes to the minority classes.

• The model becomes more sophisticated as text
and audio modalities are added. The two-level

1https://github.com/SreejaKumaravel/
Multimodal-Hate-Speech-Detection

fusion technique proposed in the research still
requires additional testing before it can be
used in real-world scenarios.

7 Conclusions

The study concludes with a demonstration of the ef-
fectiveness of the majority fusion and class weigh-
ing in machine learning models for multimodal
hate speech identification. In multiclass classifi-
cation tasks, weighted-class models are preferred
because they satisfy underrepresented classes and
become sensitive enough to these class instances.
With robust fusion methods capable of combining
different model outputs, it is likely to obtain the op-
timal F1 score, which is one of the most important
metrics in evaluating classification performance
on imbalanced datasets. The experimental results
show the promise of this method in dealing with
the challenge of multimodal data and unbalanced
class distribution and may lead to future advances
in hate speech detection systems.
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