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Abstract

This study investigates sentiment analysis in
code-mixed Tamil-English text using an Atten-
tion BiLSTM-XLM-RoBERTa model, combin-
ing multilingual embeddings with sequential
context modeling to enhance classification per-
formance. The model was fine-tuned using
masked language modeling and trained with an
attention-based BiLSTM classifier to capture
sentiment patterns in transliterated and infor-
mal text. Despite computational constraints
limiting pretraining, the approach achieved a
Macro f1 of 0.5036 and ranked first in the com-
petition. The model performed best on the Pos-
itive class, while Mixed Feelings and Unknown
State showed lower recall due to class imbal-
ance and ambiguity. Error analysis reveals
challenges in handling non-standard translitera-
tions, sentiment shifts, and informal language
variations in social media text. These findings
demonstrate the effectiveness of transformer-
based multilingual embeddings and sequential
modeling for sentiment classification in code-
mixed text.

1 Introduction

Sentiment analysis involves identifying subjective
opinions or emotions in text and has gained sig-
nificant attention in both academia and industry.
With the rise of social media, sentiment detection
in Dravidian languages has become increasingly
relevant, especially given the prevalence of code-
mixing. Code-mixed texts, often written in non-
native scripts, pose challenges for traditional mono-
lingual sentiment analysis models due to complex
linguistic variations and switching between lan-
guages.

The Shared Task on Sentiment Analysis in Tamil
and Tulu at DravidianLangTech@NAACL 2025 fo-
cuses on message-level polarity classification of
code-mixed Tamil-English and Tulu-English texts.
Given a YouTube comment or post, the goal is to
classify it as positive, negative, neutral, or mixed

sentiment. The dataset, collected from social me-
dia, presents real-world challenges such as class
imbalance and linguistic variability, necessitating
robust NLP techniques for effective classification.

To address these challenges, we propose a
transliteration-aware fine-tuning approach using
XLM-RoBERTa, a state-of-the-art multilingual
transformer model. The model is fine-tuned us-
ing Masked Language Modeling (MLM) on a sub-
set of the AI4Bharath dataset(Kunchukuttan et al.,
2020), incorporating original, fully transliterated,
and partially transliterated text. This pretraining
strategy equips the model to handle native scripts,
Romanized text, and mixed-script data effectively.

Additionally, we integrate XLM-RoBERTa em-
beddings into a hybrid architecture with a attention-
BiLSTM. The embeddings are projected and re-
fined to capture complex contextual relationships in
multilingual text. Dropout regularization and gra-
dient clipping ensure stable training. Our approach
achieves state-of-the-art performance, demonstrat-
ing the effectiveness of transliteration-aware pre-
training and hybrid architectures in handling senti-
ment classification for code-mixed Dravidian lan-
guages.

This study analyzes data preprocessing, MLM
training, and classifier design, introducing innova-
tions that improve detection accuracy and scalabil-
ity. The proposed framework enhances Sentiment
Analysis in Tamil, providing insights into model
performance and deployment challenges.

2 Related Work

Sentiment Analysis on social media has pro-
gressed significantly, with growing attention to low-
resource languages like Tamil. Chakravarthi et al.
(2021) and B et al. (2022) organized shared tasks
to promote Sentiment Analysis in code-mixed Dra-
vidian languages, laying a foundation for tackling
linguistic diversity in Sentiment Analysis.

212



Several approaches have explored Tamil-English
code-mixed data. S R et al. (2022) addressed
data imbalance using kernel-based learning and
advanced feature selection techniques, while Shan-
mugavadivel et al. (2022) employed hybrid deep
learning models, combining CNN and BiLSTM
architectures, achieving strong results for mixed-
language datasets. Preprocessing steps, including
emoji and punctuation removal, and TF-IDF-based
feature extraction, were crucial to their success.

Sentiment Analysis in Tamil has been ex-
plored through various shared tasks, such as Dra-
vidianLangTech@RANLP 2023 (Priyadharshini
et al., 2023; Hegde et al., 2023a) and Dravidian-
LangTech@EACL 2024 (Sambath Kumar et al.,
2024). In 2023, XLM-RoBERTa with adversarial
and ensemble training demonstrated the effective-
ness of transformers for Tamil-English code-mixed
text (Luo and Wang, 2023). The task also addressed
abusive language detection in Tamil, Telugu, and
Tamil-English code-mixed texts using approaches
like LinearSVC with n-grams and Transfer Learn-
ing models with BERT variants, emphasizing the
ongoing challenges in handling abusive content
effectively (Hegde et al., 2023b).

In 2024, B et al. (2024) implemented SVM and
an ensemble of ML classifiers—Support Vector
Model (SVM), Random Forest (RF), and k Nearest
Neighbors (kNN)—for Tamil-English code-mixed
sentiment analysis. They used GridSearch for hy-
perparameter tuning, achieving a top macro F1
score and securing a top rank in the shared task.

Despite these advancements, Sentiment Analy-
sis in Tamil remains an open challenge, requiring
further improvements in methods and performance.

3 Dataset

The dataset for Sentiment Analysis in Tamil
task consists of code-mixed Tamil-English com-
ments and posts collected from social media
platforms. Each instance is annotated with
one of four sentiment labels: Positive(0), Nega-
tive(1), Mixed Feelings(2), and Unknown State(3).
The dataset presents class imbalance, reflecting
real-world sentiment distribution in online dis-
course(Chakravarthi et al., 2020).

The data is divided into training, validation, and
test sets, ensuring a robust benchmark for sentiment
classification. This is a message-level polarity clas-
sification task, and Table 1 summarizes the dataset
distribution.

Label Train Val Test Total
0 18145 2272 1983 22400
1 4151 480 458 5089
2 3662 472 425 4559
3 5164 619 593 6376
Total 31122 3843 3459 38424

Table 1: Dataset distribution across sentiment labels in
Train, Validation, and Test splits.

This dataset serves as a benchmark for exploring
sentiment expression in code-mixed Tamil-English
text, addressing challenges such as transliteration,
informal language, and code-switching in social
media discourse.

4 Models

This section presents the models used in our exper-
iments. Fine-tuned XLM-RoBERTa with Masked
Language Modeling (MLM) enhances processing
of Tamil-English code-mixed text. An attention-
driven BiLSTM further refines embeddings, im-
proving contextual understanding and sequence
modeling.

4.1 Fine-Tuning XLM-RoBERTa with MLM

XLM-RoBERTa, a multilingual transformer model
based on RoBERTa, is trained on a large-scale
Common Crawl corpus spanning 94 languages
(Conneau et al., 2019). It employs dynamic mask-
ing and optimized pretraining, enabling it to cap-
ture complex linguistic patterns across languages.

To enhance its ability to process transliter-
ated and code-switched Tamil-English text, we
fine-tuned the base XLM-RoBERTa model using
Masked Language Modeling (MLM). This pretrain-
ing strategy involves masking random tokens and
training the model to predict them, allowing it
to learn robust contextual embeddings tailored to
bilingual text.

The MLM training dataset was constructed from
monolingual Tamil social media text, fully translit-
erated text in Roman script, and partially translit-
erated text with 20–70% of words transliterated.
This approach enabled the model to recognize na-
tive script, Romanized text, and mixed-script data,
crucial for processing real-world Tamil-English so-
cial media content.

The fine-tuned XLM-RoBERTa model
(TamilXLM_Roberta1) serves as the embedding

1https://huggingface.co/bytesizedllm/TamilXLM_
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backbone for sentiment classification, enhancing
its ability to handle linguistic and orthographic
variability in code-mixed datasets.

4.2 Attention BiLSTM-XLM-RoBERTa
Model

Figure 1: Architecture of the BiLSTM-XLM-RoBERTa
Classifier Model.

This study introduces a hybrid Attention
BiLSTM-XLM-RoBERTa model for multi-label
classification, integrating fine-tuned XLM-
RoBERTa embeddings with a BiLSTM and
attention mechanism (Liu and Guo, 2019;
Hochreiter and Schmidhuber, 1997; Graves
and Schmidhuber, 2005; Kodali et al., 2025;
Manukonda and Kodali, 2025, 2024a; Kodali
and Manukonda, 2024; Manukonda and Kodali,
2024b). As shown in Figure 1, the model captures
contextual dependencies using BiLSTM and
assigns dynamic importance to hidden states via
attention.

XLM-RoBERTa generates contextual embed-
dings, which are processed by BiLSTM to extract
forward and backward hidden states. An attention
mechanism computes weight distributions to refine
the representation:

Hattended =
T∑

t=1

αt · Ht, αt =
exp(at)∑T
t=1 exp(at)

(1)
Residual components such as layer normaliza-

tion and dropout are applied to the attention-
weighted representation to stabilize training and
reduce overfitting:

Roberta

Hdropout = Dropout(LayerNorm(Hattended))
(2)

Finally, a classification layer outputs logits:

logits = Wcls · Hdropout + bcls (3)

The model is trained using cross-entropy loss:

L = −
N∑

i=1

yi log(ŷi) (4)

This architecture effectively combines XLM-
RoBERTa embeddings, BiLSTM, and attention to
enhance multi-label classification in code-mixed
text.

5 Experiment Setup

The experiments evaluate the integration of
attention-based BiLSTM with fine-tuned XLM-
RoBERTa embeddings for sentiment analysis in
code-mixed Tamil-English text. XLM-RoBERTa
was fine-tuned using Masked Language Modeling
(MLM) with a 15% masking probability, a batch
size of 16, and a learning rate of 5 × 10−5. The
model was trained for up to ten epochs with early
stopping based on validation perplexity.

For classification, the fine-tuned embeddings
were processed through a BiLSTM model with two
LSTM layers (hidden size 512) and an attention
mechanism to enhance contextual representation.
A dropout probability of 0.3 was applied for gen-
eralization. The model was trained using AdamW
with a learning rate of 2.5×10−5 and weight decay
of 0.01, running for six epochs with early stopping
based on validation loss and macro F1-score.

This setup demonstrates the effectiveness of
combining XLM-RoBERTa embeddings, BiLSTM,
and attention mechanisms for sentiment classifica-
tion in Tamil-English text, addressing challenges
such as transliteration, informal language, and lin-
guistic variability in social media data.

6 Results and Discussion

XLM-RoBERTa achieved a perplexity of 4.9 for
Tamil bilingual text, indicating its effectiveness in
modeling code-mixed language representations.

The performance of the Attention BiLSTM-
XLM-RoBERTa model was evaluated on the code-
mixed Tamil-English sentiment analysis task2. The

2https://github.com/mdp0999/
Sentiment-Analysis-in-Tamil
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Label Precision Recall F1-Score Support
Mixed Feelings 0.27 0.24 0.26 425
Negative 0.53 0.46 0.49 458
Positive 0.76 0.84 0.79 1983
Unknown State 0.51 0.41 0.45 593
Accuracy - - 0.64 3459
Macro Avg 0.52 0.49 0.50 3459
Weighted Avg 0.62 0.64 0.63 3459

Table 2: Classification Report on the Test Set for Sentiment Analysis in Code-Mixed Tamil-English Text

classification report in Table 2 shows an overall
accuracy of 64 percent, with a macro F1-score of
0.50 and a weighted F1-score of 0.63.

The model performed best on the Positive class,
achieving an F1-score of 0.79. This can be at-
tributed to the higher representation of Positive in-
stances in the dataset, allowing the model to learn
its distinguishing features more effectively. In con-
trast, the Mixed Feelings and Unknown State cat-
egories had lower F1-scores of 0.26 and 0.45, re-
spectively, suggesting difficulty in distinguishing
ambiguous sentiment. The Negative class obtained
a moderate F1-score of 0.49, reflecting challenges
in identifying negative sentiment, which often over-
laps with neutral or mixed sentiments.

Several misclassifications stemmed from class
imbalance, ambiguous sentiment expressions, and
code-switching complexity. Mixed Feelings and
Unknown State were often misclassified as Posi-
tive or Negative due to overlapping linguistic cues,
especially in subtle or sarcastic expressions. Er-
rors also arose from transliteration inconsistencies,
as Tamil-English text lacks standardized spelling.
Variations in transliteration, spelling errors, and
informal language led to confusion, affecting senti-
ment assignment. The model also struggled with
sentiment shifts in longer sentences, resulting in
incorrect predictions when sentiment changed mid-
sentence.

Team Score Rank
byteSizedLLM 0.5036 1
ET2025 0.4986 2
Hermes 0.4957 3
JustATalentedTeam 0.4919 4
Lemlem 0.4709 5

Table 3: Performance ranking of different teams based
on their submitted runs.

7 Limitations and Future Work

This study was limited by computational con-
straints, restricting XLM-RoBERTa pretraining and
its generalization to diverse Tamil-English code-
mixed patterns. Class imbalance, particularly in
the Mixed Feelings and Unknown State categories,
led to biased classification. Additionally, low
transliteration accuracy introduced inconsistencies
in text representation, affecting sentiment detec-
tion. Addressing these challenges through data
augmentation techniques such as back-translation
and oversampling could improve recall for under-
represented classes.

Future work will focus on developing more ac-
curate transliteration models for code-mixed text,
improving representation consistency. Expanding
pretraining on larger datasets and overcoming com-
putational limitations could enhance model perfor-
mance. Additionally, integrating multimodal data
and exploring domain adaptation techniques may
improve robustness in handling informal and noisy
social media text.

8 Conclusion

This study presented an Attention BiLSTM-XLM-
RoBERTa model for sentiment analysis in code-
mixed Tamil-English text, effectively capturing sen-
timent cues by leveraging multilingual embeddings
and sequential modeling. The model achieved com-
petitive performance, but challenges such as class
imbalance, ambiguous sentiment transitions, and
low transliteration accuracy affected classification
of underrepresented categories. Error analysis high-
lighted the need for improved handling of informal
and transliterated text. Future enhancements, in-
cluding better pretraining, data augmentation, and
robust transliteration models, can further refine sen-
timent detection in code-mixed social media text.
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