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Abstract

Large Language Models (LLMs) have demon-
strated promising potential in providing empa-
thetic support during interactions. However,
their responses often become verbose or overly
formulaic, failing to adequately address the di-
verse emotional support needs of real-world
scenarios. To tackle this challenge, we propose
an innovative strategy-enhanced role-playing
framework, designed to simulate authentic emo-
tional support conversations. Specifically, our
approach unfolds in two steps: (1) Strategy-
Enhanced Role-Playing Interactions, which
involve three pivotal roles—Seeker, Strategy
Counselor, and Supporter—engaging in di-
verse scenarios to emulate real-world inter-
actions and promote a broader range of dia-
logues; and (2) Emotional Support Agent Train-
ing, achieved through fine-tuning LLMs us-
ing our specially constructed dataset. Within
this framework, we develop the ServeForEmo
dataset, comprising an extensive collection of
3.7K+ multi-turn dialogues and 62.8K+ utter-
ances. We further present SweetieChat, an
emotional support agent capable of handling
diverse open-domain scenarios. Extensive ex-
periments and human evaluations confirm the
framework’s effectiveness in enhancing emo-
tional support, highlighting its unique ability to
provide more nuanced and tailored assistance.

1 Introduction

Emotional Support Conversation (ESC) systems
are designed to alleviate users’ emotional distress
and help them understand and work through the
challenges that they face (Peng et al., 2022; Rains
et al., 2020), which play a crucial role in vari-
ous scenarios, including social interactions, mental
health support, and customer service communica-
tions. Despite the significant potential of Large
Language Models (LLMs) in generating empa-
thetic responses (Touvron et al., 2023; Yang et al.,
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I'm about to graduate, but I haven't
met the graduation requirements
yet.

I'm sorry hear that you are in such
a situation, ....... It might help to
make a list of the specific
requirements you still need to meet
and then reach out to your
academic advisor or department
for guidance. Often, there are
options like ...... It’s also a good
idea to ...... If you'd like, we could
go over the requirements you're
missing to explore possible
solutions.

 I can relate to feeling stressed
about meeting graduation
requirements—I've been there too.
What are the main hurdles you're
facing right now? 

I'm sorry to hear that you're going
through this. It's understandable to
feel anxious about your job
security. Can you tell me more
about what's been happening with
your sick leave?

I've recently taken a lot of sick
leave, and I'm afraid that HR
might fire me because of it.

I'm so sorry to hear that you're
going through a tough time. It's
understandable that you're worried
about your job security. It's
important to remember that many
workplaces have policies ....... You
might consider ....... If you're
comfortable, you could also discuss
your concerns with HR ......Have
you been able to get medical
documentation to support your sick
leave? That might help in case any
issues arise.

(formulaic; verbose) 

 (explore to identify the problems)  (self-disclosure) 

(formulaic; verbose) 

Figure 1: Example responses from the Meta-LLaMA3.1-70B-
Instruct and our SweetieChat. LLMs often give verbose and
formulaic responses characterized by empathy + suggestions,
resulting in a distinct ‘AI flavor’. Conversely, SweetieChat
excels in empathy and supportiveness, skillfully addressing
and responding to user emotional needs.

2024a; Achiam et al., 2023), current LLMs often
struggle to deliver diverse and contextually appro-
priate support. As depicted in Figure 1, the re-
sponses of LLMs tend to be formulaic and verbose,
lacking the nuanced empathy and tailored sugges-
tions required in real-world applications, which
may produce a counterproductive support effect
(Wang et al., 2024a; Kang et al., 2024).

To enhance the efficacy of ESC systems, the fo-
cus has shifted towards crafting high-quality ESC
datasets that can fine-tune LLMs to produce more
empathetic and context-aware responses (Zheng
et al., 2024; Zhang et al., 2024). However, man-
ually constructing a high-quality, multi-turn ESC
dataset is extremely challenging, which limits the
scale and diversity of emotional support scenar-
ios. Liu et al. (2021) sourced the ESConv dataset,
which only includes 1.3K dialogues spanning 13
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topic categories.

Recent studies leverage the intrinsic generaliza-
tion capabilities of LLMs to expand and enrich
ESC datasets (Zheng et al., 2024; Zhang et al.,
2024). These initiatives typically employ LLMs
to continue, rewrite or imitate existing datasets.
Nonetheless, these augmented datasets primarily
encounter two significant challenges: 1) Insuffi-
cient Conversation Diversity. Although some ef-
forts have notably amplified the dataset volume, the
homogeneity among different dialogues remains
pronounced (Zheng et al., 2023, 2024). This lack
of variety can lead to repetitive and predictable
interactions, which makes it hard to meet the
unique needs of different seekers. 2) Ineffective
Strategy Implementation. In psychology, effective
emotional support conversations typically require
a strategic approach, involving inquiries to gain
deeper insights into the user’s situation, thereby
enabling more targeted support (Burleson., 2003;
Tu et al., 2022). However, LLMs tend to favor
strategies such as Offering Hope, Affirmation and
Reassurance, and Providing Suggestions. This ten-
dency results in a deficiency in their empathetic
capabilities, as they often overlook the nuanced
strategies necessary for truly understanding and
assisting users in emotional support interactions.

To address these limitations, we introduce a
novel strategy-enhanced role-playing framework
for generating emotional support dialogues, as illus-
trated in Figure 2. This framework features three
key roles: Seeker, Strategy Counselor, and Sup-
porter. These roles simulate real-world emotional
support interactions, enhancing both the diversity
of dialogues and the effectiveness of the support
provided. Specifically, the Supporter interacts with
Seekers from diverse backgrounds, while the Coun-
selor provides guidance by offering well-reasoned
and effective strategies to the Supporter. Within
this framework, we develop ServeForEmo, an
augmented dataset that encompasses a wide range
of ES scenarios, featuring 3.7K+ dialogues and
62.8K+ utterances — approximately 3× the scale
of ESConv. Moreover, we build our emotional sup-
port dialogue system, SweetieChat, by fine-tuning
LLaMA (Dubey et al., 2024) on ServeForEmo. Ex-
perimental results confirm that SweetieChat excels
in managing diverse out-of-domain scenarios. Our
main contributions can be summarized as follows:

• We present a simple yet effective role-playing
framework that leverages psychological sup-

port strategies to simulate diverse emotional
support interactions, enhancing the diversity
and rationality of conversations.

• We develop ServeForEmo, an efficient ESC
dataset that contains a broad spectrum of sce-
narios, and is supported by valid and effective
emotional support strategies.

• Experimental results and Comprehensive hu-
man evaluations demonstrate that our Sweet-
ieChat excels in providing emotional support
across diverse and open-domain scenarios.

2 Related Work

2.1 Emotional Support Conversation

Emotional support is a crucial capability in human-
computer interactions (Huang et al., 2020). Al-
though LLMs have revolutionized this field, they
often struggle to provide supportive responses. In
order to improve the emotional supportive ability of
Chatbots, a real-world and comprehensive corpora
is of great importance (Sharma et al., 2020). Liu
et al. (2021) introduce the first manually curated
emotional support conversation dataset. However,
its size and scope are limited due to the signifi-
cant expertise and time investment required for its
creation.

Recent efforts have focused on utilizing LLMs
to augment existing datasets, with efforts typi-
cally falling into two categories: modifying and
expanding datasets. Qiu et al. (2023) approach
data augmentation as a rewriting task, creating the
SMILECHAT dataset by converting single-turn
PsyQA (Sun et al., 2021) interactions into multi-
turn dialogues by using ChatGPT (OpenAI, 2022).
Zheng et al. (2023) treat data augmentation as a
dialogue completion task, where they fine-tune a
dialogue LM on ESConv and then prompt it to
complete dialogues with posts from the Empathet-
icDialogues dataset (Rashkin et al., 2019; Jing and
Zhao, 2024). Additionally, Zheng et al. (2024)
expand datasets by leveraging LLMs to imitate
and generate new data based on existing datasets.
Zhang et al. (2024) propose the ESCoT dataset,
which improves explainability by adding emotion
and strategy reasoning, creating a chain-of-thought
in dialogues. While these approaches have aug-
mented a significant amount of data, they often
encounter challenges with limited diversity or in-
sufficient strategic guidance.
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2.2 Role-playing

Recent advancements in LLMs have significantly
enhanced the development of Role-Playing Agents
(Li et al., 2024; Wang et al., 2024b; Lu et al., 2024;
Chen et al., 2024). These frameworks excel in
personalized creation and generation tasks. For ex-
ample, Yang et al. (2024b) propose a role-playing
framework to build customizable persona-driven
dialogue datasets for casual conversations, while
Wu et al. (2024) explore role-play in creating inter-
active drama narratives. Additionally, role-playing
has also been used in evaluations. Zhao et al. (2024)
introduce an ESC evaluation framework, which
employs role-playing agents to interact with ESC
models. Inspired by these developments, we find
that diverse roles can enhance the diversity of ESC
data.

3 Method

Our goal is to build an emotional support agent
capable of addressing diverse scenarios with effec-
tive psychological support strategies. To achieve
this, we introduce a strategy-enhanced role-playing
framework. As shown in Figure 2, the proposed
framework comprises three main phases: role con-
struction (Section 3.1), role-playing dialogues gen-
eration (Section 3.2), and the construction of our
emotional support agent, SweetieChat (Section
3.3).

3.1 Role Construction

There are three key roles: Seeker, Strategy Coun-
selor, and Supporter. The Seeker plays the user
seeking emotional support, while the Supporter of-
fers emotional support. The Strategy Counselor
functions as the cognitive component of the Sup-
porter, selecting appropriate strategies to enhance
the quality of responses. Interactions between
the Seeker and Supporter contribute to creating
real-like and comprehensive emotional support di-
alogues. In the following Sections, we will detail
the construction of each role. The prompts for each
role are detailed in Appendix G.

3.1.1 Seeker Construction
Diversity in dialogues hinges on the variety of Seek-
ers. We enrich the persona of the Seeker from three
aspects: seeking problem types, specific scenarios,
and the Seeker’s profile.
Problem type To include a broader range of sce-
narios, we expand the 13 predefined problem types

in ESConv to 45. These problem types are cat-
egorized into five groups: Emotional and Men-
tal Health Issues, Interpersonal Relationships, Per-
sonal Development, Life and Work Stress, and Be-
havioral Issues. Details are provided in Appendix
A. Formally, we denote a specific problem type
from the predefined problem pool P as p.
Scenario Scenarios reflect the specific issues for
which seekers seek assistance. To develop high-
quality emotional support dialogues, it’s crucial to
include diverse, realistic psychological counseling
scenarios. Following (Zhang et al., 2024), we use
GPT-4o to expand the scenario range. Specifically,
we establish a seed data pool, S = {Si}Mi=1, by
manually selecting high-quality examples from the
ESConv dataset (Liu et al., 2021) and psycholog-
ical counseling websites. Each seed data is con-
sist of problem type pi, corresponding scenario si
and a emotional support dialog Di, accumulating
1,000 distinct Si = (pi, si,Di) triplets. The sce-
nario descriptions are crafted to be longer than 20
words and detail specific events, avoiding vague
references to general issues such as relationship
breakdowns or mood swings. For a new problem
type p′, we randomly select a corresponding sce-
nario from S and use it to generate a new scenario
with GPT-4o. This process can be formalized as
follows:

s′ ← GenerateScenario(p′,Si) (1)

Seeker Profile Intuitively, individuals with differ-
ent backgrounds and personalities often react dif-
ferently to identical scenarios. To enhance the di-
versity of our dialogues, we craft a tailored seeker
profile for each dialogue based on the problem type
and specific scenario. Initially, we establish a seed
profile pool C = {Ci}Ni=1 comprising 100 hand-
crafted seeker profile. Each profile Ci comprises
a problem type pi, scenario si, and character de-
scription ci. Building on prior work in personality-
driven dialogues (Zhang et al., 2018; Zheng et al.,
2019), ci features attributes such as name, gender,
address, occupation, personality traits, and hobbies.
We leverage the context learning capability of GPT-
4o to dynamically generate a unique character c′

for each new problem type p′ and scenario s′. The
new profile is then added back to enrich the seed
profile pool C:

c′ ← GenerateProfile(p′, s′, Ci) (2)

C ← C ∪ {(p′, s′, c′)} (3)
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Predefined
problem topics

Seed Data

Step1: Role Construction

random sample

+

Problem type

Scenarios

Profile

Counselor SFT
system: You are an emotional support assistant.
Your task is .... The strategies include: Question,
Restatement or Paraphrasing, ...., Information and
Input: seeker: Hello. I'm taking...\nseeker: I'm
really sorrt to hear...

Output: Question

The seeker is currently consulting on [Problem
type]. Your task is to reduce users's emotional
distress and help them go through the challenges
that they face. Based on the ongoing dialogue,
your current strategy is [Strategy & description].
Here is a case: [case from seed data]

Supporter

Seeker

Counselor

Step2: Role-playing Dialogues Generation Step3: Distill Smaller Model

Seed Data

SweetieChat

Quality
Filtering

SeverForEmo
Dataset

SFT

Hello, I’m taking a break from my studies. I
thought it would be good to talk... I’ve been
feeling really anxious and overwhelmed with
everything happening lately.

It’s just... I feel like I’ve been trying to catch
up on all this studying after being away for so
long.

   I’m really sorry to hear that. It sounds 
like things have been tough. What's specific?

It's totally understandable to feel that way. 

Question

 Reflection
of feelings

Problem type: Academic Pressure
Scenario:  
I am feeling a mix of frustration and self-doubt due to the
pressure of catching up on my studies, especially since I've been
away from school for a long time because of a serious illness...
Profile: 
Name: Collei    Age: 18    Gender: Female 
Traits/hobbies:  resilient,  introspective, but sometimes struggles
with self-worth due to ...
Career: Student, major at botany

Figure 2: Overview of the proposed strategy-enhanced role-playing framework. Our framework incorporates 3 roles: Seeker,
Strategy Counselor, and Supporter. We employ LLMs to simulate these roles and interact with each other like real-world
emotional support conversations. Following the dialogue generation process, we develop the ServeForEmo dataset. Building on
these foundations, we present SweetieChat, an emotional support agent capable of handling diverse open-domain scenarios.

3.1.2 Counselor Construction
While LLMs excel at generating empathetic re-
sponses, they still struggle to provide emotional
support using various support skills. There is a sig-
nificant divergence in strategy preferences between
LLMs and human counselors. A typical emotional
support conversation consists of three stages: ex-
ploration, comforting, and action (Hill, 2009). In
contrast, LLMs tend to favor strategies such as of-
fering hope, affirmation and reassurance, as well
as providing suggestions (Kang et al., 2024). More
evidence is in Appendix B. This tendency to rush
solutions and provide empathetic responses results
in a lack of deeper interaction and understanding
with the seeker, markedly differing from the more
nuanced approach typical of human interactions.

To mitigate these challenges, we utilize the
strategy-enhanced LLaMA as our support strategy
counselor. We design a strategy-selection task, and
then fine-tune LLaMA using the manually anno-
tated ESConv dataset. The Counselor is instructed
to select the appropriate emotional support strategy
based on the ongoing dialogue history, as formal-
ized by the equation:

oi = argmax
o∈O

P(o|Dj
i ) (4)

Here, O represents the set of strategies, and Dj
i

denotes the dialogue history up to the j-th round of
dialogueDi, consisting of the sequence of previous

utterances {u1i , r
1
i , . . . , r

j−1
i , uji}. Here, uji is the j-

th statement from the Seeker, and rj−1
i is the most

recent response from the Supporter.

3.1.3 Supporter Construction
We employ GPT-4o as the supporter, known for its
proficiency in generating empathetic responses and
in-context learning. The supporter’s actions are
guided by a support strategy selected by the coun-
selor. Given the chosen strategy, along with the
dialogue history and specific case dialogues, GPT-
4o is tasked with producing emotionally supportive
replies.

3.2 Role-playing Dialogue Generation
The interactions between seekers from diverse
backgrounds and the supporter form the core of
our emotional support dialogue. The counselor
serves as an assistant, providing well-reasoned sup-
port strategies to guide the supporter in delivering
clear and interpretable emotional support. In this
scene, our framework not only accommodates di-
verse scenarios but also ensures reliable strategy
guidance. To enhance the diversity of our data, we
implement a self-iterative mechanism to extend the
seed data pool(Zheng et al., 2024).

S ← S ∪ {(p′, s′,D′)} (5)

where p′ is the randomly selected problem type, s′

represents the newly generated scenarios, and D′

is the simulated emotional support conversation.
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3.3 SweetieChat Agent
Our strategy-enhanced role-playing framework fa-
cilitates the development of the ServeForEmo
dataset, which captures a wide range of seekers
and scenarios. This dataset is designed to narrow
the empathy response gap between LLMs and hu-
mans. Building upon this foundation, we develop
SweetieChat, a specialized agent tailored for pro-
viding emotional support. To optimize its perfor-
mance, we fine-tune the LLaMA model using the
ServeForEmo dataset.

4 Data Analysis

This section explores key concerns about the Serve-
ForEmo dataset:

• Q1: What is the overall quality of the Serve-
ForEmo dataset?

• Q2: Does the dataset exhibit sufficient diver-
sity?

• Q3: How are the strategies implemented in
the dialogues?

4.1 Statistics (Q1)

Category ESConv SeverForEmo

Total

# Dialogues 1,300 3,757
# Utterances 29,278 62,863
Avg. Dialogue Length 22.54 16.73
Avg. Utterance Length 21.17 17.97

Seeker
# Utterances 14,639 30,722
Avg. # Utter. per Dialog 11.27 8.18
Avg. Utterance Length 19.9 15.25

Supporter
# Utterances 14,639 32,141
Avg. # Utter. per Dialog 11.27 8.55
Avg. Utterance Length 22.45 20.56

Table 1: Comparison of ServeForEmo and ESConv statistics.
For ESConv, we exclude initial greetings and merge consecu-
tive utterances from the same speaker to simplify the dialogue.

To guarantee high data quality, we perform thor-
ough post-processing that includes filtering out low-
quality dialogues, eliminating redundant greetings,
and managing dialogue length. After human re-
view and refinement, we develop the ServeForEmo
dataset, which comprises 3.7K+ dialogues and
62.8K+ utterances, approximately 3× the scale of
ESConv. The detailed statistics are presented in
Table 1. Since we limit utterances to a maximum
of three sentences during role interactions, the dia-
logues and utterances in ServeForEmo are gener-
ally shorter than those in ESConv. For additional
details on our dataset post-processing and quality
evaluation methods, please refer to Appendix C.

(a) (b)

Figure 3: (a) Global inter-dialogue similarity statistics com-
puted using TF-IDF vectors. (b) Inter-dialogue similarity
statistics within the academic field. Lower similarity values
indicate higher diversity.

(a)

(b)

Figure 4: (a) Global similarity statistics of responses guided
by the same support strategy, computed using TF-IDF features.
(b) Similarity statistics of responses within the academic field
under the same support strategy.

4.2 Diversity Analysis (Q2)

To illustrate the broad scope of the ServeForEmo
dataset, we focus on two key aspects of diversity:
semantic and lexical features. For brevity, we only
present semantic diversity in the main body of our
paper. Details on the other diversity aspect are in
Appendix D.

To assess the semantic diversity of ESC datasets,
we calculate the cosine similarity between pairs of
distinct dialogues using TF-IDF features (Salton
et al., 1975). Figure 3a and 3b demonstrate that
the ServeForEmo dataset exhibits the best inter-
dialogue diversity. The low similarity across both
global and specific problem-type fields indicates
that ServeForEmo effectively captures a wide range
of emotional support scenarios. Dialogues col-
lected through our role-playing framework even
have higher inter-dialogue diversity compared to
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the crowdsourced ESConv dataset. Conversely,
datasets generated through direct prompting of
LLMs, such as ExTES, display minimal diversity.
Although these efforts have notably increased the
dataset volume, the homogeneity among different
dialogues remains pronounced. Since the diversity
of the generated data relies heavily on the prompts,
it is challenging to produce varied and realistic
conversations through prompting.

Despite the diversity of dialogues, we are curi-
ous about whether supporters’ responses, guided by
the same strategies, demonstrate variation across
different scenarios. Thus, we analyze the responses
associated with the four most frequently applied
strategies, and present the similarity statistics of
responses under the same strategic guidance in Fig-
ure 4. The results reveal that supporters’ responses,
even under the same strategy guidance, exhibit low
cosine similarity scores. This indirectly confirms
that the responses in ServeForEmo are tailored to
specific scenarios.

4.3 Strategy Analysis (Q3)

Strategy ESConv ServeForEmo
Question 20.68% 19.04%

Others 18.18% 6.06%

Providing suggestions 16.08% 20.00%

Affirmation and reassurance 15.38% 25.26%

Self-disclosure 9.32% 4.93%

Reflection of feelings 7.81% 12.03%

Information 6.61% 8.79%

Restatement or paraphrasing 5.93% 3.90%

Table 2: Strategy distribution of ESConv and ServeForEmo.

Strategy Distribution As described in Section
3.1.2, we perform instruction fine-tuning on
LLaMA using the ESConv dataset to be the Strat-
egy Counselor. Table 2 presents a comparative
analysis of strategy distributions between the Serve-
ForEmo and ESConv datasets. The results reveal a
strong similarity between the two datasets, with the
main strategies concentrated on Affirmation and
Reassurance, Providing Suggestions, and Question-
ing. This demonstrates the Counselor’s effective-
ness in selecting and assessing strategies.
Strategy Transition To show whether the strate-
gies annotated by our counselor follow a reasonable
procedure, we analyze the transition of strategies
across different phases of the conversation. We seg-
ment the conversation progress into six intervals

(a)

(b)

Figure 5: (a) Distribution of strategies at different conversation
progress on ServeForEmo dataset. (b) Distribution of unique
strategies across different dialogues on ServeForEmo.

and count the proportions of different strategies
within each interval for all the conversations in
ServeForEmo. Figure 5a illustrates the strategy
distribution across different conversation progress
points. The result shows that in the early stages of
the conversation, our counselor primarily employs
Questioning to explore and help seekers identify
their problems. As the conversation progresses into
the middle and later stages, the Providing Sugges-
tions strategy becomes more prominent, assisting
seekers in finding solutions. Throughout the con-
versation, strategies such as Affirmation and Reas-
surance and Reflection of Feelings are consistently
applied, providing comfort by conveying empathy
and understanding. This strategic arrangement re-
flects the three-stage helping skill model proposed
by Hill (2009), indicating that the counselor is ca-
pable of effectively organizing emotional support
strategies, making it a competent assistant.
Distribution of Unique Strategies in Dialogues
Here, we aim to show the diversity of strategies
employed throughout our conversations. Figure 5b
presents the distribution of unique strategies within
individual dialogues in ServeForEmo. Most dia-
logues feature more than five distinct strategies,
underscoring the wide range of emotional support
techniques employed in the dataset. This diver-
sity aligns with our goal of providing comprehen-
sive emotional support through diverse counseling
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strategies.

5 Experiments

5.1 Baseline Models

To validate the effectiveness of the ServeForEmo
Dataset, we conduct a comprehensive comparison,
detailed below:
LLaMA (Dubey et al., 2024): A foundational open-
source LLM. For our experiments, we employ the
LLaMA3-8B-Instruct version as the base model,
incorporating task-specific settings and applicable
strategies within the system prompts.
AUGESC (Zheng et al., 2023): Fine-tuned from
LLaMA using the AUGESC dataset, which is
crafted by leveraging a fine-tuned dialogue LM
to do dialogue completion task.
ExTES (Zheng et al., 2024): Fine-tuned from
LLaMA using the ExTES dataset, which is gen-
erated by prompting LLMs to imitate seed conver-
sations.
ESConv (Liu et al., 2021): Fine-tuned from
LLaMA using the ESConv dataset. The meticulous
human curation of ESConv ensures that the model
is trained on dialogues rich in real-life emotional
content and effective emotional support responses.
ServeForEmo (ours): Also known as SweetieChat,
this model is specifically fine-tuned from LLaMA
using our ServeForEmo dataset, aiming to enhance
its performance in diverse ES scenarios.

5.2 Implementation Details

We apply LoRA adaptation (Hu et al., 2021) to
the Wq, Wv, Wk, and Wo parameters, with a rank
(r) set to 8. For optimization, we use the AdamW
optimizer (Loshchilov and Hutter, 2017), setting a
learning rate of 3 × 10−5 and employing a linear
warm-up over the first 1% of total training steps.
The per device batch size is set to 2, and the training
is conducted over 5 epochs. To prevent overfitting,
we implement early stopping with a patience of
7 evaluation steps. The model achieving the best
performance on the validation set is selected for
testing. All experiments are conducted on eight
Tesla V100 GPUs, and the final results are reported
as the average of three experimental runs.

5.3 Evaluation Settings

To ensure equitable comparison across different
models, we employ the manually annotated test
set of ESConv as our benchmark. This allows us

to assess the performance of models under real-
world human annotation conditions. Our evaluation
metrics are categorized into two types: automatic
and human.
Automatic Evaluation Metrics We employ 4 es-
tablished automatic evaluation metrics: BLEU-n
(Papineni et al., 2002), ROUGE-L (Lin, 2004),
Distinct-n (Li et al., 2016), and BERT-Score
(Zhang* et al., 2020). The responses are tok-
enized using the LLaMA3 (Dubey et al., 2024)
Tokenizer. Each metric quantitatively assesses dis-
tinct aspects of textual quality, providing a compre-
hensive overview of model performance.
Human Evaluation Metrics For human evalu-
ation, we focus on evaluating the generated re-
sponses. Specifically, we focus on the following
dimensions: Empathy, Informativeness, Coherence,
Suggestion, Understanding, Helpfulness, and Over-
all Quality. A detailed description of these evalua-
tion metrics is provided in Appendix F.

5.4 Main Results

5.4.1 Automatic Evaluation Results

We conduct a comprehensive evaluation of the
multi-turn emotional support capabilities of sev-
eral models under two experimental configurations:
(1) Interactive evaluation with generated context,
designed to assess dialogue coherence and rele-
vance, and (2) Interactive evaluation with refer-
ence context, ensuring a fair comparison of emo-
tional support performance in consistent scenarios.
The results are presented in Table 3. See Appendix
E for other supplementary experiments.

The experimental results demonstrate the ef-
ficiency of the proposed SeverForEmo dataset.
Firstly, regarding the content-based metrics such
as BLEU and ROUGE, it is evident that our SerVe-
ForEmo consistently outperforms other baselines.
Specifically, it achieves the highest BLEU-2 and
BLEU-4 scores, demonstrating its superior abil-
ity to generate relevant and coherent responses.
While ExTES performs competitively, especially
in terms of R-2 and R-L scores, ServeForEmo
still demonstrates an overall stronger performance
across both evaluation settings. Secondly, Serve-
ForEmo achieves a BERT-Score of 85.81, which is
even better than ESConv, indicating that the gener-
ated content is semantically aligned with human an-
notators. Additionally, ServeForEmo excels in gen-
erating richer content, as reflected in its Distinct2
and Distinct3 scores of 99.59 and 99.89, the highest
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Model BLEU-2 BLEU-4 R-2 R-L Distinct2 Distinct3 BERT-Score
Interactive evaluation with generated context

ESConv 6.15±0.05 2.95±0.06 3.07±0.10 13.87±0.15 98.15±0.89 98.40±0.82 85.49±0.10

LLaMA 3.62±0.09 1.28±0.04 2.33±0.11 10.41±0.18 94.75±0.09 98.71±0.01 83.80±0.06

ExTES 5.92±0.06 2.44±0.06 2.74±0.10 13.27±0.10 98.80±0.08 99.82±0.02 85.45±0.02

AUGESC 5.59±0.09 2.59±0.08 2.40±0.15 12.88±0.15 99.00±0.18 98.96±0.24 85.48±0.02

ServeForEmo 6.27±0.05 2.74±0.02 2.59±0.06 13.23±0.12 99.59±0.06 99.89±0.05 85.81±0.02

Interactive evaluation with reference context
ESConv 6.73±0.05 3.21±0.02 3.53±0.10 14.83±0.06 98.72±0.06 98.71±0.22 85.74±0.01

LLaMA 4.13±0.04 1.55±0.03 1.90±0.06 10.65±0.05 97.25±0.05 99.44±0.00 84.49±0.01

ExTES 6.69±0.03 2.86±0.02 2.85±0.12 13.99±0.09 99.25±0.06 99.73±0.08 85.88±0.04

AUGESC 6.10±0.05 2.81±0.03 2.69±0.11 13.48±0.09 98.85±0.11 98.85±0.26 85.56±0.02

ServeForEmo 6.76±0.08 3.12±0.04 2.76±0.14 14.01±0.20 99.48±0.03 99.52±0.07 85.98±0.02

Table 3: Automatic evaluation results on ESConv test datasets. The results demonstrate the effectiveness of the ServeForEmo
dataset in enhancing the emotional support capabilities of downstream models. All results represent the average of three
experimental runs.

among all models. Overall, these results suggest
that our strategy-enhanced role-playing framework
excels in producing high-quality dialogues and ef-
fectively employing emotional support strategies
for handling diverse out-of-domain scenarios.

5.4.2 Human Evaluation Results

To enhance the comprehensiveness and reliability
of our evaluations, we also conduct human evalua-
tions. Specifically, human evaluators are instructed
to compare the responses A and B generated by
two models under the same dialogue history, and
choose an option from "A wins", "Tie", and "B
wins". For the sake of fairness, we randomize the
order of the responses to eliminate position bias.
The evaluation is conducted on 50 randomly sam-
pled dialogues.

The results presented in Figure 6 (a-c) indi-
cate that responses from ServeForEmo generally
outperform those from AUGESC, ESConv, and
ExTES, demonstrating consistency between auto-
matic and human evaluations. Notably, despite the
larger data scales of ExTES and AUGESC, Serve-
ForEmo marginally excels. This suggests that sim-
ply enlarging the dataset does not inherently lead
to substantial improvements. LLMs are already
equipped with the capability to generate empathetic
responses. More importantly, it is vital for these
models to effectively implement emotional support
strategies across diverse seeking scenarios. More
cases are included in Appendix H.

5.5 Evaluation on New Scenarios

To evaluate the emotional support capabilities of
ES agents in real-world scenarios, we invite 10
volunteers to interact with both ServeForEmo and
ExTES. After completing the interactions, they rate
the models based on the metrics outlined in Section
5.3. All metrics are rated on a five-point Likert
scale (Likert, 1932), ranging from 1 to 5, where
higher scores indicate better quality. The results
are presented in Figure 6 (d). From the results,
we find that both models demonstrate strong emo-
tional support capabilities, with ServeForEmo per-
forming slightly better than ExTES. People prefer
dialog systems that can provide more supportive
responses(Liu et al., 2021). However, both mod-
els show noticeable weaknesses in the Suggestion,
Helpfulness, and Informative dimensions, high-
lighting potential areas for future improvement.

6 Conclusion

In this paper, we introduce a strategy-enhanced
role-play framework, a novel method for generat-
ing diverse emotional support dialogues. It involves
the creation of the ServeForEmo dataset and the
fine-tuning of the ES agent SweetieChat, which is
the first attempt to incorporate support strategies
in simulating diverse real-world emotional support
conversations. Experimental results demonstrate
that these role-playing dialogues can significantly
enhance the model’s ability to provide support-
ive responses which align with human preference.
These findings offer valuable insights into potential
advancements in emotional support agents, partic-
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(a) (b) (c) (d)

Figure 6: (a-c) Results of the human evaluation on the ESConv dataset. ■ indicates ‘A win’, ■ indicates ‘tie’, and ■ indicates
‘B win’. (d) The average win rates distribution of ServeForEmo vs. ExTES. The scores (from 1 to 5) are averaged over all the 10
volunteers. k denotes Fleiss’ Kappa (Fleiss, 1971), indicating fair or moderate inter-annotator agreement (0.4 < k < 0.8). (d) The
average win rates distribution of ServeForEmo vs. ExTES. The scores (from 1 to 5) are averaged over all the 10 volunteers. k
denotes Fleiss’ Kappa (Fleiss, 1971), indicating fair or moderate inter-annotator agreement (0.4 < k < 0.8).

ularly our procedure for creating diverse effective
ES conversations.

Limitations

This work proposes a strategy-enhanced role-
playing framework designed to generate emotional
support conversations closely aligned with human
annotations, thereby enhancing the emotional sup-
port capabilities of downstream models. However,
our research still faces several limitations:

(I) The data construction process includes some
errors, such as supporters not consistently follow-
ing assigned strategies and seekers not fully adher-
ing to their character backgrounds. This necessi-
tates more stringent quality control and consistency
checks in post-processing work.

(II) Scaling up the dataset for supervised fine-
tuning is only a temporary solution to improve the
emotional support capabilities of downstream mod-
els. To address this, we plan to explore preference
alignment between humans and chatbots in future
research.

(III) Emotional support dialogues are challenging
to evaluate. Even with human evaluation, it remains
difficult to determine the effectiveness of different
responses due to individual variations in emotional
support perception and the absence of firsthand
experience by the evaluators.

(IV) While our ServeForEmo dataset provides
rich text-based emotional support interactions, nat-
ural human-machine interactions often involve
speech. We will extend our research to incorpo-
rate speech, aiming to enhance the naturalness of
human-machine interactions.
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Category Problem Types Num Category Problem Types Num

Anger Management Issues 28 Breakups or Divorce 123

Anxiety Disorders 20 Conflicts or Communication Problems 201

Bipolar Disorder 25 Issues with Children 173

Death of a Loved One 27 Issues with Parents 335

Emotional Fluctuations 24 Marital Problems 74

Grief and Loss 29 Problems with Friends 322

Identity Crises 58 School Bullying 172

Obsessive-Compulsive Disorder (OCD) 26

Interpersonal
Relationships

Culture Shock 28

Ongoing Depression 176 Appearance Anxiety 90

Post-Traumatic Stress Disorder (PTSD) 34 Career Development Issues 23

Schizophrenia 25 Goal Setting Issues 21

Self-Esteem Issues 16 Motivation Problems 18

Spirituality and Faith 29 Personal Growth Challenges 35

Sexual orientation 35 Procrastination 83

Emotional and
Mental Health Issues

healing from sexual assault or domestic violence 67

Personal
Development

Sleep Problems 155

Academic Pressure 187 Addictive Behaviors (e.g., Drug Use, Gambling) 30

Burnout 28 Alcohol Abuse 75

Chronic Stress 29 Compulsive Behaviors 35

Financial Problems 132 Eating Disorders 36

Health Problems 149 Internet Addiction 28

Job Crisis 217 Self-Harm Behaviors 43

Life Transitions (e.g., Retirement, Relocation) 241

Behavioral
Issues

Debt Problems 22

Life and Work Stress

Workplace Stress 33

Table 4: Statistics of predefined problem types.

B Details of Strategy Counselor
Construction

To demonstrate the necessity of our Strategy Coun-
selor, we construct 100 dialogues with GPT-4o
acting in this role. Despite providing GPT-4o with
detailed strategy definitions and examples, we ob-
serve a significant discrepancy in strategy prefer-
ences between LLMs and humans. As evident
in Figure 7, LLMs predominantly favor strategies
such as Offering Hope, Affirmation and Reassur-
ance, and Providing Suggestions. This tendency
to rush solutions and empathy contributes to the
distinct ‘AI flavor’ in emotional support interac-
tions, markedly differing from the more nuanced
approach typical of human interactions.

To address these issues, we fine-tune the Meta-
Llama3-8B-Instruct model1 to improve its strat-
egy selection capability. Specifically, we design a
question-and-indefinite-choice task using the manu-
ally annotated ESConv dataset. The prompt format
is consistent with the Counselor’s view shown in
Appendix G, and the training configurations follow
the protocols described in Section 5.2.

1https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

C Dataset Quality Analysis

C.1 Dataset Postprocessing

To ensure data quality, we perform extensive post-
processing work. Specifically, we remove undesir-
able cases that include:

• Role inconsistencies: Cases where the
‘seeker’ deviates from the designated sce-
nario and profile by adopting the ‘support’
role. These errors typically concentrate within
specific problem types, largely due to seed
data errors. We address these inconsistencies
through systematic sampling and careful in-
spection across problem types.

• Redundant greetings: Despite explicit in-
structions on how to conclude conversations,
some dialogues persistently end with multiple
greetings. To address this issue, we establish
filtering rules that curtail superfluous greeting
utterances.

• Dialogue length regulation: We exclude con-
versations that are either excessively short or
overly long. Additionally, we limit each utter-
ance to a maximum of three sentences during
role-play interactions.
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Metrics Score Variance
Coherence 4.65 0.35

Consistency 4.88 0.12
Helpfulness 4.62 0.38

Informativeness 4.66 0.28
Rationality 4.61 0.37

Understanding 4.48 0.53
safety 5.00 0.00

Table 5: Human evaluation of ServeForEmo quality. Metrics
are evaluated on a scale from 1 to 5, where the score represents
the average ratings from three annotators.

C.2 Dataset Quality Evaluation

To ensure the quality of the ServeForEmo dataset,
we conduct a comprehensive human evaluation.
Our evaluation focuses on the following key con-
cerns: (1) whether the context of the dialogue
closely relates to the scenario, and (2) whether the
roles adequately fulfill their responsibilities. The
human evaluation metrics include Coherence, Con-
sistency, Helpfulness, Informativeness, Rationality,
Understanding, and Safety. Detailed descriptions
of these metrics can be found in Appendix F. All
metrics employ a five-level Likert scale (Likert,
1932), ranging from 1 to 5, where a higher score
indicates superior quality. To evaluate the dataset,
we engage three master students with psychology
and computational linguistics backgrounds as an-
notators, assessing 50 randomly selected dialogues
from ServeForEmo dataset. The results in Table 5
demonstrate the high quality of our dataset. Specif-
ically, users effectively articulate their concerns,
counselors offer well-founded strategic guidance,
supporters follow the counselors’ strategies, and
the dialogues maintain coherence, informativeness,
and empathy throughout.

Furthermore, we extract the TF-IDF features
from both the scenarios and the corresponding dia-
logues and compute their cosine similarities. The
results, depicted in Figure 8, demonstrate a high
correlation between the dialogue content and the
scenario settings, confirming that the dialogues
closely adhere to the prescribed scenarios.

C.3 Data Example from ServeForEmo

Figure 9 presents a comprehensive dialogue exam-
ple from the ServeForEmo dataset. Each dialogue
is annotated with the problem type, the detailed sce-
nario description, and the seeker profile. Addition-
ally, the dialogue illustrates the strategies employed
by the supporter, which are explicitly labeled.

D Dataset Lexical Diversity Analysis

For the lexical analysis, we adopt the distinct-n (Li
et al., 2016) metrics, which are widely used for
assessing the diversity of dialogue datasets. To en-
sure a fair comparison, we randomly select 1,300
dialogues from each dataset, preprocess them into
single strings without speaker tokens, and tokenize
them using the LLaMA3-8B tokenizer. The results,
presented in Table 6, show that ServeForEmo ex-
hibits a rich vocabulary with high distinct-n scores,
comparable to the manually annotated ESConv
dataset. This indicates that constructing more var-
ied seeker profiles and scenarios within a role-play
framework can effectively enhance the diversity of
generated dialogues. In contrast, ExTES demon-
strates the lowest distinct-n scores, suggesting that
incorporating seed dialogues into fixed prompts
tends to result in monotonous outputs.

Dataset Distinct-1 (⇑) Distinct-2 (⇑) Distinct-3 (⇑)
ESConv 1.82 19.76 49.38
ExTES 0.82 8.86 24.95

ServeForEmo 1.62 16.78 40.23

Table 6: Distinct-n results of 1,300 conversations from ES-
Conv, ExTES, and ServeForEmo, respectively.

E Additional Experiments

In our study, we evaluate the performance of mod-
els using the ESConv and ServeForEmo datasets
under various training configurations, as detailed
in Table 7. From the results, we observe that the
ServeForEmo dataset enables greater model robust-
ness, as models trained solely on ServeForEmo per-
form well when tested on the ESConv dataset. Ad-
ditionally, the results clearly indicate that models
trained on both datasets outperforms those trained
on just one or neither, with the highest scores ob-
served in nearly all metrics when test on both
datasets. This suggests that integrating diverse
training sources significantly enhances the effec-
tiveness and robustness of models designed for
emotional support dialogues.

F Human Evaluation Metrics

We conduct a comprehensive human evaluation
to assess both the quality of the dataset and the
effectiveness of responses. The details of human
evaluation metrics are as followed.
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Train on
BLEU-2 BLEU-4 R-2 R-L Distinct-2 Distinct-3 METEOR BERT-Score

ESConv ServeForEmo
Test on ESConv

× × 3.62 1.28 2.33 10.41 94.75 98.71 17.46 83.80
✓ × 6.15 2.95 3.07 13.87 98.15 98.40 11.13 85.49
× ✓ 6.27 2.74 2.59 13.23 99.59 99.89 12.58 85.81
✓ ✓ 6.49 3.02 3.06 14.13 99.21 99.47 12.17 85.64

Test on ServeForEmo
× × 7.33 2.95 3.54 14.29 99.84 99.99 15.66 87.1
✓ × 9.82 4.54 5.52 18.5 99.28 99.74 17.13 87.83
× ✓ 12.94 6.29 7.74 20.71 99.73 99.98 20.66 88.64
✓ ✓ 12.83 6.24 7.84 20.46 99.8 99.98 20.64 88.59

Table 7: Ablation study results comparing model performance across different training settings on the ESConv and ServeForEmo
datasets.

F.1 Dataset Evaluation Metrics
The dialogue quality evaluation follows the frame-
work proposed by Zheng et al. (2023), as illustrated
in Figure 10. In addition to the original metrics, we
introduce Rationality as an evaluation criterion to
specifically assess the counselor’s performance.

F.2 Response Evaluation Metrics
As shown in Figure 11, our human evaluation ques-
tionnaire includes the following metrics to assess
supporters’ responses: Informativeness, Sugges-
tion, Empathy, Understanding, Helpfulness, Coher-
ence, and Overall Quality.

G Prompt Demonstration

In this section, we detail the prompts used to con-
struct situations, Seeker profiles, Counselor roles,
and Supporter roles. Figure 12 provides compre-
hensive descriptions of these prompts.

H Case study

We present the generated responses of different
models in Figure 13. It shows that SweetieChat ex-
cels in provide supportive responses and empathy.
Additionally, we showcase interaction cases from
one of our volunteers in Figures 14, 15, and 16.
The results indicate that SweetieChat performs ex-
ceptionally well in open-domain emotional support
dialogues. Its responses are relatively concise and
effectively utilize various supportive strategies in
response to user input, demonstrating its potential
utility in real-world scenarios.
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ESConvESConv

Ours (GPT-4o as Counselor)Ours (GPT-4o as Counselor)

ServeForEmoServeForEmo

Figure 7: Strategy distribution and strategy transition in conversations.
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Figure 8: Cosine similarity analysis between the contexts of the dialogues and the scenarios.
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Example Dialogue from ServeForEmo

Problem type:  Academic Pressure

Scenario: I stayed up late playing games and overslept the next morning, completely 
missing an exam. I have no idea what to do now.

Profile: 
Mark  
Age: 20   
Gender: Male   
Academic Major: Computer Science   
Location: San Francisco, California   
Personality Traits/Hobbies: Passionate gamer, procrastinator, laid-back.

User: Oh no, I missed my exam! 
Sys: [Question]What happened? 
User: I was playing video games late into the night and didn't set my alarm properly. I just 
panicked when I realized I missed it.
Sys: [Reflection of feelings] oh, dear, how are you now? 
User: I'm beyond stressed. I'm worried about how it's going to affect my grade and what 
my professor will think. 
Sys: [Providing suggestions] It's understandable to feel concerned about the impact, but 
missing one exam doesn't define your entire performance. Have you considered talking to 
your professor about what happened? 
User: I have thought about it, but I'm embarrassed and don't know what to say without 
making it sound like an excuse. 
Sys: [Providing suggestions] Being open and honest is often the best approach. Professors 
can be surprisingly understanding if they know you're taking responsibility for your actions. 
Perhaps you could explain the situation and ask if there's a possibility for a makeup exam 
or partial credit? 
User: That might be worth a try. I'll see if I can gather the courage to speak to them today. 
Sys: [Affirmation and Reassurance] Everyone makes mistakes, and your willingness to 
address it head-on speaks volumes about your character. How are you planning to prevent 
this from happening again? 
User: I'll make sure to set multiple alarms and maybe limit my gaming time before 
important deadlines. 
Sys: [Information] Building new habits can be tough at first, but you'll likely find a routine 
that feels right for you over time. And hey, even experts have shared similar advice. 
User: Thanks for the tips and for not judging me. 
Sys: [Affirmation and Reassurance] Of course! It takes courage to admit when things didn't 
go as planned. If you ever need to discuss your strategies or need further support, I'm here.

Figure 9: Data example from ServeForEmo dataset.
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Guideline of Dialogue Quality Evaluation

This study aims to evaluate the quality of conversations involving a seeker (a person

seeking support), a counselor (a person providing guidance for supporters), and a

supporter (a person offering support). You will be provided with a single conversation for

each task, and your role is to assess the conversation based on the following aspects.

Please rate each aspect on a scale from 1 to 5, where higher scores indicate better quality.

Seeker Evaluation

➢ Informativeness: The extent to which the seeker provides detailed information about

their emotional problems.

Counselor Evaluation

➢ Rationality: The appropriateness of the counselor's emotional support strategies

given the specific context of the interaction.

Supporter Evaluation

➢ Understanding: The degree to which the supporter demonstrates understanding of

the seeker’s experiences and emotions.

➢ Helpfulness: The extent to which the supporter helps the seeker feel better and

alleviates emotional distress.

General Evaluation

➢ Consistency: Whether the speakers' behaviors align with their roles, and whether the

behavior of each speaker remains consistent and non-contradictory.

➢ Coherence: Whether the conversation stays on-topic, is in-depth, and transitions

naturally between topics.

➢ Safety: Whether the conversation contains any potentially harmful or unsafe content.

Figure 10: Guideline of human evaluation for dialogue quality.
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Chatbot Performance Evaluation Survey

Problem type:  job crisis

Scenario: I lost my job and can’t find another one.

User:  I am not happy. I lost my job.
Reference: Oh, that’s bad. When you lost your job?
A: What happened?
B: I'm sorry to hear that. What happened?
User: ….

Please evaluate the responses generated by Model A and Model B. For each category below, choose 
whether Model A, Model B, or neither (Tie) performs better based on the specific metrics.

OptionDefinitionMetrics

Evaluate the ability of each model to provide practical solutions and 
assistance during the dialogue. Consider whether the model offers effective 
advice and actionable steps tailored to the user's specific problems, such as 
emotional distress or requests for help.

Helpfulness

Assess each model's ability to interpret the content and emotions expressed 
by the user. Determine whether the model accurately identifies and explains 
the user's emotional expressions and implicit intentions, including the 
understanding of both verbal and non-verbal cues.

Understanding

Review the creativity and personalization of the advice offered by each model. 
Check if the suggestions are personalized, consider the user's specific 
circumstances and background, and evaluate the innovativeness and 
adaptability of these suggestions.

Suggestion

Focus on the structure and logical sequence of each model's responses. Rate 
how well the information is organized within the dialogue and whether it 
smoothly guides the user from a state of distress to emotional relief.

Coherence

Concentrate on the breadth and depth of information provided by each model. 
Assess whether the model displays sufficient background knowledge and 
offers multiple perspectives and insights during the dialogue.

Informativeness

Measure the frequency and depth of empathy exhibited by each model. 
Evaluate whether the model shows a genuine understanding of the user's 
emotions and whether its responses reflect timely and appropriate concern.

Empathy

Evaluate the comprehensive performance of each model from a holistic 
perspective. This includes both functional metrics (such as Helpfulness and 
Suggestion Quality) and human-centric metrics (such as Empathy and 
Understanding). Overall Quality reflects the balance and harmony of the 
model across all aspects.

Overall Quality

Figure 11: An example of evaluation questionnaire on the performance of different Chatbots.
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Generate responses based on your scenario and
the ongoing dialogue, reflecting your personality
traits and current challenges.
Notes: 
1.If you feel the conversation has addressed
your needs, conclude by replying 'N/A'.
2.Provide responses one sentence at a time to
keep the conversation clear and focused.
3.Keep your responses consistent with your
background and the current emotional state.
4.Aim for responses that are specific,
personalized, and mirror the nuances of a real-
life discussion.
5.Use the tone and style that are typical for
someone in your profession and age group.

Task
description

&
instructions

You are Collei, Female, Major at Botany.
Location: Sumeru. Traits / Hobbies: Resilient,
introspective, but sometimes struggles with self-
worth due to past trauma. Currently, you are
dealing with Academic Pressure and seeking
emotional support.  The scenario description: 
 Collei is feeling a mix of frustration and self-
doubt due to the pressure of catching up on her
studies under Tighnari’s supervision. 

Character
definition

Seeker: Hi there. I am a bit stressed...
Supporter: Hello! I am here to listen.Can you
share what's going on?

Onging
dialogue

You are seeking emotional support. Describe your current scenario, emphasizing unique events, relationships, or circumstances that
have significantly impacted your life. 
Notes: 
1. The situation description should be concise, specific and diverse, avoiding general or vague descriptions.
2. Focus on unique experiences or conditions that have uniquely shaped your life.
3. Sentences should be brief and clear.
Example: {case scenario}
Your problem type: {problem type}
Your scenario:

Scenario Construction

Seeker Profile Construction

You are seeking for emotional support. Based on the provided problem type and scenario, describe your profile in one sentence,
including your name, age, gender, career (or academic major), location, and any significant traits or hobbies. Prefers that the profile
should be tailored for role-play purposes, allowing for better immersion in the character.
Notes: 
1. Provide a detailed and specific description of your profile. 
2. Emphasize traits or behaviors that are significantly impacting your current emotional state.
3. State your profile in a bief sentence, and aviod add any additional content.
4. Avoid including content that repeats information already covered in the situation description.
Example: {case profile}. \n Problem type: {problem type}. \nScenario: {scenario}.
Profile:

Seeker's View Counselor's View

You are an emotional support assistant. Your task is to
select appropriate emotional support strategies based on
the user's responses. The strategies include: Question,
Restatement or Paraphrasing, Reflection of Feelings,
Self-disclosure, Affirmation and Reassurance, Providing
Suggestions, Information, Others.

Seeker: Hi there. I am a bit stressed...

The seeker is currently consulting on Academic Problem.
Your task is to reduce users's emotional distress and help
them go through the challenges that they face.
Based on the ongoing dialogue, your current strategy is
Question.

Notes: 
1. End the conversation by replying 'N/A' when you
believe it can be concluded.
2. Keep your responses to one sentence at a time.
3. Ensure the conversation feels natural, informal, and
closely mirrors a real-life chat.
4. Avoid generic empathetic phrases. Instead, provide
responses that offer genuine understanding and practical
steps or insights related to the user’s scenario.
Here is a case dialog: {seed data}

Seeker: Hi there. I am a bit stressed...

Supporter's View

Figure 12: Comprehensive role-playing prompts. The top two boxes outline the process for constructing diverse scenarios and
corresponding seeker profiles. The bottom three boxes illustrate the interactive process among three roles: Seeker, Supporter,
and Counselor, each illustrating their unique perspectives and tasks in the dialogue. During role-play interactions, we restrict the
dialog history to 6 utterances.
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Case of evaluation on ESConv

User: Hello.

AUGESC:  Hello. How are you today?

ExTES: Hello, how can I assist you today?

ESConv: I am here to listen. What can I help you with today?

SweetieChat: Hi there, how are you feeling today?

User: Feeling depressed as usual

AUGESC:  Ah okay, that's really sad to hear. What's been on your mind?

ExTES: I'm sorry to hear that. What has you feeling depressed?

ESConv: Oh no! What is it that you are feeling depressed about?

SweetieChat: I'm sorry to hear that. Can you tell me more about what's been happening lately? 

User: Everything. Life. It's awful. How many years do you really need to stop enjoying this place. Ya 
know what I mean

AUGESC:  It sounds like you're feeling trapped and disenchanted, especially after all you've been through. Am 
I understanding you right? 

ExTES:  It sounds like you're feeling really overwhelmed and disillusioned with life. You're asking how much 
longer you need to endure these difficulties. Is that right? 

ESConv: That can be very rough I'm sorry you are going through this I'm sure that it is hard to find happiness 
in life when things are not going the way you want them too

SweetieChat: Yeah, I do. It can be hard sometimes when we don't get to live in the moment. What's the thing 
about life that makes you feel depressed? 

User: I would say that is fairly accurate. Often times, I wish an asteroid would come down and begin the 
apocolypse. Something to break up the routine Don't you find life utterly boring and repetitive?

AUGESC:  So, is there something specific that you are depressed about? Or maybe, do you just feel like life is 
monotonous and repetitive?

ExTES:  It sounds like you have been feeling like life is monotonous and you're looking for a drastic change. 
You're feeling bored with your routine. Is that right? 

ESConv: Yes, life can get repetitive. How about if we can do something to get you excited about life again?

SweetieChat:It seems like the monotony of daily life is weighing heavily on you. I have had problems in the 
past with depression as well.

User:  Sorry to hear that. Anxiety and depression are dual bladed sword of badness Really bad mixture I 
never struggled too much with anxiety.

AUGESC: Thank you. I'm glad we are talking, and I understand where you are coming from. How do you cope 
with your depression?

ExTES:  Absolutely, it can feel like a never-ending cycle. But I assure you, there are ways to find some joy and 
break through the repetition. It's not easy, but it's worth it. 

ESConv: It's not always easy to deal with, but there are ways to manage it. It may not be easy, but you can do 
it.

SweetieChat:Yes, they can be overwhelming. Is there anything in particular that seems to worsen your 
depression? 

Figure 13: The case of evaluations on the ESConv test dataset.
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Interaction with SweetieChat

User: I'm so frustrated!
SweetieChat: I'm sorry to hear that. Would you like to talk about what's going on?
User: I think my boyfriend is too lazy.
SweetieChat: That sounds tough. Can you tell me more about what's been happening?
User: I've been incredibly busy lately and haven't been able to take care of things at home, but 
my boyfriend doesn't show any understanding at all. As soon as he gets off work, he just lies in 
bed playing on his phone.
SweetieChat: It must be really frustrating when you're putting in so much effort and he doesn't 
seem to care.
User: Exactly, why is it that while I'm so busy, he can just relax and play games? I feel like he 
doesn't love me at all.
SweetieChat: It sounds like you're feeling neglected and unappreciated. Have you talked to 
him about how you're feeling?
User: I just had an argument with him, but his attitude clearly shows that he doesn't think he's 
in the wrong.
SweetieChat: It can be hard when someone doesn't seem to take your concerns seriously. Do 
you think there's a way you could approach this again?
User: no
SweetieChat: It's understandable to feel that way. Perhaps you could try expressing how his 
behavior makes you feel without blaming or accusing him.
User: I initially spoke to him calmly, but his attitude instantly ignited my anger.
SweetieChat: It's tough when emotions escalate quickly. Maybe setting some boundaries or 
expectations for household chores could help him understand your perspective.
User: I no longer have any expectations of him. I just hope he won't disturb my emotions 
anymore. I'm thinking of moving out.
SweetieChat: That's a big decision, and it's understandable given how you're feeling. 
Sometimes, it's important to prioritize your own emotional well-being.
User: But he might think that me moving out means I want to break up with him. I just don't 
want any emotional interference during this busy period to delay my work progress.
SweetieChat: That makes sense. It's important to protect your time and energy. Have you 
considered discussing your need for space with him?
User: yeah, He’s really afraid that I might leave him.
SweetieChat: It's natural for him to feel that way. You might try reassuring him that you're not 
leaving because of him, but because you need some time to focus on your work.
User: thank you, i'm better now
SweetieChat: I'm glad to hear that. Remember, you deserve to be respected and understood in 
your relationship.

Figure 14: The interaction conversation with ServeForEmo.
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Interaction with ExTES

User: I'm so frustrated!
ExTES: I'm sorry to hear that. What's been going on?
User:  I think my boyfriend is too lazy.
ExTES: That can be really tough. It's understandable that you would feel frustrated if you feel 
like your boyfriend is not putting in enough effort. Can you tell me more about what you've 
been experiencing?
User: I've been incredibly busy lately and haven't been able to take care of things at home, but 
my boyfriend doesn't show any understanding at all. As soon as he gets off work, he just lies in 
bed playing on his phone.
ExTES: It sounds like you're feeling overwhelmed and unsupported. It can be really 
challenging when your partner doesn't show empathy or understanding towards your needs. 
How has this been affecting your relationship?
User:  Exactly, why is it that while I'm so busy, he can just relax and play games? I feel like he 
doesn't love me at all.
ExTES: It's completely understandable that you would feel that way. It's important to have a 
partner who is supportive and understanding. It might be helpful to have an open and honest 
conversation with your boyfriend about how you're feeling. Let him know that you need his 
help and support during this busy time.
User:  I just had an argument with him, but his attitude clearly shows that he doesn't think he's 
in the wrong.
ExTES: It sounds like you're feeling hurt and frustrated by his lack of accountability. It can be 
really tough when someone we care about doesn't acknowledge their own mistakes. Have you 
tried explaining how his behavior makes you feel?
User: yes
ExTES: It's important to remember that you deserve to be heard and supported in your 
relationship. If your boyfriend is unwilling to listen or make changes, it may be worth 
considering whether this relationship is healthy for you.
User:  I initially spoke to him calmly, but his attitude instantly ignited my anger.
ExTES: It's understandable that your initial calmness was met with defensiveness. Sometimes, 
emotions can escalate quickly in relationships. It might be helpful to take some time to cool 
down and then have a calm and rational conversation with your boyfriend.
User:  I no longer have any expectations of him. I just hope he won't disturb my emotions 
anymore. I'm thinking of moving out.
ExTES: It's completely understandable to feel that way. If you feel like your emotions are 
constantly being disturbed and you don't see any changes in his behavior, it might be best to 
prioritize your own well-being.

Figure 15: The interaction conversation with ExTES.
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Interaction with LLaMA3-8b-Instruct

User: I'm so frustrated!
LLaMA: I'm so sorry to hear that you're feeling frustrated! It can be really tough to deal with 
feelings of frustration, but I'm here to listen and try to help if I can. Can you tell me a bit more 
about what's going on and what's causing you to feel frustrated? Sometimes talking about it can 
help to clear the air and give us a better idea of how to move forward.
User: I think my boyfriend is too lazy.
LLaMA: It can be really tough to deal with feelings of frustration when you feel like your 
partner isn't pulling their weight or isn't making an effort to help out. Can you tell me more 
about what's been going on and how you've been feeling? For example, are there specific things 
that you feel like your boyfriend should be doing, but isn't? Has this been a ongoing issue or is 
it a recent development?  It might also be helpful to think about what you've tried so far to 
address the issue and how you've communicated with your boyfriend about it. Have you had 
any conversations with him about how you're feeling and what you need from him? Remember 
that relationships are a two-way street and it's okay to have different levels of energy and 
motivation at different times. But it's also important to communicate openly and honestly with 
your partner about what you need and how you're feeling. What do you think would help to 
improve the situation? Would you like some suggestions on how to approach the conversation 
with your boyfriend or some tips on how to set boundaries and expectations in your 
relationship?
User: I've been incredibly busy lately and haven't been able to take care of things at home, but 
my boyfriend doesn't show any understanding at all. As soon as he gets off work, he just lies in 
bed playing on his phone.
LLaMA:  It sounds like you're feeling overwhelmed and stressed out from your busy schedule, 
and you're not getting the support or understanding you need from your boyfriend. First of all, I 
want to acknowledge that it's completely understandable that you're feeling this way. It's tough 
to balance work and personal responsibilities, and it's even tougher when you're not getting the 
support you need from your partner. It's really important that your boyfriend is understanding 
and supportive of your situation. When you're feeling overwhelmed, it's crucial to have 
someone who can help take some of the load off and offer emotional support. It sounds like 
your boyfriend is not doing that right now, and that's really frustrating for you. It's not just 
about the lack of help with household chores, but also about feeling like you're not 
being heard or understood. Have you talked to your boyfriend about how you're feeling? 
Sometimes just having a conversation about what's going on and how you're feeling can help 
clear the air and get things back on track. It might be helpful to have a conversation with your 
boyfriend about your schedule and how it's affecting you. You could say something like, "Hey, 
I've been really busy lately and I'm feeling overwhelmed. I need some help around the house 
and some emotional support. Can we find a way to make that work?“ It's also important to ……

Figure 16: The interaction conversation with LLaMA3-8b-Instruct.
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