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Abstract

We introduce ParaBLoCC, the Parallel Ba-
sic Locative Construction Corpus, the first
multilingual compendium of this important
grammatico-functional construction, and par-
ticularly the first such corpus containing se-
mantically equivalent BLCs in source/target
language pairs. The data —taken from bitext
corpora in English paired with twenty-six ty-
pologically diverse languages —are likely to
prove useful for studying questions of cogni-
tive underpinnings and cross-linguistic usage
patterns of spatial expressions, as well as for
improving multilingual spatial relation extrac-
tion and related tasks. The data are being
made available at https://github.com/
pviechnicki/parablocc.

1 Introduction: Definition and
Importance of Basic Locative
Constructions

Basic Locative Constructions (BLCs) are a sen-
tence type identified through the specific pairing
of syntactic form and usage purpose (Sadock and
Zwicky, 1985). BLCs —identified notably by
Levinson and Wilkins (2006) —are statements used
to answer questions of the form, Where is the figure
object in relation to the ground object?1 Cross-
linguistically, BLCs are taken to be ubiquitous –
no languages have been reported which are unable
to answer such a question. Languages do vary in
choice of syntactic forms used to express BLCs
(Fortis, 2010). In English, canonical syntax for
BLCs is [NP Copula PP]: ‘The figure object
is over/on/under/behind the ground object.’ In other
languages, BLC syntactic form may be very differ-
ent, for example in KwaKwala, BLCs are expressed
through locative suffixes (Rosenblum, 2015).

1We follow (Talmy, 1983) in referring to figure and ground;
other terms for the same concepts are theme and relatum, or
trajector and landmark.

2 Importance of BLCs for Cognitive
Science and Linguistics

BLCs have been considered important tools for
several decades by cognitive scientists who have
used them to elicit cross-linguistic properties of
spatial expressions. The prominence of BLCs in
studies of spatial cognition was enabled by Bower-
man and Pederson’s (1992) Topological Relations
Picture Series, a set of 71 spatial scene cartoons,
each depicting a spatial relation between a figure
and ground. A number of studies have used con-
trolled elicitation with BLCs to shed light on psy-
cholinguistic topics: for example BLCs have been
used to explore core versus peripheral spatial refer-
ences (Landau et al., 2016); evidence from spatial
relations for the Sapir-Whorf hypothesis (Tseng
et al., 2016); language acquisition patterns in in-
fancy (Lakusta et al., 2021); and supposed ‘natu-
ral concepts’ in the spatial domain (Levinson and
Meira, 2003).

Relatively few studies have looked at usage pat-
terns of BLCs in uncontrolled settings; to our
knowledge only (Viechnicki et al., 2024) have done
so. The ParaBLoCC corpus aims to allow such
work to proceed, by making available a large cor-
pus of English BLCs paired with parallel text from
a typologically diverse set of twenty-six languages.
The data are publicly available at https://
github.com/pviechnicki/parablocc.

3 Related Research

BLCs differ from two closely related expression
types: geospatial expressions and spatial relation
triples, both of which have more extensive corpora
available. Geospatial expressions in text, which
have been studied in the context of georeferenc-
ing techniques, are commonly defined as spatial
relations whose ground object is located out of
doors and is not mobile, and whose spatial rela-
tion is expressed within a geospatial coordinate
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reference system (Stock et al., 2021). BLCs, by
contrast, may reference ground objects of any size,
interior/exterior status, and mobility. Spatial re-
lation triples – often discussed in the context of
techniques for extracting such relations from text,
e.g. (McNamee et al., 2020); (Hassani and Lee,
2017) – are a superset of BLCs. Spatial relation
triples include both locative and path expressions,
whereas BLCs are restricted to static constructions.
Spatial relations also include a wide variety of syn-
tactic forms in whichever language is being studied,
whereas BLCs are typically restricted to a single
canonical syntactic form, such as [NP Copula
PP] in English.

Our work in extracting a parallel corpus of BLCs
is similar in spirit to other recent efforts to use web-
scale usage data to inform theoretical linguistic or
psychological research. For example, Hale and
Stanojevic (2024) use data from five languages to
investigate syntactic universals; and Beekhuizen et
al. (2017) use parallel usage patterns from thirty
languages to study cognitive properties of indefinite
pronouns. This work is therefore part of the larger
trend that has been called the ‘quantitative turn’ in
linguistic research (Kortmann, 2021).

4 ParaBLoCC Corpus Characteristics
and Data Preparation

4.1 Corpus Characteristics

Data in the ParaBLoCC corpus comprise parallel
English and target-language sentence pairs (‘bi-
text’) from twenty-six languages. The twenty-six
languages were chosen to maximize genetic and
areal diversity as well as availability of bitext ma-
terial. Bitext sentences are harvested from the
Opus Machine Translation Portal (Tiedemann et al.,
2023), and similar sources, from a wide variety of
domains. Numbers of parallel sentence pairs for
each language plus domains are shown in Table 1.
ParaBLoCC thus contains paired BLCs in English
and one of the target languages, for example:

EN: ‘He is still in Serbia.’::HU: ‘Szer-
biában maradt.’

4.2 Parallel BLC Data Preparation

BLCs are selected from the available bitext for each
language using a three-stage filtration procedure:
1. lexical filtering, followed by 2. syntactic filtering,
followed by 3. spatial sense filtering.

Table 1: Languages, domains, bitext pairs, and BLCs
occurring (plus rate per 1000 bitext sentence pairs) in
ParaBLoCC corpus. Domains: a: Bible-UEDIN; d:
QED; e: TEDTalks2020; f: Bible-Literal; g: Glob-
alVoices; h: OpenSubtitles; j: Europarl; k: UN V1
16; m: IWSLT2016; n: Flores200; o: NLLBv1; p:
GoURMET; q: CCaligned; s: SETTIME2; t: Tico19; u:
Tanzil; v: ntrex128.

Language Domains Bitext
Pairs (m)

BLCs (k)
(per 1000)

Bantu
Swahili d,e,g,n,o,q,t,v 21.2 135 (6.4)

Finno-Ugric
Finnish a,d,e,h,j 25.9 132 (5.1)

Hungarian a,d,e,g,h,j 38.4 169 (4.4)
Indo-European

Catalan d,e,f,g,h,i 7.6 81 (10.7)
Czech a,d,e,h,j 35.5 178 (5.0)

Dutch a,d,e,g,h,
j,n,o,q,v 157.5 1924 (12.2)

French a,d,e,g,h,m 36.6 197 (5.4)
German a,d,e,g,h,j 20.0 101 (5.1)

Greek a,d,e,g,h,
j,n,o,q,s,v 99.8 740 (7.4)

Italian a,d,e,g,h,j 32.0 159 (5.0)

Polish a,d,e,g,h,
j,n,o,v 129.3 1211 (9.4)

Russian a,d,e,g,h,k 35.3 165 (4.7)

Spanish a,d,e,g,h,j,
k 55.5 266 (4.8)

Swedish a,d,g,h,j 15.6 80 (5.2)
Niger-Congo

Igbo d,e,f,n,o,q,v 5.6 32 (5.7)
Other, Isolate
Japanese d,e,h,n,o,q,v 66.5 511 (7.7)
Korean a,d,e,g,h,n,o,q 28.9 204 (7.1)

Quechumaran
Aymara d,g,o,q 1.0 9 (8.9)
Quechua d,o 2.2 23 (10.7)

Semitic
Amharic a,d,g,n,o,p,t 15.7 147 (9.4)
Arabic a,d,e,g,h,k 39.7 149 (3.8)
Hebrew a,d,e,g,h,n,q 34.6 150 (4.3)
Tigrinya d,n,o,q,t 1.1 6 (5.9)

Sino-Tibetan

Chinese a,d,e,g,h,
k,n,o,q,t,v 64.6 926 (14.3)

Turkic

Turkish a,d,e,g,h,
o,p,q,s 99.0 825 (8.4)

Uzbek d,e,n,o,u,v 28.9 245 (8.5)
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The lexical filter selects sentence pairs whose
English sentence contains a locative spatial expres-
sion drawn from a reference list of fifty expres-
sions: twenty-nine common English locative spa-
tial prepositions (‘above’, ‘between’, ‘on’, etc) and
twenty-one spatial nominals (‘in back of’, e.g.).
Our reference list contains all non-archaic forms
from The Preposition Project (Litkowski and Har-
graves, 2007), plus spatial nominals. See Appendix
A for the complete list. Data files in the Para-
BLoCC archive record which lexical item matched
each English sentence.

The syntactic filter selects parallel sentences
whose English dependency parse structurally
matches one of the syntactic parse templates found
in English Basic Locative Constructions. We parse
the bitext and the BLC templates with the Stanford
Core NLP parser (Manning et al., 2014), then per-
form subgraph matching through depth-first search.
In practice, all syntactic patterns for BLCs with
the fifty spatial expressions can be expressed using
eight unique dependency parse subgraphs. Para-
BLoCC data files annotate each bitext sentence
with the number of the matching spatial expression
subgraph template.

The third and final filtration stage selects only
sentences whose lexical match from the first fil-
tration state has a spatial sense in context, vice
a temporal or other sense. Many of the lexical
items from our reference list are highly polysemous
– in fact at least twenty common English prepo-
sitions have six or more spatial and non-spatial
senses (Litkowski and Hargraves, 2021). We train
a ‘glossbert’-style neural word sense disambigua-
tion model (Huang et al., 2019) as a binary clas-
sifier and infer spatial/non-spatial sense for each
ParaBLoCC English sentence. Model architecture
is shown in Figure 1. The spatial sense classifier
is trained with 8,111 sentences exemplifying the
senses extracted from The Preposition Project dic-
tionaries (Litkowski and Hargraves, 2021). The
model uses the ADAM optimizer, batch size of 16,
and is trained for 10 epochs.

4.3 Spatial Sense Filter Performance
We assess the performance of the spatial sense fil-
ter using held-out validation data from the afore-
cited Preposition Project and 200 hand-labeled in-
domain sentence pairs (Table 2).

While performance of the spatial filter is not as
high as state-of-the-art word sense disambiguation
(WSD) models tested on less challenging test sets

Figure 1: Model architecture for spatial sense disam-
biguation classifier, based on (Huang et al., 2019).

Table 2: Spatial Sense Classifier Performance: recall,
precision, and macro-averaged F1.

Precision Recall F1

Validation Set .69 .70 .66
In-Domain Set .56 .80 .66

(Yigzaw and Assefa, 2024), we consider spatial
sense disambiguation problem to be particularly
challenging and the current model to be adequate
for the large-scale filtration task at hand, while
recognizing the challenges described in §5.

4.4 BLC Occurrrence Rates

The mean observed rate of BLC occurrence per
thousand original sentences, taken across Para-
BLoCC languages, is 7.2 (see Table 1). While
domain differences may explain some extreme val-
ues, we continue to investigate outliers to rule out
processing errors resulting in artificially low or
high values. Extrapolating from our small set of
hand-labeled validation sentences, we believe the
ParaBLoCC estimate of 7.2/1000 is three times
less than the true BLC occurrence rate, measured
at twenty per thousand. See §5 for discussion of
the reasons for the underestimate.

5 Sources of Error in ParaBLoCC

The ParaBLoCC data contain noise from two main
sources. First due to errors in harvesting target-
language sentences from the web, some Para-
BLoCC entries will contain target sentences which
are not exact semantic equivalents of the source
BLC, or which contain other types of bitext align-
ment errors. In spite of improvements in identifi-
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Table 3: BLC Detection Error Analysis and Error Modes

Metric Value

BLC Detection Rate .095
False Positive Rate .016

False Positives .016
Syntax Errors -

Spatial Sense Errors .016
False Negatives .018
Syntax Errors .012

Spatial Sense Errors .006

cation of parallel text for harvest (cf. Paracrawl,
(Bañón et al., 2020)), source-target sentence pair
mismatches are common in the corpora from which
ParaBLoCC draws: recent estimates of error rates
in bitext corpora vary from as low as 24% to as high
as 76% of sentence pairs (Kreutzer et al., 2022).

A second source of errors in the ParaBLoCC
entries comes from BLC detection errors, either
Type 1 (false positives) or Type II (false negatives).
Those errors in turn can be grouped into errors from
the syntactic matching filter and errors from the
spatial sense disambiguation filter. (It is assumed
that lexical matching errors are negligible, since
matching is deterministic.)

To assess the accuracy and sensitivity of the
BLC labels in the ParaBLoCC corpus, we used
a hand-labeled reference set of 1,000 ParaBLoCC
sentences which passed the lexical filter, from six-
teen of the included languages.2 The authors inde-
pendently coded the sentences and discarded any
where we did not agree. Inter-annotator agreement
was κ = .55 —in the ‘moderate’ range. BLC detec-
tion error rate and Type I and II errors are reported
in Table 3. The observed BLC detection rate in
ParaBLoCC is estimated at .095, quite low with a
balance of false positives and false negatives. The
false positive rate is .016. Post-hoc analysis of er-
ror modes shows that the spatial sense filter did
not perform well on longer sentences, particularly
those with multiple clauses, which are common in
the ParaBLoCC corpus. We leave improvements to
the spatial sense filter for future work.

6 Likely uses of ParaBLoCC

We created the ParaBLoCC data to appeal to a
wide variety of scholars interested in spatial lan-
guage, and by making them available we hope to

2am, ar, ay, cs, de, es, fi, hu, ig, ko, nl, qu, sw, ti, uz, zh

encourage additional study in this area. The pri-
mary utility of the data are to allow study of usage
patterns for parallel spatial expressions in twenty-
six genetically and typologically diverse languages.
Through automated alignment and span detection,
silver labels for BLCs in the target languages can
be extracted and studied themselves or used for
downstream tasks.

Likely secondary uses for the ParaBLoCC data
will be to enable work on multilingual aspects of
spatial relation extraction (Rawsthorne et al., 2023).
Until very recently, text corpora annotated for spa-
tial relation triples were limited to the most high-
resource numbers of languages, though this situa-
tion is starting to improve (Wang et al., 2023) so
the multilinguality of ParaBLoCC should be wel-
come. The data can be used to improve current
models of geospatial expression resolution (Wang
et al., 2024). Finally we expect multilingual image
caption models (Ramos et al., 2023) will benefit
from the parallel data collected by ParaBLoCC.

7 Limitations

We acknowledge several limitations of the Para-
BLoCC corpus. The selection of languages is lim-
ited to those with adequate bitext availability. In
practice, this limits us from collecting BLCs in
languages whose spatial expression systems are
most formally distinct from English and European
languages. For example, languages with only abso-
lute reference frames, lacking intrinsic or relative
frames (Fortis, 2010), are conspicuously absent
from ParaBLoCC.

Granularity of annotation is another limitation of
ParaBLoCC. Because of the method of collecting
and labeling the sentence pairs in the corpus, text
spans representing BLCs are not overtly annotated
in either source language (English) or target lan-
guage. Explicit span annotations for BLCs would
provide additional training and test data veracity.
Furthermore, ParaBLoCC would ideally provide se-
mantic role annotations for sub-spans of source and
target-language BLCs as <figure>, <ground>,
and <spatial relation>. While stochastic
methods of labeling subspans of BLCs have been
demonstrated (Viechnicki et al., 2024), they are
noisy. Explicit annotation of this nature would al-
low more in-depth analysis of the kinds of syntactic
variation found in BLCs ‘in the wild.’ We leave
annotation improvements to future community ef-
forts.
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A Appendix: Prepositions and Spatial
Nominals used in Lexical Filtration
Step

English Spatial Expressions used in lexical filtra-
tion stage.

A.1 Prepositions
above, across, against, along,
alongside, amid, amidst, among,
around, at, atop, before, behind,
below, beneath, between, by,
down, in, inside, near, off, on,
over, toward, towards, under,
underneath, with

A.2 Spatial Nominals and Spatial Phrases
out of, in back of, in the front
of, on the top of, on top of, in
front of, to the right of, to the
left of, right of, left of, north
of, south of, east of, west of,
in the middle of, on the bottom
of, next to, outside of, in the
back of, on the left of, on the
right of
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