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Abstract

Research syntheses, such as systematic maps
or evidence and gap maps, provide valuable
overviews of the coverage of research in a par-
ticular field. They serve as pointers for funders
and researchers to identify important gaps in
the literature where more research is needed
but also to find relevant work for more in-depth
systematic reviews or meta-analyses. How-
ever, systematic maps become outdated quickly,
sometimes even after they are released due to
the time it takes to screen and code the available
literature and long publication processes. Fur-
thermore, the write-up of the synthesis (in form
of a peer-reviewed article) can only serve as
a high-level summary—for detailed questions
one would need full access to the underlying
data. To this end, we developed an interactive
web-based platform to share annotated datasets.
For some datasets, where automated categori-
sation passes the necessary scientific quality
standards, we also update the data as new re-
search becomes available and thus make them
‘living’.

1 Introduction

The number of scientific publications is continu-
ally growing at an exponential rate. For example,
more articles on climate change were published
during the sixth assessment cycle of the IPCC
than during all previous cycles since 1985 com-
bined (Callaghan et al., 2020). Systematic maps of
timely topics that are up-to-date are crucial tools
to get an overview of a specific field, to identify re-
search gaps, or to identify articles that are relevant
for a particular meta-study or review (JPT et al.,
2024; Kastner et al., 2016). The sheer amount
of potentially relevant literature to consider and
the rapid growth make it increasingly prohibitive
to conduct systematic maps by hand. Digital evi-
dence synthesis tools can speed up the most time-
consuming of a synthesis, particularly screening
abstracts in search for relevant articles (Haddaway

et al., 2020; Tsafnat et al., 2014). The Covid-19
pandemic has shown the value of so-called ‘living
evidence syntheses’ that are continually updated to
capture findings from the latest clinical trials and
other research strands (Chakraborty et al., 2024;
Elliott et al., 2014). The crises of our time require
similar up-to-date repositories of evidence to sup-
port evidence-based policy-making.

Traditional publication models, however, are not
able accommodate requirements of regular and fre-
quent updates (Thomas et al., 2017). By the time a
research team submit their initial draft, especially
until the final publication, the synthesis might al-
ready be outdated. The publication is by definition
a high-level overview of the underlying data, for
which the authors and contributors have spent a
lot of time to compile and annotate. However, this
raw data is often not published alongside the arti-
cle or is no longer available. Even where data is
available, it might only be available in a proprietary
format or the schema used in a csv file might not
be self-explanatory. This makes it hard for other
researchers or policy analysts to utilise existing
categorisations to find relevant literature of their
particular questions.

To this end, we developed an interactive web-
platform for sharing the underlying data of sys-
tematic maps. The initial prototype1 hosts four
projects: A systematic map of literature on climate
policy instruments (Callaghan et al., 2025), a sys-
tematic evidence and gap map of literature on car-
bon pricing (Döbbeling-Hildebrandt et al., 2024),
a systematic map of literature on carbon dioxide re-
moval (Lück et al., 2024; Smith et al., 2023, 2024),
and a systematic map of literature on climate and
health (Berrang-Ford et al., 2021; Romanello et al.,
2023, 2024). We are also working on adapting data
from past publications and making all maps ‘living’
by building pipelines that automatically retrieve
new publications and classify them. Depending on

1https://climateliterature.org/

260

https://climateliterature.org/


Figure 1: Screenshot of the interactive climate literature hub; Left panel contains all available filters, the second
panel shows a scatterplot of the semantic landscape with a descriptive keyword overlay (hidden in the screenshot),
the third panel provides a heat-map (or gap-map) to show how different filters or labels correlate, the right panel
shows the abstracts that match the current set of filters. Not shown is a panel of a geographic map to see which
places are mentioned in abstracts or where authors’ affiliations are located.

the purpose of the map and the quality of machine-
learning classifiers, this entire process can—with
several caveats—be fully automated. With this plat-
form we want to foster open research, transparency,
and reusability and make up-to-date evidence eas-
ily accessible for anyone. The platform itself is
also open-source and available for anyone to adapt
or host.2 The system can easily be adapted to in-
clude additional datasets by adding a meta-data and
database file using a very basic format (see project
repository for details).

Figure 1 shows the main screen of the latest pro-
totype (March 2025) for our map of literature at
the nexus of climate and health. The interface is
modular, so authors can decide how to best show-
case their data. Current components feature various
filters for publication year (with a histogram), nor-
mal labels (boxes that can be selected), as well
as full-text and author search. Furthermore, the
dataset can be explored on a ‘semantic landscape’,
a scatter-plot where each dot represents an arti-
cle and their close proximity indicates high simi-
larity. This explorative visualisation, inspired by
Nomic AI (González-Márquez et al., 2024), may be
useful to quickly identify clusters of similar works

2https://gitlab.pik-potsdam.de/mcc-apsis/
living-evidence-maps/literature-hub

or to see how specific filters cover the topical spec-
trum. The lasso-selection tool on the landscape
also acts as an additional filter. Aside from the
semantic landscape, there is also a component to
display geographical locations associated with the
articles, for example by mentions in the abstract
or author affiliations. Regions and location on this
map can also be used as filters. The heat-map com-
ponent provides a quick overview of how labels
correlate and is inspired by gap-maps (Snilstveit
et al., 2016). Lastly, we implemented a list com-
ponent to show the most relevant records based on
the current global filter.

In the remainder of this article, we describe
some of the technical aspects that enable this web-
platform to be highly interactive—even for large
datasets and many filters. Furthermore, we discuss
some challenges of automated updates of datasets
shared on this platform and considerations for fu-
ture work.

2 Real-time filtering

One of the key features of the web-platform is the
ability to combine arbitrary filters and receive real-
time feedback of how they influence the overall
statistics. The platform is built to handle large
datasets—tested for a million records. This poses
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a particular challenge for optimising the traffic be-
tween the front-end and the server. We address this
challenge by only transmitting binary bit-masks for
each label during the initial page-load. This allows
us to do all computations in the client’s browser
very efficiently, including updating the visualisa-
tions. The required traffic for each bit-mask is
around 1.2kb per 10,000 records per filter before
additional gzip compression on the transport layer.
In the example shown in Figure 1, there are three
filters grouped under ‘Category’. Publication years
and x/y coordinates for the scatter-plot are transmit-
ted as uint16 and float16 in a light-weight batched
Apache arrow file amounting to around 120kb per
10,000 records.

While we have not conducted dedicated perfor-
mance experiments, we have not encountered any
noteworthy lags to hinder any interactive explo-
ration of the data. For example, on a basic laptop
from 2021,3 a dataset with 78k records and 20 fil-
ters only takes a few milliseconds to update all
counts and has rendered the scatterplot component
in under 200ms after a click event on one of the
filters is triggered.

This design has the added benefit, that server
requirements are very limited. The raw data is
stored by sqlite files that contain raw classifier or
topic-model scores. Where human annotations are
available, they supersede automatically assigned
labels and are set as explicit zero or one scores,
whereas all others are limited to the range 0.01–
0.99. Alternative bit-masks are transmitted if the
user sets different thresholds. By setting the thresh-
olds accordingly, users can decide to only show
human annotations. For full-text and author search,
the same mechanism is used and generates specific
bit-masks.

The result set is loaded in the frontend by send-
ing the bit-mask of the current global filter—the
combination of all active filters—to the server,
which then responds with the records ranked by
the sum of the stored classifier scores.

Overall, users have given very positive feedback
and were excited to explore our systematic maps in
real-time, filter for what they need, and download
records including all labels as a csv for the selection
they made. At this point, we have not conducted
systematic user studies, but plan to do so to inform
future developments.

3ThinkPad T14s, no dedicated GPU

3 Considerations for ‘living’ maps

The conventional process for a systematic map fol-
lows a linear and very labour-intensive structure.
Once an appropriate (boolean) query is developed,
the author team would retrieve bibliographic meta-
data from a search engine like the Web of Science
or Scopus and then screen all records by hand for
inclusion. Included records are then annotated fur-
ther, in case of a review additional information
is extracted from the full-text. With the help of
automation (Thomas et al., 2017), we can speed
up the process by prioritising which records to
screen and stop early without having to look at
all records (Callaghan and Müller-Hansen, 2022).
This also means, that we can design more inclu-
sive queries may lead to more complete system-
atic maps overall. Once enough labels are col-
lected, other categorisations might also be done
with machine-learning classifiers to automate fu-
ture updates once the first version of a systematic
map is published. This means, that we can build
fully-automated pipelines to reproduce the original
study and run this pipeline regularly (for example
daily) to also include newly published research.
At this point, we did not develop a standardised
framework for machine-learning-based classifica-
tions and refer to the original publications the re-
spective datasets came from for how automation
was developed and how well it performs.

However, such an automated update should also
come with a protocol for how the quality is mon-
itored over time. As a research area evolves, key-
words that are relevant for the topic of the system-
atic map may change, which requires updates to the
boolean query at the first step of the pipeline. This
then may also require additional annotations as the
scope changes to ensure a high-quality scientific
standard. Depending on the use-case, a systematic
map might prioritise inclusiveness over precision.
However, that trade-off might be hard to commu-
nicate to users, especially with varying levels of
classifier performance. The versions of the dataset
also need to be clearly marked, for example to dis-
tinguish if only new data was added or whether
classifiers were re-trained or the process changed
in any way.

Furthermore, the research community needs to
develop guidelines for the safe and responsible
use of automation. Particularly the rise of gen-
erative large language models has already found
early adopters in research synthesis. The perfor-
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mance of such models are very hard to validate,
as they are also shown to suddenly fail. However,
more conventional supervised classification mod-
els are also rarely perfect, especially with limited
data available for training. In these cases, we need
clear guidelines when it is acceptable to still use
automation or in which use-cases some categori-
sation have to be omitted from automated updates
and rather need to be reviewed by experts before
including them in the published dataset.

Another aspect to consider is continuity of a liv-
ing systematic map that users return to. Visualisa-
tions, such as semantic landscapes need to remain
relatively stable over time and should not suddenly
use a completely different layout, which, to an ex-
tent, can be ensured by adding new data to existing
layouts and some additional fine-tuning (Poličar
et al., 2024; Repke and Krestel, 2021). As men-
tioned before, classifiers may be updated during
the life-time of a living map. In this case, labels for
records that were in earlier versions might change,
which could have an impact on downstream users.

Initially, the update iterations are just available
via additional fine-grained publication date filters.
In future work, we are planning to develop newslet-
ters that interested parties can subscribe to that
sends them a list of latest publications that apply
to their filter settings. Furthermore, we plan to in-
clude a dashboard that showcases the latest trends,
ideally highlighting semantic shifts.

One major impact on the continuity across ver-
sions of a living systematic map is the data avail-
ability in academic search engines. Proprietary
databases, such as the Web of Science or Scopus
are not accessible to all researchers and the num-
ber of results may vary based on the institutional
subscription. Open repositories such as OpenAlex
or SemanticScholar have shown very good inter-
operability and coverage (Priem et al., 2022; Cul-
bert et al., 2024), but are increasingly sabotaged
by large publishers who enforce the deletion of ab-
stracts from these public indices, which renders the
database effectively useless for use in automated
pipelines and prevents many researchers from do-
ing their work effectively.

On a similar note, the data shared on such a plat-
form should also be subject to clear licenses where
all authors and contributors need to agree to. The
license should ideally be very permissive so that
other researchers are free to use the annotations for
their own work—be it to improve tools for digital

evidence synthesis or as a starting point for a sys-
tematic review, meta-study, or even a companion
map with additional labels or adjusted scope. Fi-
nally, as the user base of such a platform grows,
they might also identify errors and provide feed-
back. The maintainers of the living map should to
consider how they might want to incorporate the
support by a (potentially) global community of ex-
perts and laypeople alike. Incorporating feedback
and improving the classifications may also mean
that annotations for historic data changes. This
requires a clear way to reference specific versions
of the underlying database for reproducibility, for
example by providing daily changelogs.

At this point, we have automated updates for two
of the publicly accessible datasets orchestrated by
running modified versions of the original studies’
scripts and models using scheduled GitLab runners.

4 Limitations

This platform—in its current form—certainly qual-
ifies as an ‘expert system’. That means, that some
functionality may not be intuitive, especially the
combination of filters. We deliberately opted to
provide very fine-grained control of how filters can
be combined or choosing custom thresholds for
classifier scores to adjust the precision/recall trade-
offs. Since the development is not directly funded,
prioritising usability improvements over additional
features or bug fixes is challenging. This high-
lights another consideration about the sustainabil-
ity of providing such a platform. The original data
should additionally always be published through
conventional channels such as zenodo, the OSF, or
companion platforms of the publisher.

That said, a systematic evaluation of the usabil-
ity of the platform should be conducted as part of
future work. In particular, such user studies should
focus on how each component contributes to a bet-
ter understanding to contextualise the available ev-
idence and how it can reduce the time required
to find relevant evidence for a user’s information
needs.

5 Conclusion

We have released the climate literature hub, a pro-
totype of a web-platform for sharing data from
large-scale systematic maps as we believe in open
and transparent research that serves the wider com-
munity of researchers and policy-makers. We hope
that in exploring our datasets, we inspire ‘ecosys-

263



tems of reviews’ in which expert teams can use
our maps as starting points for their in-depth anal-
yses on more specific questions or offer a tool for
policy-makers to identify relevant research more
quickly. Feeding into the platform, we built (semi-
)automated pipelines to update the data as new rele-
vant research is published. This submission should
serve as a starting point for the wider community
how digital evidence synthesis tools can be used
responsibly in the future. Future work is needed
to develop guidelines for safe use of AI and au-
tomation systematic maps feeding into platforms
like this, how results can be presented in such a
way, that users can make informed decisions if the
(possibly imperfect) automated classifications meet
their quality needs, and how to address challenges
around continuity.
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