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Abstract

Community question-answering (CQA) plat-
forms provide a crucial space for users to
share experiences, seek medical advice, and
exchange health-related information. How-
ever, these platforms, by nature of their user-
generated content as well as the complexity
and subjectivity of natural language, remain
a significant challenge for tasks related to the
automatic classification of diverse perspectives.
The PerAnsSumm shared task involves extract-
ing perspective spans from community users’
answers, classifying them into specific perspec-
tive categories (Task A), and then using these
perspectives and spans to generate structured
summaries (Task B). Our focus is on Task
A. To address this challenge, we propose a
Classifier-Refiner Architecture (CRA), a two-
stage framework designed to enhance classi-
fication accuracy. The first stage employs a
Classifier to segment user responses into self-
contained snippets and assign initial perspec-
tive labels along with a binary confidence value.
If the classifier is not confident, a secondary Re-
finer stage is triggered, incorporating retrieval-
augmented generation to enhance classification
through contextual examples. Our methodol-
ogy integrates instruction-driven classification,
tone definitions, and Chain-of-Thought (CoT)
prompting, leading to improved F1 scores com-
pared to single-pass approaches. Experimental
evaluations on the Perspective Summarization
Dataset (PUMA) demonstrate that our frame-
work improves classification performance by
leveraging multi-stage decision-making. Our
submission ranked among the top-performing
teams, achieving an overall score of 0.6090,
with high precision and recall in perspective
classification.

1 Introduction

Community question-answering (CQA) forums
have emerged as a pivotal medium for individu-
als seeking diverse perspectives on health-related

issues, encompassing personal anecdotes, medical
suggestions, factual information, and experiential
insights. While these platforms offer a wealth of
user-generated knowledge, extracting structured,
perspective-specific content from such discussions
remains a complex challenge due to linguistic vari-
ability and overlapping semantic cues. Traditional
single-pass classification systems often misclassify
or overlook nuanced snippets, leading to incom-
plete or misleading results. These limitations are
especially consequential in the healthcare domain,
where accurate categorization of user responses
can influence subsequent experiences, diagnosis,
and/or recommendations (Agarwal et al., 2025).

Our approach, tested on the PUMA (Naik et al.,
2024) dataset, demonstrates robust performance
across macro-F1, weighted-F1, strict, and propor-
tional evaluation metrics. In particular, we high-
light the effectiveness of tone definition and CoT
prompting, which bolster classification reliability
and interpretability. Moreover, we compare leading
large language models (LLMs), specifically GPT-
4o, Claude 3, and o1-preview, under various exper-
imental configurations, showing that multi-stage
decision-making strategies can streamline complex
classification tasks in CQA settings across a variety
of LLMs.

2 Related Work

Research in multi-stage classification has demon-
strated that iterative refinement can improve the
accuracy and reliability of NLP models (Zhang
et al., 2020). In the context of few-shot or low-
resource scenarios, Zhao et al. introduced calibra-
tion strategies to bolster classification robustness,
while Lewis et al. showed that multi-step prompt-
ing methods significantly enhance model perfor-
mance. Moreover, the concept of CoT prompting
has been explored by Wei et al. to elicit more trans-
parent reasoning processes in LLMs. CoT is also re-
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Figure 1: Classifier-Refiner Architecture. Yellow highlight denotes input values extracted from the dataset,
including the Question (Q), Context (C), and User Responses (A). Blue text represents the Classifier’s output, which
subsequently serves as input for the Refiner. Pink highlight indicates the output of Example Retrieval with RAG,
which is later incorporated into the Refiner’s input.

ceiving attention from Consumer Health Question
Answering (CHQA) domain research (Lee et al.,
2024).

Recent advances in retrieval-based classifica-
tion have leveraged the idea of combining external
knowledge with model predictions for better han-
dling of uncertain cases (Lewis et al., 2020). Gao
et al. demonstrated that retrieval-based prompt-
ing can provide relevant context from a structured
dataset, thereby improving model understanding.
Our method follows these trends by integrating a
retrieval-augmented classification and refinement
mechanism, in which the system references train-
ing data to refine ambiguous labels. This com-
bination of iterative refinement and retrieval aug-
mentation offers a robust alternative to single-pass
classification pipelines (Izacard and Grave, 2020).

3 Methodology

3.1 Task Definition

Given a user’s question and a corresponding user-
generated health response, we segment the re-
sponse into self-contained snippets. Each snippet
must be assigned one of the following categories
(corresponding to the PUMA annotated categories),
which are defined by Agarwal et al.:

1. EXPERIENCE (<tone: Personal, Narrative>): Individ-
ual experiences or firsthand insights.

2. INFORMATION (<tone: Informative, Educational>):
Factual statements or knowledge about health condi-
tions.

3. CAUSE (<tone: Explanatory, Causal>): Explanations
of why a condition or symptom might occur.

4. SUGGESTION (<tone: Advisory, Recommending>):
Advice or recommendations for resolving or improving
a health-related issue.

5. QUESTION (<tone: Seeking Understanding>): Direct
inquiries seeking information or clarity.

3.2 Dataset
The dataset used in this study is the PUMA dataset,
created by independent researchers for the Per-
AnsSumm shared task (Naik et al., 2024). PUMA
was derived from the L6 - Yahoo! Answers Com-
prehensive Questions and Answers version 1.0
(multi-part) corpus 1 which contains data up to
October 2007, consisting of 3,167 CQA threads.
Specifically, Naik et al. filtered Yahoo! Answers
for healthcare-related content, randomly selecting
10,000 questions each with up to 10 answers. These
records covered a variety of medical topics, includ-
ing Diabetes, Dental, and Cancer, ensuring broad
coverage of health-related discussions.

From this curated set, the authors further refined
and annotated specifically for the PerAnsSumm
task. The final version of PUMA was then split

1https://webscope.sandbox.yahoo.com/catalog.
php?datatype=l&did=11&guccounter=1
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into three subsets for this shared task: a training
set of 2,236 question-answer pairs, a validation
set of 959 pairs, and a test set of 50 pairs. The
annotations were performed by three fluent En-
glish speakers (one master’s student, one research
assistant, and one native English-speaking volun-
teer) who identified perspective-specific spans in
each answer. These spans were categorized into
five distinct labels: Cause, Suggestion, Experience,
Question, and Information. Multiple annotators
cross-validated the labels to ensure reliability and
consistency.

3.3 Classifier-Refiner Framework

Classifier In the first stage, we use a prompt-
ing technique with a language model (e.g., a GPT-
based or other LLM) to process each user response
and produce potential snippet boundaries, as well
as initial category labels. This Classifier is in-
structed to highlight text segments that can mean-
ingfully stand alone. The output of the prompt
follows the JSON format:

[
{

"text": "<Extracted Snippet>",
"confidence": "CONFIDENT",
"reason not confident": "",
"category": "INFORMATION"

},
...

]

In cases where the LLM is uncertain about
the correct category, "confidence" is set to
“NOT_CONFIDENT", and an additional “rea-
son_not_confident" field is provided.

Refiner The Refiner operates by leveraging a
retrieval-augmented generation (RAG) mechanism,
which enhances classification accuracy by incor-
porating contextual examples from the training set.
Specifically, when triggered, the Refiner first re-
trieves the two most similar sentences from the
training set using a sentence similarity model (all-
MiniLM-L6-v2) (Wang et al., 2020). This allows
us to use different examples from the Classifier,
thus we expect different results from the Classifier
output. The all-MiniLM-L6-v2 model was used
in an unsupervised approach in this task. It is a
lightweight transformer-based model for semantic
similarity comparison, optimized for model size
and faster inference. The model has 66 million
parameters, compressed in a Student-Mimicking

Teacher network relationship. By utilizing self-
attention distribution, the training of the student
model is guided using the teacher’s last layer, ensur-
ing effective and flexible results across 12 different
languages.

These retrieved examples are then inserted into
the Refiner prompt as few-shot examples, allowing
the model to refine the classification by compar-
ing the uncertain snippet with previously labeled
cases. This iterative approach ensures that the clas-
sification process incorporates relevant training in-
stances, thereby improving overall classification re-
liability and mitigating ambiguity in nuanced cases.
The Refiner finally returns JSON format result:

{
"previous_category":

"<category from previous step>",
"confidence":

"<CONFIDENT or NOT_CONFIDENT>",
"refinement_reasoning": "<brief explanation>",
"refined_category": "<final label>"

}

By incorporating the different context and ref-
erencing prior examples, this step significantly re-
duces misclassification in borderline scenarios.

3.4 Language Models
We experimented with multiple language models to
evaluate the effectiveness of different architectures
in classification refinement:

GPT-4o An omni-modal autoregressive model
capable of processing text, audio, image, and video
inputs while generating text, audio, and image out-
puts. GPT-4o demonstrates exceptional multilin-
gual proficiency and enhanced computational ef-
ficiency, making it significantly faster and more
cost-effective compared to GPT-4 Turbo. Its ad-
vanced speech-to-text capabilities and safety align-
ment mechanisms enhance reliability in consumer
health discussions by reducing misinformation and
bias. This model was evaluated in multiple prompt-
ing setups, including single-prompt classification,
instruction-based CRA, and CoT refinement. (Ope-
nAI et al., 2024).

Claude 3 Developed by Anthropic, Claude 3
(Opus, Sonnet, and Haiku) represents a family of
LLMs optimized for cognitive reasoning, nuanced
contextual understanding, and expansive token pro-
cessing (up to 1 million tokens in specialized tasks).
Claude 3 Opus demonstrated self-awareness in con-
trolled testing environments, particularly in needle-
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Module Feature Example

Classifier Extracted Text If you took the prescribed antibiotics as recommended you are no longer conta-
gious.

Perspective CAUSE

confidence NOT CONFIDENT

reason not con-
fident

Could be either information or suggestion, as it implies both diagnosis and
recommendation to investigate further

Refiner refinement rea-
soning

After reviewing the full context and similar examples, this statement is clearly
providing factual information about contagiousness in relation to antibiotic treat-
ment, similar to example 4 ’For the first 24 to 48 hours after you start taking an
antibiotic, you are still contagious.’ The statement is not explaining why some-
thing happens (CAUSE), but rather stating a medical fact about contagiousness
after antibiotic treatment.

Refined cate-
gory INFORMATION

Table 1: Example Output.

in-a-haystack tasks, making it an ideal candidate
for refining ambiguous classifications in CQA set-
tings. This model was primarily used in CRA with
tone definitions, providing insights into subjective
aspects of user responses (Anthropic, 2024).

o1-preview A state-of-the-art language model de-
veloped by OpenAI, extensively tested on complex
reasoning tasks spanning multiple domains, includ-
ing computer science, mathematics, medicine, lin-
guistics, and social sciences. The model exhibits
superior performance in competitive programming,
high school-level mathematical reasoning, and radi-
ology report generation. Additionally, o1-preview
excels in natural language inference tasks, senti-
ment analysis, and financial modeling. This model
was particularly effective in CQA classification due
to its ability to integrate contextual cues across di-
verse perspectives (Zhong et al., 2024).

4 Results

We adopted macro-F1 (C-MF1), weighted-F1 (C-
WF1), Strict Precision/Recall/F1 (S-P, S-R, S-F1),
and Proportional Precision/Recall/F1 (P-P, P-R, P-
F1) - which are the official metrics used for the Per-
AnsSumm shared task - to capture a range of per-
formance aspects. C-MF1 and C-WF1 are Macro-
averaged and weighted F1 scores for the classifica-
tion task, focusing on how well the system balances
performance across categories. S-P, S-R, S-F1 are
Strict metrics to gauge performance under the as-
sumption that each snippet clearly belongs to one
category. P-P, P-R, P-F1 are proportional metrics to
evaluate partially correct classifications, recogniz-
ing that user-generated health content often spans

multiple categories or perspectives.

4.1 Evaluation

Single-Prompt vs. CRA: The single-pass methods
(rows 1-2) show lower C-MF1 and C-WF1 scores.
Once the CRA approach is introduced (rows 3-6),
the metrics consistently improve, indicating the ef-
fectiveness of a multi-stage classification pipeline.

Tone Definition Impact: Including explicit tone
definitions tends to increase both strict and propor-
tional F1 scores by helping the model distinguish
subtle differences (e.g., between EXPERIENCE vs.
INFORMATION or SUGGESTION vs. INFOR-
MATION).

CoT Influence: CoT reasoning further refines
the model’s decision-making, especially in com-
plex or overlapping perspectives. This is reflected
in higher macro-F1 scores for the CRA + CoT con-
figurations.

o1-preview (MNLP Final Submission) achieves
the best overall score of 0.6090, setting a strong
benchmark. Notably, its P-R (0.8406) and P-F1
(0.7382) values are significantly higher than the
other configurations.

In the broader context of the PerAnsSumm
shared task, our team (MNLP) ranks among the top
five, as shown in Table 3. Although not topping ev-
ery sub-metric, MNLP’s approach demonstrates a
balanced performance across multiple dimensions,
showcasing the strength of the CRA pipeline.

5 Discussion

The results underscore several key insights.
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Idx Model Method Descrip-
tion

C-
MF1

C-
WF1 S-P S-R S-F1 P-P P-R P-F1 Overall

1 GPT 4o Single Prompt 0.7985 0.8651 0.1459 0.1448 0.1453 0.4773 0.6013 0.5322 0.5142

2 GPT 4o
Single prompt+
Removed Ques-
tion

0.6991 0.8101 0.1438 0.0800 0.1028 0.4508 0.5775 0.5064 0.4731

3 GPT 4o CRA+Instr+tone
def 0.8126 0.8771 0.1852 0.1429 0.1613 0.5874 0.6342 0.6099 0.5494

4 GPT 4o CRA+ CoT 0.8292 0.8879 0.1896 0.1524 0.1690 0.5963 0.5942 0.5953 0.5507

5 GPT 4o CRA+ CoT+ tone
def 0.8387 0.8948 0.1809 0.1371 0.1560 0.5925 0.6005 0.5965 0.5491

6 Claude 3 CRA+Instr+tone
def 0.7963 0.8718 0.1168 0.0914 0.1026 0.6113 0.3847 0.4722 0.4822

7 o1-
preview

CRA+Instr+tone
def 0.8524 0.9061 0.1376 0.2724 0.1829 0.6580 0.8406 0.7382 0.6090

Table 2: Task A Results.

Team
Name C-MF1 C-WF1 S-P S-R S-F1 P-P P-R P-F1 Overall

yxyx 0.8697 0.9173 0.2205 0.2781 0.2460 0.6215 0.8029 0.7006 0.6213

MNLP 0.8524 0.9061 0.1376 0.2724 0.1829 0.6580 0.8406 0.7382 0.6090
AICOE 0.8656 0.9140 0.1765 0.2743 0.2148 0.6597 0.7159 0.6866 0.6052

YALENLP 0.8439 0.8902 0.1571 0.2857 0.2027 0.6372 0.8218 0.7178 0.6036

LTRC 0.9033 0.9239 0.1915 0.2229 0.2060 0.6774 0.6833 0.6803 0.6034

Table 3: Top 5 Team Results for Task A

5.1 Two-Stage Decision-Making Improves
Reliability

Incorporating a secondary Refiner model signifi-
cantly reduces classification uncertainty. In single-
pass systems, difficult or ambiguous snippets often
receive incorrect labels. The Refiner leverages ad-
ditional context (e.g., new examples, reason not
confident) to resolve ambiguities.

5.2 Role of Tone Definitions

Empirical evidence suggests that explicitly in-
cluding tone information—such as labeling
a snippet as ‘personal/narrative’ or ‘informa-
tive/educational’—guides the model to distinguish
subtle semantic differences between EXPERI-
ENCE and INFORMATION categories. This ad-
ditional guidance appears to yield more consistent
performance.

5.3 Impact of CoT

CoT prompts give the language model intermediate
reasoning steps, leading to more thorough snippet
analysis. While adding CoT marginally increases
computational cost, it provides a measurable boost
in precision, particularly for borderline cases where

multiple categories overlap. These findings align
with prior research on the benefits of explicitly
prompting large models to articulate their reason-
ing steps (Wei et al., 2022; OpenAI et al., 2024).

5.4 Model Comparison

As outlined in the Methodology section, three mod-
els (GPT-4o, Claude 3, and o1-preview) were eval-
uated under configurations tailored to multi-stage
classification in healthcare QA. Below, we high-
light the core empirical findings and discuss how
each model responded to different prompt designs.

5.4.1 Prompting Strategies and Performance
GPT-4o. GPT-4o’s best performance emerged
from a “CRA + CoT” setup, yielding an overall
score of 0.5507. Removing the explicit CoT steps
and instead relying on “Instruction + Tone Defini-
tion” resulted in only a marginal decrease (0.5494).
This near-parity suggests that GPT-4o effectively
processes step-by-step reasoning, even without di-
rect user guidance, provided instructions remain
sufficiently structured and detailed.

Claude 3. For consistency with o1-preview,
Claude 3 was primarily tested under “CRA + Tone
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Definition.” The model’s performance varied more
substantially than GPT-4o, likely reflecting Claude
3’s sensitivity to domain-specific nuances and ques-
tion complexity. Despite such fluctuations, Claude
3 did exhibit strong alignment with user instruc-
tions, consistent with its “Constitutional AI” train-
ing paradigm—and demonstrated robust compre-
hension in tasks demanding nuanced responses. Fu-
ture refinements or domain-specific tuning may fur-
ther enhance its stability.

o1-preview. Unlike GPT-4o, o1-preview inter-
nally implements COT reasoning and prohibits ex-
ternal user-directed CoT prompts. Consequently,
we restricted prompts to “CRA + Tone Definition”
for a fair comparison. Under these conditions, o1-
preview achieved the highest performance across
our evaluation metrics. Its internally generated rea-
soning appears mature enough to parse complex
instructions, enforce safety considerations, and in-
corporate tonal guidelines, without requiring ex-
plicit step-by-step instructions from the user.

5.4.2 Observations and Implications
Internal vs. User-Supplied CoT GPT-4o ben-
efits from explicit CoT prompts, whereas o1-
preview inherently manages its own CoT. The
near-equivalence of GPT-4o’s “CRA + CoT”
(0.5507) and “CRA + Instruction + Tone Defi-
nition” (0.5494) underscores that well-crafted in-
structions can closely approximate explicit CoT.
By contrast, o1-preview excels through its inter-
nalized reasoning approach, obviating the need for
user-provided CoT altogether. This design choice
can be seen as advantageous for developers seek-
ing a lower cognitive overhead when engineering
prompts, although it also reduces direct user con-
trol over the model’s reasoning process.

Tone Definition and Stylistic Constraints
“Tonal” or “stylistic” labels did not show signif-
icant improvement with GPT-4o. However, these
could be mitigated through additional fine-tuning
or domain adaptation.

Practical Considerations for Multi-stage Health-
care QA Real-world healthcare QA systems de-
mand predictable model behavior and ease of
prompt design. While GPT-4o may need user-
defined CoT to reach peak performance, o1-
preview’s autonomous internal reasoning stream-
lines the developer experience. Choices between
these models must weigh the trade-off between di-

rect CoT control (GPT-4o) and fully internalized
reasoning (o1-preview) against the complexity of
the tasks at hand.

In summary, GPT-4o demonstrated strong capa-
bility with user-supplied CoT prompts, whereas
o1-preview’s internally managed reasoning and re-
fined alignment led to consistently higher perfor-
mance without explicit CoT instructions. Claude
3, meanwhile, remained competitive but was more
sensitive to prompt variations. These findings un-
derscore the importance of prompt engineering,
built-in CoT, and alignment strategies in deploy-
ing LLMs for complex tasks such as multi-stage
classification in healthcare QA.

5.4.3 Potential Explanations for o1-preview’s
Superior Results

o1-preview’s top performance may stem from both
architectural refinements and advanced alignment
protocols. First, o1-preview likely benefits from
curated training data tailored to tasks requiring fine-
grained reasoning and tone management. Second,
improved alignment techniques (building on GPT-
4o’s foundation) may enhance the balance between
correctness, recall, and user-centric instructions.
Notably, o1-preview’s resilience to prompt alter-
ations, including variations such as “CRA + CoT
+ tone def,” suggests that it integrates complex in-
structions and stylistic requirements without sacri-
ficing coherence.

Taken together, the differing performances of
GPT-4o, Claude 3, and o1-preview highlight the
interplay between model architectures, alignment
strategies, and prompt design. While both GPT-
4o and Claude 3 demonstrate robust capabilities
under certain configurations, o1-preview’s refined
integration of reasoning and tone guidance appears
to yield superior classification outcomes.

5.5 Error Analysis

Although the two-stage classification approach
proved effective overall, a closer inspection of the
21 instances where the Refiner was triggered (out
of 1039 total snippets) offers valuable insights into
recurring error patterns and the advantages of itera-
tive refinement. Table 4 presents representative ex-
amples where the Classifier’s initial label differed
from the Refiner’s final judgment, along with cor-
responding reasoning (“thought”) from both stages.
Three principal themes emerged:
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Figure 2: Sankey diagram illustrating the flow of snip-
pet labels from the Classifier to the Refiner. Each node
represents a classification label, with left-side nodes
corresponding to the Classifier’s initial labels and right-
side nodes representing the Refiner’s final labels. The
thickness of each link is proportional to the number
of snippets that transitioned between categories. No-
tably, the Refiner frequently corrected INFORMATION
to SUGGESTION and reclassified certain QUESTION
and EXPERIENCE snippets, indicating that these cate-
gories were more prone to initial misclassification. This
visualization highlights the value of iterative refinement
in improving classification accuracy.

5.5.1 Reclassification of Short or Polite
Snippets

In multiple cases, polite expressions or brief well-
wishes (e.g., “Be well,” “good luck”) were initially
labeled as INFORMATION or left as Uncatego-
rized by the Classifier. The Refiner, however, rec-
ognized these statements as advisory or encourag-
ing in nature, as aligning with training set (e.g., I
hope that you keep on going, and that you realize
how important you are to our world.: SUGGES-
TION) thereby reassigning them to SUGGESTION.
This suggests the Classifier’s tendency to default
to INFORMATION when textual clues are mini-
mal, whereas the Refiner incorporates context (e.g.,
prior labeled examples) to identify the statement’s
tone and intent.

5.5.2 Distinguishing Rhetorical Questions
from Genuine Questions

Several snippets contained rhetorical or illustrative
“questions” (e.g., “Is it because of the antibiotics?”)
that the Classifier labeled as QUESTION. Upon re-
finement, these snippets were deemed INFORMA-
TION once the system determined they functioned
more as explanatory remarks rather than genuine
queries. This underscores the importance of dis-
course context in discerning the pragmatic function
of a statement.

5.5.3 Personal Commentary and Narrative
Content

Certain snippets expressing personal opinions or
narrative remarks were originally labeled as IN-
FORMATION or EXPERIENCE. The Refiner iden-
tified that these statements often warrant EXPE-
RIENCE, particularly when they reflect an in-
dividual’s personal viewpoint or emotive stance
rather than a factual claim. For instance, “What
a great question.” was recognized as more per-
sonal/relational than purely informational, leading
to reclassification from INFORMATION to EXPE-
RIENCE.

5.5.4 Implications for Multi-stage
Classification

These illustrative examples highlight how the Re-
finer adds a crucial layer of context-awareness,
correcting labels when the Classifier defaults to
INFORMATION or encounters snippets with am-
biguous linguistic cues. Notably, the number of
triggers (21) is small relative to the overall dataset
(N=1039), yet it plays a disproportionate role in
improving the accuracy of borderline or confusing
snippets.

5.5.5 Practical Outcomes
Practical outcomes of this CRA include:

• Reduced Misclassification: The second stage captures
subtle differences (e.g., well-wishes vs. factual state-
ments) that single-pass models often overlook.

• Context Utilization: By referencing the full user re-
sponse or previously labeled snippets, the Refiner more
accurately infers intent behind brevity, politeness, or
indirect language.

• Efficiency Consideration: Triggering the Refiner only
for ambiguous or contradictory Classifier outputs miti-
gates computational overhead compared to always run-
ning two stages.

In summary, this error analysis underscores that
ambiguous linguistic cues, limited context in short
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Classifier Result Refiner Result Error Case Examples

EXPERIENCE SUGGESTION
A snippet initially labeled EXPERIENCE was reclassified after the Refiner noted
its advisory content (“. . . a personal request aiming to persuade selection. . . ”),
fitting better in SUGGESTION.

INFORMATION SUGGESTION
The statement “Best of good luck from Italy” was interpreted as INFORMATION
until the Refiner interpreted it as a supportive or advisory comment, upgrading it
to SUGGESTION.

QUESTION INFORMATION
Rhetorical questions (e.g., “can you picture a fish out of the water?”) were
reframed as INFORMATION once the Refiner deduced they conveyed illustrative
content rather than genuinely seeking an answer.

UNCATEGORIZED SUGGESTION
Extremely short snippets like “Geez! How terrible for her!!! Good luck to her &
you.” lacked a Classifier label. ’good luck’ serves as a supportive and advisory
statement, the Refiner assigned it to SUGGESTION.

Table 4: Example cases of Refiner modifying the classification label.

snippets, and the pragmatic function of rhetorical
questions remain primary sources of error. How-
ever, iterative refinement significantly alleviates
these issues, resulting in higher fidelity categoriza-
tions. Future enhancements might include more
explicit discourse modeling or leveraging external
knowledge bases for context augmentation, partic-
ularly for healthcare-related queries, where subtle
nuances can have significant implications for the
quality of advice or information provided.

6 Conclusion

In this paper, we presented a CRA that ad-
dresses the intrinsic complexity of health-related
user-generated content by employing a two-stage
decision-making pipeline. Our experiments on
the PUMA dataset, curated for the PerAnsSumm
shared task (Task A: span extraction and perspec-
tive classification), underscored how iterative re-
finement, retrieval-augmented generation, and CoT
prompting collectively enhance classification con-
fidence and accuracy. Comparative analyses across
leading LLMs (GPT-4o, Claude 3, and o1-preview)
revealed that multi-stage approaches deliver more
robust handling of ambiguous or overlapping cat-
egories. While our findings highlight significant
gains in classification metrics such as macro-F1
and weighted-F1, improvements are likely possi-
ble with key future directions include model in-
terpretability enhancements, domain-specific fine-
tuning for nuanced medical conditions, and cross-
lingual adaptations that can scale to diverse user
populations. Furthermore, integrating external
medical knowledge bases or discourse-level con-
text could refine the Refiner’s decision bound-
aries, especially for borderline snippets that require
deeper inference. By unifying advanced prompting

techniques with context-driven refinement, the pro-
posed CRA framework can be extended to broader,
multi-turn QA and summarization tasks in health-
care, ultimately improving the reliability of au-
tomated systems designed to navigate the ever-
evolving landscape of health information exchange.

Limitations

Although our CRA significantly improves classifi-
cation accuracy for user-generated health content,
there are notable limitations that warrant attention.
First, the approach relies heavily on the availabil-
ity of high-quality labeled data in the training set.
If the training set lacks examples that closely re-
semble an ambiguous snippet, the Refiner may fail
to retrieve contextually relevant instances, leading
to suboptimal classification. Second, while the
inclusion of CoT prompting and tone definitions
enhances interpretability, it does not fully guar-
antee factual correctness, particularly critical in
healthcare scenarios. Our system is not designed to
validate medical claims or detect misinformation,
so erroneous or potentially harmful suggestions
could persist if they align with patterns seen in the
training data. Additionally, the current pipeline has
been tested on a single domain-specific dataset and
language, limiting its generalizability to other lan-
guages or more specialized medical domains. Fu-
ture research could explore cross-lingual implemen-
tations or adapt the method to incorporate external
medical knowledge bases for deeper validation. Fi-
nally, despite demonstrating improvements in com-
putational efficiency by triggering the Refiner only
when the Classifier is uncertain, the iterative nature
of our approach incurs additional inference time
for borderline cases, which might not be desirable
for large-scale, real-time applications.
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