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Preface

The impressive recent progress in generative Al has opened up new frontiers for complex tasks that can
be thought of as essentially human, including the production or interpretation of humor. For its part,
humor research in general has become a mature, interdisciplinary field, both in theoretical advances
across disciplines such as psychology, linguistics, and sociology, and in its breadth of purview and
empirical support. While much existing research raises the question of whether modern language models
can meaningfully contribute to theoretical linguistics, this First Workshop on Computational Humor
(CHum 2025) proposes a parallel inquiry: despite their primary focus on engineering objectives, should
these models be evaluated for their relevance to humor theory? Specifically, we set out to examine
whether they can effectively model humor in alignment with established theoretical frameworks. As
such, the workshop aims to foster further work on modeling the processes of humor with current methods
in computational linguistics and natural language processing, against the theoretical backdrop of humor
research and with reference to relevant corpora of textual, visual, and multimodal materials.

Being more dependent on context and inference than straightforward forms of communication, humor
poses particular challenges for probabilistic approaches. For these and other reasons, it has long served
as a special field of application for computational linguistics — understanding humor has often been
referred to as “Al complete” and as such considered to be a potential test case for Artificial General
Intelligence. Humor is approached presumably for this very reason whenever new paradigms arise in
NLP, which currently center around large language models (LLMs). However, the study of humor is
inherently multidisciplinary, and computational humor systems should therefore integrate insights from
multiple disciplines in order to perform effectively. With this in mind, the workshop’s keynotes bring
together researchers from theoretical linguistics, psychology, and computer science, all of whom have
expertise in humor theories. Among the questions raised in the keynotes are how elements of humor
theories can be incorporated into LLM-generated text, and whether LLMs can be used to test humor
theories.

Although we have chosen to name our event the “First” workshop for computational humor, we
must acknowledge the groundwork that has been laid by a number of previous gatherings. These
include the Twelfth Twente Workshop on Language Technology joint with the International Workshop
on Computational Humour (1996), the Twentieth Twente Workshop on Language Technology, titled
The April Fool’s Day Workshop On Computational Humour (2002), the 3rd International Workshop
on Computational Humor (2012), the 2012 AAAI Fall Symposium Acrtificial Intelligence of Humor
(2012), Dagstuhl Seminar 21362 on Structure and Learning (2021), and the annual panels on Humor
and Artificial Intelligence at the International Society of Humor Studies Conferences (2018—). These
meetings, sometimes limited to invited contributions, aimed to explore diverse goals, from assessing
how modeling humor could contribute to modeling intelligence, to the design of intelligent systems
capable of understanding the (theoretical) mechanisms of jokes and collaboratively contributing to their
generation. Like us, many of our invited speakers have participated in these previous meetings, making
them well positioned to provide insights into the progress and evolution of the field.

CHum 2025 received a total of 28 submissions, which is many more than we could accept for
presentation. In the end, we selected eleven papers that we felt most closely aligned with the workshop’s
interdisciplinary aims. Our selection includes work on advancing the state of the art is humor research
by applying current computational models and techniques, as well as more task-focused NLP papers that
apply techniques informed by existing humor research.

We would like to thank everyone who submitted a paper to the workshop, as well as the members of our
Program Committee for their timely and insightful reviews.

Christian F. Hempelmann, Julia Rayz, Tiansi Dong, and Tristan Miller January 2025
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Keynotes

How Many Stochastic Parrots Does it Take to Change a Lightbulb?
Salvatore Attardo, East Texas A&M University

Generally speaking the discussion of humor and Al has centered on questions such as “Does Al have a
sense of humor?” or “Does Al understand humor and/or chan it explain it?”” or “Can Al produce humor?”
More pragmatic projects tend to focus on recognition: “Can Al identify humor/irony/puns/satire?” I find
these questions interesting, but up to a point. First, the seem all tinged, more or less consciously, to
what we could call the “anthropomorphic Al ideology”: the belief that Als match/reflect/approximate
human intelligence and that humor is a folk-metric of performance, a sort of Humorous Turing test: if
Als understand/produce humor then they are truly “human” (for some senses of “be” and “human” to be
specified). The character of Data in Star Trek: The Next Generation is the standard bearer for this set of
beliefs. Second, the idea, to which I shamefully contributed, that humor is “Al complete” and hence if
an Al “masters” humor it should thereby be an AGI (Artificial General Intelligence). Third, the current
wave of LLMs are essentially black boxes and it is unclear to what extent a black box model counts as
an explanation. Having managed to alienate the entire audience of the gathering, I will then proceed to
argue that LLMs provide us with an excellent implementation of Trier’s (1931) lexical field theory and
more broadly of the semantic network postulated by Fillmore, Raskin, Eco and many others. As such
they make some aspects of theories of humor testable in a new empirical way.

Unlocking the Punchline: Navigating Humor Computation From Understanding to Generation
and Beyond
Liang Yang, Dalian University of Technology

Significant progress has been made in the field of humor computation, including recognition and
generation. Despite its promising developments, several challenges still remain in the era of LLMs.
In this talk, I will present our recent efforts to address some of them. (1) For understanding, I will
discuss the understanding mechanism of large models for humor. (2) For generation, I will introduce
how large models generate specific types of humor by integrating humor theory. (3) Finally, I will share
our future exploration directions, such evaluation of sense of humor.

The Psychology of Computational Humor
Willibald Ruch, University of Zurich

This keynote will highlight what computational humor needs from research into the psychology of
humor, what psychology can gain from requirements and results in computational humor, and where
this underappreciated multidisciplinary symbiosis has (not) gone and needs to develop.

Get With The Program! From Talking the Talk to Walking the Walk in Computational Humour
Tony Veale, University College Dublin

LLM-based agents such as ChatGPT exhibit an amiable if superficial wit, and show a skilled ear for
mimicry that lets them capture the cadences and attitudes of famous comics. Their auto-regressive
generation of continuations to a given prompt makes them especially adept at using the “yes, and ... ”
principle of improv comedy to wring laughs from silly premises. But jokes of the short and snappy
variety that are crafted to be retold in many different contexts require an LLM to do more than talk like
a comedian. The words and attitudes must be appropriate to a joke, and the text must actually work like
a joke too, with an effective logical mechanism that snaps shut on an audience like a mouse in a trap.
Although LLMs can do a surprisingly good job of analyzing and explaining jokes, they do a rather poor
job of turning this reactive appreciation into a proactive generative ability. In this talk I consider how we
might tackle this understanding vs. generating gap.
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