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Abstract

In this paper, we present our approach to the
BioLaySumm 2025 Shared Task on lay summa-
rization of biomedical research articles, which
was conducted as part of the BioNLP Work-
shop 2025. This marks the third edition of
the BioLaySumm Shared Task (Goldsack et al.,
2023, 2024; Xiao et al., 2025). The aim of
the task is to create lay summaries from scien-
tific articles to improve accessibility for a non-
expert audience. To this end, we applied pre-
processing techniques to clean and standardize
the input texts, and fine-tuned Qwen2.5 (Team,
2024; Team) and Qwen3-based language mod-
els (Yang et al., 2025; Team, 2025) for the
summarization task. For abstract-based fine-
tuning, we investigated whether we can insert
salient sentences from the main article into the
summary to enrich the input. We also curated
a dataset of child-friendly articles with corre-
sponding gold-standard summaries and used
large language models to rewrite them into
more complex scientific variants to augment
our training data with more examples.

1 Introduction

Interdisciplinary collaboration is a major challenge,
especially in the biomedical field, where the num-
ber of scientific publications is increasing rapidly
and the language used is often highly technical.
This complexity poses significant obstacles not
only for researchers from other disciplines, but also
for the general public, making it difficult to ac-
cess and understand new scientific findings. One
promising solution to this problem is the inclusion
of lay summaries in biomedical research articles.
These summaries serve as a bridge between special-
ized content and a broader audience, allowing stu-
dents, interdisciplinary researchers, and laypeople
to better understand and engage with biomedical
advances. The BioLaySumm 2025 Shared Task
aims to improve automated systems for generating
summaries of biomedical research articles. The

focus is on producing summaries that are factually
accurate, accessible to non-specialists and faith-
ful to the original scientific content, thus support-
ing the wider dissemination and understanding of
biomedical knowledge.

Previously, Bao et al. (2024) investigated simple
preprocessing techniques such as hard truncation
and text fragmentation and showed that large lan-
guage models can produce effective lay summaries
of biomedical texts even without complex pipelines.
Stefanou et al. (2024) developed a child-friendly
summarization method by fine-tuning biomedical
models to simplified summaries. They used special-
ized tokens and data augmentation to improve ac-
cessibility for younger readers, using training data
from the Science Journal for Kids (Science Jour-
nal for Kids, 2024). Modi and Karthikeyan (2024)
showed that minimal preprocessing of summaries
such as removing parenthetical content can signifi-
cantly improve LLM performance in lay biomed-
ical summarization. You et al. (2024) applied an
extract-then-summarize strategy and tuned GPT-
3.5 (OpenAl, 2023) on salient sentences to achieve
strong relevance and overall performance. These
studies show how different approaches, from ba-
sic cleanup to structured extraction, aim to make
biomedical lay summaries clearer and more acces-
sible.

2 Datasets

The task included two datasets, PLOS and eLife
(Goldsack et al. (2024) (Goldsack et al., 2022) (Luo
et al., 2022) ). PLOS is the largest dataset derived
from the Public Library of Science, comprising
24,773 training instances and 1,376 for validation,
while the eLife dataset was derived from the peer-
reviewed eLife journal and contains 4,346 instances
for training and 241 for validation. The test data
used for evaluation consisted of examples from
both sources and was kept hidden by the organizers.
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3 Methodology

We investigated the pre-processing of full texts,
the use of summaries and full articles for lay sum-
marization, the generation of synthetic data from
child-friendly texts with LLMs, and the extraction
of key phrases by clustering.

3.1 Preprocessing

Before fine-tuning, we evaluated the performance
of zero-shot and few-shot models using raw text
input. The models tested include DeepSeek-Qwen
(Lyu et al., 2025) and Qwen2.5 (Yang et al., 2024)
with either full articles or abstracts provided as
input. Building on the principles of PoA (Prepro-
cessing over Abstract) from Modi and Karthikeyan
(2024), we introduce a preprocessing step POWA
(Preprocessing over Whole Article) that improves
the performance in both zero-shot and few-shot
scenarios. PoWA involves removing all content
enclosed in square, round or curly brackets from
the input text including those in the training and
test sets.

As with many systems submitted in previous
years, our initial strategy focused on using only
the abstract as input text for the summary. How-
ever, due to the varying lengths of the abstracts,
we adopted a consistent approach by selecting the
first 10 sentences from each abstract. The sentence
boundaries were determined by splitting on peri-
ods, and applied uniformly to both the training and
validation sentences. Unless otherwise specified
(e.g. the condition “Full test” in Table 1), we only
used the first 10 sentences of each test instance dur-
ing the tests. This ensured comparability between
different models and configurations.

3.2 Reverse Data Augmentation

Following the approach of Stefanou et al. (2024),
we adopted a fine-tuning enhancement strategy that
incorporates external data. Specifically, we used
Frontiers for Young Minds(Frontiers for Young
Minds, 2024), a child-friendly branch of the Fron-
tiers journal series(Frontiers, 2024), which features
simplified scientific articles written for young au-
diences. We collected 373 articles from the "Hu-
man Health’ section using a web scraping script
built with the Selenium library (Selenium Project,
2025). Each article includes an abstract and spans
approximately 500-1000 words. Designed for read-
ers aged 8 to 12, these texts employ low FKGL
(Flesch-Kincaid Grade Level) language (Flesch,

1975), with accompanying abstracts that provide
even more simplified summaries. Each abstract was
treated as a golden summary, resulting in a data set
with two columns: Article and Summary. However,
since both the article texts and their summaries
were already simplified, the resulting pairs did not
reflect the input-output complexity of the task. To
address this gap, we used the DeepSeek-R1-Distill-
Qwen-32B model (DeepSeek-Al, 2024) to rewrite
the simplified articles in a more scientific tone,
following the method described by DeepSeek-Al
(2024). We used the following prompt: "Rewrite
the given text so that it is more scientific and suit-
able for publication." The generation was limited to
1024 tokens with a temperature of 0.01 and a repeti-
tion penalty of 1.2. As mentioned in DeepSeek-Al
(2024), DeepSeek models often produce internal
thoughts before generating the final output. To
address this, we extract the content following the
</think> tag, along with minimal pre- and post-
processing to format the results.

The gold summaries from Frontiers for Young
Minds typically had FKGL scores between 8 and
10 (Flesch, 1975), and were notably shorter than
the summaries found in the eLife and PLOS train-
ing sets (Task, 2025a,b). To address this length and
complexity mismatch, we incorporated a curricu-
lum learning strategy (Bengio et al., 2009), which
is discussed further in Section 4.4 on model fine-
tuning.

3.3 Injecting Salient Sentences

Using only the abstract to summarize an entire
article was found to be insufficient. To improve
this and build on strategies observed in our earlier
literature review, we appended key sentences from
the full text to the end of each abstract. To process
sentences beyond the initial 10 in each article, we
developed a function that encodes these sentences
using the all-MiniLM-L6-v2 model (Wang et al.,
2020), which is accessible via the Hugging Face
repository (Reimers and Gurevych, 2021).

We trained a K-Means clustering model with
k = 3 on encoded sentence representations to iden-
tify the salient content (Lloyd, 1982). A sentence
closest to each centroid was selected, resulting in
three sentences in total, which were then appended
to the end of the article’s abstract. Transformers
and Scikit-learn libraries were used for this phase
(Wolf et al., 2020; Pedregosa et al., 2011).
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3.4 Model Fine-tuning

First, fine-tuning was performed only on the ab-
stract and lay summary pairs using the Qwen?2.5:
1.5B and Qwen2.5: 3B3B models (Team, 2024;
Team), prompted with a very short instruction:
"Summarize the following:" The Qwen2.5 models
were fine-tuned using low-rank adaptation (LoRA)
(Hu et al., 2021).

For Qwen3 models (Yang et al., 2025; Team,
2025), we applied LoRA for parameter-efficient
fine-tuning, using a rank of 8, a scaling factor of
16, and a dropout rate of 0.05. Adaptation was
limited to the q_proj and v_proj attention layers,
without any bias terms, under a causal language
modeling setup (Hu et al., 2021; Dettmers et al.,
2023).

After preprocessing steps such as trimming,
salient sentence injection, curriculum learning, and
adding Frontiers for Young Minds articles, the data
was converted into ChatML format (OpenAl, 2023)
and used for fine-tuning.

Training hyperparameters were slightly adjusted
based on the dataset. For eLife, we fine-tuned the
model for 3 epochs with a learning rate of 1 x 10~*
and 6 gradient accumulation steps. For PLOS, we
used 2 epochs, a higher learning rate of 1.5 x 1074,
and 8 accumulation steps. For other datasets, we
set the learning rate to 1.25 x 10™4, trained for 2
epochs, and used 7 accumulation steps. These val-
ues were chosen after a few initial trials to balance
training time and performance. All models were
trained with a per-device batch size of 2 and FP16
precision using Hugging Face Transformers and
PEFT libraries (Wolf et al., 2020; Dettmers et al.,
2023).

We applied curriculum learning (Bengio et al.,
2009), which is presented in Table 1 with "Aug" la-
bel, in which 373 articles from Frontiers for Young
Minds were placed at the beginning of the train-
ing dataset (Frontiers for Young Minds, 2024),as
explained in Section 3.2. The remaining articles
were then sorted by word count in ascending or-
der, resulting in a training sequence that gradually
progressed from simpler to more complex texts.
In the Salient Sentence Injection strategy (see Sec-
tion 3.3), the three most important sentences follow-
ing the abstract were added to it, and fine-tuning
was done on this updated version of the dataset.
The part marked as Full Text in Table 1 refers to
the evaluation of the two 142-entry test sets with-
out any trimming, prior to fine-tuning. The ex-
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periment labeled as “Post Processing” in the same
table refers to the action taken after fine-tuning, as
described in Section 3.5.

3.5 Post-processing for Readability

To slightly reduce the FKGL (Flesch, 1975)
score of the summaries generated by the fine-
tuned LLMs, a post-processing step was ap-
plied. Using the DeepSeek-R1-Distill-Qwen-32B
model (DeepSeek-Al, 2024) in a zero-shot setting,
we prompted it with: “Reduce the FKGL score of
the text. Simplify while preserving the scientific
content” DeepSeek-Al (2024). As in Section 3.2,
post-processing was also applied to the outputs
of the DeepSeek model (DeepSeek-Al, 2024). In
most experiments, additional steps and alternative
prompts were needed due to the model frequently
disrupting the structure of the article.

4 Experimental Setup

The training was performed on an NVIDIA A100
GPU (Corporation, 2020) provided by Google Co-
laboratory (Bisong, 2019). Several automatic met-
rics to measure relevance were used for evalua-
tion, with a focus on comparing system output with
human-written references. ROUGE (Lin, 2004)
evaluates recall by measuring the overlap of n-
grams between the generated text and the reference
text. BLEU (Papineni et al., 2002) focuses on the
precision of the n-grams and applies a penalty for
brevity to prevent overly short outputs. METEOR
(Banerjee and Lavie, 2005) considers synonym
matching, stemming and word order, balances pre-
cision and recall, and penalizes disjointed output.
BERTScore (Zhang et al., 2020) captures seman-
tic similarity by calculating cosine similarity be-
tween contextualized token embeddings from mod-
els such as BERT (Devlin et al., 2019), enabling a
deeper evaluation of meaning beyond surface-level

overlaps.
The Flesch-Kincaid Grade Level
(FKGL)(Flesch, 1975) assesses the reading

difficulty of a text based on sentence length and
word syllables and provides a score that corre-
sponds to US school levels. The Coleman-Liau
Index (CLI)(Coleman and Liau, 1975) provides a
similar assessment of readability, but is based on
the number of characters rather than the number of
syllables, making it more suitable for automatic
processing of digital texts. The D-Level Sentence
Complexity Rating Scheme (DCRS)(Rambow



Model ROUGE BLEU METEOR BERTScore FKGL DCRS CLI LENS AlignScore SummaC
Qwen3:4B Trim + Aug + SSI + PostP 0.3061  5.3966 0.2555 0.8537 16.7644 11.2446 16.0117 60.0364 0.7837 0.6858
Qwen3:4B Trim + Aug + SSI + Full Test ~ 0.2576  4.2385 0.3296 0.8493 15.0595 10.0385 15.5170 22.2383 0.9025 0.9369
Qwen3:4B Trim + Aug + SSI 0.3261  6.6388 0.2910 0.8560 16.3742  11.0955 16.9846 34.2622 0.8748 0.9195
Qwen3:4B Trim + Aug 0.3279  6.7490 0.2928 0.8560 16.3242  11.0915 16.9893 34.0978 0.8679 0.9203
Qwen3:4B Trim 0.3300  6.9466 0.2903 0.8567 16.4528 11.2157 17.0054 34.8577 0.8807 0.9203
Qwen2.5:3B Trim 0.3127  6.2905 0.3036 0.8486 147591  9.8484 154835 23.1406 0.7937 0.9172
Qwen2.5:1.5B Trim 0.3108  6.2470 0.3014 0.8484 14.8767 9.7678  15.6298 23.1043 0.8047 0.9170

Table 1: Evaluation metrics of Qwen models on various configurations. Trim: Trimming top 10 sentences of the
article, Aug: Reverse data augmentation using Frontiers for Young Minds, SSI: Salient Sentence Injection, PostP:
Postprocessing for lower FKGL using DeepSeek, Full Test: Full test set in the inference without trimming

et al.,, 2004) assesses grammatical complexity
by analyzing syntactic features such as sentence
structure and part-of-speech patterns.  More
recently, LENS(Tan et al., 2023) uses a compre-
hensive language model to estimate how difficult a
passage is to understand, providing a neural-based
alternative to traditional readability metrics.

To assess factuality, AlignScore (Jia et al., 2022)
was used to determine whether the generated sum-
mary remains faithful to the content of the source.
It applies a Natural Language Inference (NLI)
model (Bowman et al., 2015) to assess whether
each sentence in the summary is implied by the
source text. Similarly, SummaC (Laban et al.,
2022) checks the factual consistency between the
summary and the source by applying sentence-level
entailment models to ensure logical consistency.

5 Results

The Qwen2.5-1.5B and 3B (Team, 2024; Team)
models were fine-tuned with LoRA, reducing the
training and validation sentences to their first 10
sentences. They were then tested with zero shot
on similarly trimmed test sets, and the results were
surprising. After the experiments, the lowest FKGL
values were observed for the two Qwen2.5 models.

The Qwen3-4B model (Yang et al., 2025; Team,
2025) was fine-tuned with LoRA, reducing the
training and validation sentences to their first 10
sentences. The highest ROUGE score was ob-
served in the scenario where only the test set was
trimmed, with no data augmentation, injection of
salient sentences, post-processing, or use of the full
test data (labeled *Qwen3: 4B Trim’ in Table 1).
With augmentation, the FKGL score decreased
slightly and the METEOR score increased slightly,
but ROUGE, BLEU, BERTScore and AlignScore
all decreased in the Qwen3:4B Trim + Aug set-
ting. With the addition of Salient Sentence Injec-
tion (SSI), most relevance scores decreased and
AlignScore increased slightly, which is shown in

Table 1 as Qwen3:4B Trim + Aug + SSI.

In the Qwen3:4B Trim + Aug + SSI + Full
Test experiment, the test set without trimming was
used. As a result, ROUGE and BLEU scores de-
creased significantly, while METEOR, AlignScore
and SummaC were higher than in all other exper-
iments. The FKGL, CLI and LENS scores also
decreased, suggesting that higher factuality could
be achieved in this setting.

In our comparative analysis of the different tech-
niques, we found that data augmentation consis-
tently improves readability, but leads to a decrease
in relevance and factuality. Salient Sentence Injec-
tion led to a decrease in all three evaluation criteria.
Full fine-tuning also decreased performance in rele-
vance and readability, but scored highest in factual-
ity. Post-processing with external LLMs performed
worst overall, scoring lowest in all experiments.

6 Conclusion

In this paper, we present our participation in the
BioLaySumm 2025. Our results show that the per-
formance of the Qwen 1.5B model with low param-
eters was particularly promising and shows that
even smaller models can be competitive if they
have sufficient input data and the hyperparameters
are set appropriately. With additional input data
and further optimization, this model has the poten-
tial to outperform larger counterparts, especially
in terms of readability. In particular, the use of
untrimmed test data significantly improved factu-
ality, on the other hand it led to a decrease in core
relevance scores. This suggests that an interme-
diate strategy (e.g. using a higher value for the
first sentences instead of first 10 sentences) might
provide a better balance between factuality and
relevance. Although techniques such as salient
sentence injection, reverse data augmentation, and
postprocessing with auxiliary LLMs did not yield
the expected gains, they remain promising for fu-
ture exploration.
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