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Abstract

In response to the ArchEHR-QA 2025 shared
task, we present an efficient approach to pa-
tient question answering using small, pre-
trained models that are widely available to the
research community. Our method employs
multi-prompt ensembling with models such as
Gemma and Mistral, generating binary rele-
vance judgments for clinical evidence extracted
from electronic health records (EHRs). We
use two distinct prompts (A and B) to assess
the relevance of paragraphs to a patient’s ques-
tion and aggregate the model outputs via a ma-
jority vote ensemble. The relevant passages
are then summarized using a third prompt (C)
with Gemma. By leveraging off-the-shelf mod-
els and consumer-grade hardware (1x RTX
5090), we demonstrate that it is possible to im-
prove performance without relying on resource-
intensive fine-tuning or training. Additionally,
we explore the impact of Chain-of-Thought
(CoT) prompting and compare the performance
of specialized versus general-purpose models,
showing that significant improvements can be
achieved through effective use of existing mod-
els.

1 Introduction

Responding to patient inquiries via patient por-
tals is a major contributor to clinician workload,
and automating this process using electronic health
records (EHRs) could significantly reduce that bur-
den. The ArchEHR-QA shared task (Soni and
Demner-Fushman, 2025b) challenges participants
to generate answers grounded in clinical evidence
extracted from EHRs, requiring both accurate rele-
vance detection and effective summarization. Sub-
missions are evaluated on Factuality (how well an-
swers cite annotated evidence sentences) and Rel-
evance (how well they align with gold-standard
“essential’ notes) using metrics such as Citation F1,
BLEU, ROUGE, SARI, BERTScore, AlignScore,
and MEDCON. The final score averages strict Fac-
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tuality and aggregated Relevance metrics. Baseline
scores on Codabench were generated using LLaMA
3.370B in a zero-shot setting, prompted to produce
citation-containing answers; invalid responses (e.g.,
overly long or missing citations) were regenerated
up to five times.

We address this challenge by breaking the task
into two main subtasks: paragraph relevance classi-
fication and summarization. First, we classify the
relevance of clinical paragraphs to the patient’s
question using a multi-model approach. Then,
we generate a summary of the most relevant para-
graphs to answer the query. Our method employs
two pre-trained models, Gemma 3 27B (Gemma
Team, 2025) and Mistral 3.1 Small 24B (Mistral
Al, 2025b), to assess relevance and summarize the
relevant passages. We experimented with a vari-
ety of models and prompting strategies, including
Chain-of-Thought (CoT), and explored different
configurations of the majority vote ensemble to
optimize model performance.

A key aspect of our approach is the use of off-
the-shelf models and consumer-grade hardware (1x
RTX 5090), avoiding the need for fine-tuning or
training from scratch. By focusing on smaller,
more accessible models, we show that strong per-
formance can be achieved with minimal computa-
tional overhead. Our experiments further demon-
strate that carefully designed prompt engineering
and ensemble methods can enhance performance
effectively, making the approach both practical and
scalable. While larger models may yield further
gains in real-world deployments, our work high-
lights the untapped potential of lightweight setups
for clinical question answering.

2 Related Work

Prompt-based methods have shown that LLMs
can achieve strong performance across diverse
tasks without fine-tuning. Techniques such as CoT
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prompting improve performance on a range of tasks
(Wei et al., 2022; Kojima et al., 2022). Further
strategies like self-consistency decoding improve
CoT outputs by aggregating multiple reasoning
paths (Wang et al., 2023, 2024). Prompt ensem-
bling, using diverse prompts with majority voting,
has been shown to improve reliability (Yang et al.,
2023), and further analysis on compound systems
has been made (Chen et al., 2024).

In the medical domain, recent studies show that
general purpose LLMs can be competitive with spe-
cialized models when guided by carefully designed
prompts (Nachane et al., 2024; Russe et al., 2024;
Sivarajkumar et al., 2024).

Our system builds on this line of work by using
a multi-prompt ensemble strategy with Gemma 3
(27B) and Mistral 3.1 Small (24B), relying solely
on prompt engineering and avoiding fine-tuning.

3 Method

3.1 Paragraph Relevance Assessment

Each instance from the dataset (Soni and Demner-
Fushman, 2025a) provides a clinical note both as
continuous text and as a list of indexed paragraphs,
which must be cited in the final answer; in our ex-
periments, we use only the paragraph-indexed for-
mat. Additionally, each instance includes a patient-
authored question and a corresponding clinician-
formulated question. We found that using the pa-
tient question for paragraph relevance classifica-
tion introduces more false positives, so we rely
exclusively on the clinician question, a refined and
focused version of the original, for relevance assess-
ment. The patient question is instead used during
the summarization subtask to better reflect natural
inquiry phrasing.

3.1.1 Individual Model Performance

We first prompted models to classify the relevance
of the entire list of paragraphs in a single pass.
While their explanations were often coherent, the
final outputs frequently included incorrect indices
or mismatched list lengths that didn’t align with
their own reasoning. To address this, we reformu-
lated the task as a binary classification problem: the
model is given the full list and asked whether a spe-
cific paragraph (identified by index) is relevant to
the clinician’s question. This approach significantly
improved both consistency and interpretability.
Prompt selection followed two strategies: (1)
manual trial-and-error and (2) suggestions from
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Gemini 2.5 Pro, chosen for its availability via
Google Al Studio and generous usage limits that
enabled extensive testing. Table 5 highlights some
of our strongest prompt engineering results. Along-
side prompt design, we also varied sampling tem-
perature (ranging from 0.1 to 1.0) based on guid-
ance from model developers and the open-source
community (DeepSeek Al, 2024; Unsloth Team,
2025; Mistral Al 2025a).

Model Quantization Overall Factuality Prompt Used

gemma3-27b-it Q6 56.04 A
mistral-small-3.1-24b Q8 54.08 A
gemma3-12b-it Q8 52.03 C
gemma2-9b-it Q8 52.00 D
phi4 Q8 51.08 D
phi4-ol il Q6_K 50.00 A
deepseek-llama-8b Fl16 44.44 D
phi4-QwQ Q8 40.89 D
phi4-mini-it Q8 40.26 A
deepseek-qwen-32b Q6_K 30.24 D
all-relevant* - 48.76 -
baseline (LLaMA 3.3 70B) - 43.10 -

Table 1: Best overall factuality scores on the dev
dataset. Prompt labels (A-D) refer to variants described
in the Appendix A. The all-relevant baseline assumes all
paragraphs are relevant. A list of more detailed scores
is available in Appendix C.

The variation in temperature settings may affect
the reproducibility of certain scores. To address
this, in subsequent experiments we fix the temper-
ature at 0.1, a value that provides stable and re-
producible outputs while maintaining performance
comparable to the best results observed.

We did not observe significant performance
gains from models fine-tuned on medical data
(WhyHow.AI Team, 2024; mradermacher, 2025a,
2024a), with most yielding only marginal
improvements over the baseline (Table 2).
Additional experiments with models such as
OpenBiolLLM-L1ama3-70B (i1-IQ3_XXS) (mra-
dermacher, 2024b), Med-Chatbot-R1-Qwen-7B
(F16) (mradermacher, 2025¢), and
ClinicalGPT-R1-Qwen-7B-EN-preview (F16)
(mradermacher, 2025b) were similarly unpromis-
ing. These models often failed to follow the
required Yes/No output format, even without
chain-of-thought prompting, making rule-based
evaluation via regex unreliable. While output
post-processing with another LLM is a possible
workaround, we deemed it unnecessarily complex
for the scope of this task.

3.1.2 Impact of Chain-of-Thought Prompting
We observe that chain-of-thought (CoT) prompting
generally improves performance, as shown in Ta-
ble 3. However, its effectiveness varies depending



Model Quantization Overall Factuality

PatientSeek Q4_K_M 45.48
BioMistral-MedMNX F16 42.96
DeepSeek-R1-Distill-Llama-8B-Medical-Expert F16 44.39

Table 2: Overall factuality scores on the dev dataset for
a few medical finetuned models using prompt A.

on the model. In our implementation, we intro-
duce CoT reasoning using the following instruc-
tion: "Create a chain of thought to determine if the
paragraph is relevant to answering the question.
Put your reasoning between <think> and </think>
tags."

While larger models such as
gemma3-27b-it (Gemma Team, 2025) and
mistral-small-3.1-24b (Mistral AI, 2025b)
benefit significantly from CoT prompting, smaller
models, particularly those in the phi family
(Abdin et al., 2024; LM Studio Community, 2025),
sometimes fail to complete the task reliably. In
many cases, these models generate only reasoning
text within the ‘<think>‘ tags without producing
a final answer. We observed similar behavior
in other small variants of LLaMA and Mistral,
suggesting that limited context handling or weaker
instruction-following may hinder CoT execution
in compact models. To maintain consistency in
automatic evaluation, if a model output could not
be parsed using regular expressions to extract a
valid binary answer, we defaulted to treating the
paragraph as not relevant.

Model Quantization No CoT CoT
gemma3-27b-it Q6 4548  48.67
mistral-small-3.1-24b Q8 41.05  52.22
phi4 Q8 51.08 5132
phi4-mini-it Q8 2949  38.69

Table 3: Comparison of factuality scores on the dev
dataset with (prompt A) and without (prompt D) chain-
of-thought (CoT) prompting.

3.1.3 Ensembling Model Performance

To improve robustness, we ensemble predictions
using simple majority voting, selecting the most
frequent Yes/No label per paragraph. To balance
performance and efficiency, we limit ensembles to
three models and treat different prompt configura-
tions for the same model as distinct components.
We explored various model-prompt combinations
(Appendix B), with our best-performing ensemble
shown in Figure 1. While overall factuality scores
are useful, we prioritized confusion matrices when
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selecting ensembles, as they better reveal false pos-
itive and false negative trade-offs.

gemma3-27b-it Q6 (Prompt A) mistral-small-3.1 Q8 (Prompt A)

64

175

94 2 199 40

150

Yes
Predicted

mistral-small-3.1 Q8 (Prompt B) Ensemble

91

89 65

No Yes
Predicted

Figure 1: Confusion matrices for the best-performing
ensemble and its constituent models.

3.2 Summarization

The summarization subtask requires (1) generat-
ing a coherent, concise answer from selected para-
graphs and (2) citing the source paragraph(s) for
each sentence. Instead of decoupling these, we
adopt a unified approach where the model gener-
ates citations inline, avoiding the need for external
alignment.

In our experiments, Gemma (Gemma Team, 2025)
and Mistral (Mistral Al, 2025b) were the most re-
liable at handling complex summarization prompts.
Gemma stood out for its consistent adherence to the
required format, or outputs that were easily cor-
rected via postprocessing, making it our primary
choice. Using the same models for both relevance
classification and summarization also helped maxi-
mize GPU parallelism on our RTX 5090 by reduc-
ing the number of concurrently loaded models.

We tested Mistral (Mistral Al, 2025b) as a cor-
rection layer for Gemma’s (Gemma Team, 2025)
outputs, but observed only a minor readability im-
provement (+0.02), with inconsistent results. More-
over, Mistral frequently exceeded the 75-word
constraint and resisted shortening even in multi-
turn settings.

A consistent challenge for Gemma (Gemma Team,
2025) was maintaining citation coverage under
tight length limits. To comply, it sometimes
dropped relevant content, typically omitting one
relevant paragraph for every 3-5 irrelevant ones
removed.



To better enforce the 75-word limit, we imple-
mented a multi-turn prompting strategy: after an
initial response (often 80+ words), we re-prompted
with explicit instructions to shorten. Curiously, in-
stead of trimming toward the limit, the model often
produced much shorter summaries (typically 40-50
words), indicating that it is capable of brevity but
defaults to verbosity unless guided. We allowed up
to three retries, though this cap was never reached
in evaluation.

When relevance classification yielded fewer than
three paragraphs, we used the full paragraph set to
ensure sufficient context.

To evaluate the impact of relevance filtering,
we conducted an ablation study using the best-
performing summarization prompt. Summaries
generated from the full paragraph set scored 45.6,
while those using only the filtered paragraphs
reached 48.1, confirming that relevance assessment
contributes positively to final summarization qual-

ity.
3.3 Postprocessing

Instead of enforcing strict formatting in the prompt,
we correct inconsistencies through regex-based
postprocessing. Gemma (Gemma Team, 2025),
for instance, often misplaces citations, adds extra
spaces, or cites the question itself. To let the model
focus on content, we fix these issues afterward by
grouping adjacent citation markers, removing inter-
nal whitespace, and relocating misplaced citations
to sentence ends. This lightweight pipeline im-
proves formatting while preserving the summary’s
meaning.

3.4 Final Scores

Method Dev Test
Factuality Relevance | Factuality Relevance

our approach 60.4 35.8 53.8 327

baseline 43.1 28.7 33.6 27.8

Table 4: Scores overview on both the dev and test
datasets.

Our approach substantially improves both factu-
ality and relevance over the baseline (Table 4). On
the test set, we observe a +20.2 Factuality and +4.9
Relevance gain, demonstrating the robustness and
generalization of our method beyond the dev set.
The code used to generate the test submission can
be found on GitHub. !

ITest Submission Generation Source Code.
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3.5 Error Analysis

We identified eight sentences misclassified by all
models, revealing unanimous relevance assessment
failures, six false positives, where irrelevant content
was marked as relevant, and two false negatives,
where relevant sentences were wrongly dismissed.

In the false-negative cases, models typically
judged that the sentences lacked a clear link to
the question or were too general. For example, in
Case 6 (“Why did they find out later that he had
fungal pneumonia?”’), the statement “Initially in
the 160s, but has improved with fluids” was dis-
missed for lacking an explicit connection. In Case
16 (“Could her back pain and dizziness be concern-
ing for a stroke?”), the suggestion ““You can take
the oxycodone for a short time and follow up with
Dr. ___” was seen as generic advice rather than a
direct answer.

Conversely, the six false-positive cases involved
irrelevant sentences incorrectly identified as rele-
vant. These errors often stemmed from chain-of-
thought reasoning, in which the models associated
the current sentence with earlier contextual infor-
mation. The presence of medical terminology or
explanatory language appeared to bias the models
toward overestimating relevance. These findings
suggest that the models may overly rely on surface-
level cues such as technical vocabulary or narrative
structure when determining relevance.

4 Conclusion

Our contribution to the ArchEHR-QA 2025 shared
task presents a resource-efficient approach to clin-
ical question answering from EHR data, show-
ing that strong performance is achievable with-
out fine-tuning or specialized hardware. Using
multi-prompt ensembling across pre-trained mod-
els like Gemma and Mistral on consumer-grade
GPUs, we improved the robustness and accuracy of
paragraph relevance identification over individual
models. Our modular two-stage pipeline (filtering
relevant evidence before summarization) proved
effective, with relevance assessment clearly im-
proving final answer quality. The approach relies
on careful prompt engineering, combining Chain-
of-Thought reasoning and majority vote aggrega-
tion. While there is still room for improvement,
our results demonstrate the promise of prompt-
based methods with accessible LLMs as a scalable,
cost-effective solution for clinical QA, especially
in resource-limited settings.


https://github.com/DragosGhinea/UNIBUC-SD-at-BioNLP-ArchEHR-QA-2025

Limitations

While our approach demonstrates promising re-
sults, several limitations should be acknowledged.

Firstly, our study primarily focused on relatively
small, accessible models (up to 27B parameters)
due to our emphasis on resource efficiency and
consumer-grade hardware (1x RTX 5090). Al-
though we show strong performance is achievable
under these constraints, it is likely that larger, state-
of-the-art models could yield further improvements,
albeit at significantly higher computational cost.
The use of quantized models, necessary for fitting
them onto our hardware, might also introduce a
minor performance degradation compared to full-
precision versions.

Secondly, the performance of our system relies
heavily on prompt engineering. While effective,
identifying optimal prompts required considerable
experimentation (manual trial-and-error and as-
sistance from Gemini 2.5 Pro). The sensitivity
to prompt wording means that adapting the sys-
tem to different QA formats or clinical contexts
might require further prompt tuning. Additionally,
Chain-of-Thought prompting, while beneficial for
the larger models tested, proved less reliable for
smaller models, indicating limitations in their rea-
soning capabilities or instruction following.

Thirdly, the evaluation was conducted on the
specific dataset provided for the ArchEHR-QA
2025 task. The generalization performance of our
prompts and ensemble strategy on different EHR
datasets or in real-world clinical deployment re-
mains to be validated.

Fourthly, while our summarization component
using Gemma generally adhered to formatting
requirements, it sometimes struggled with strict
length constraints and citation completeness on the
first pass, necessitating multi-turn prompting and
postprocessing steps. This indicates potential brit-
tleness in complex instruction following for the
summarization task.

Finally, our internal development and optimiza-
tion efforts disproportionately focused on maxi-
mizing the automatic factuality score. While en-
suring factual grounding is critical, this narrow
focus meant that other important automatic met-
rics provided by the shared task (BLEU, ROUGE,
BERTScore, AlginScore, MEDCON), received
comparatively less attention during model and
prompt selection. Consequently, the system’s per-
formance across these diverse dimensions of qual-
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ity may be underdeveloped relative to its factuality
performance. Furthermore, a complete assessment
of the system’s clinical utility, relevance, and over-
all correctness ultimately requires evaluation by
domain experts in a practical setting.
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A Prompts

This section outlines the prompt structure used dur-
ing our experiments. All prompts follow the Ope-
nAl API format, with each prompt represented as

a list of message objects.

For paragraph relevance assessment, we typi-
cally separate the main instruction, the question,
and the list of paragraphs into distinct message
objects, as shown below.

messages = [

{

"role": "user”,

"content”: f"{prompt}”
}’
{

"role": "user”,

"content”: f"Question: {q}"
}'
{

"role": "user”,

"content”: f"List of paragraphs: {1}"
}

The prompt variable is the component we vary
most frequently across experiments. The q and
1 variables consistently represent the clinician-
derived question and the list of paragraphs, respec-
tively. Each paragraph in the list is formatted as:
#{i} - "{s3}", where i is the paragraph ID and s
is the paragraph content.

For summarization, we use a single message
object with the role "user”, applying a prompt,
referred to as Prompt Z, crafted through a combi-
nation of manual trial and error and refinements
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suggested by Gemini 2.5 Pro. The variables en-
closed in curly braces within Prompt Z are sub-
stituted with their respective values, as done for
the paragraph relevance assessment prompts. The
full content of Prompt Z is included in the list of
prompts below.

A.1 Prompt A

This prompt was selected after several manual iter-
ations, relying on intuitively designed instructions.

You will receive a clinical question inter-
preted from a patient’s question and a list of
paragraphs extracted from a clinical note.

The questions are asked through the patient
portal by patients.

Create a chain of thought to determine if
the paragraph is relevant to answering the question.
Put your reasoning between <think> and </think>
tags.

Is the paragraph number %paragraph-number%
(indexed from O0) relevant to answering the
question?

The paragraph does not need to give a full answer,
but should be relevant in formulating the answer.
Give a Yes or No answer.

A.2 PromptB

This prompt uses a different message structure
than the one previously described and can be
found in the GitHub source code. It was generated
by Gemini 2.5 Pro when asked to refine an
arbitrary prompt (e.g., Prompt A) with the goal of
maximizing performance.

*Role:** You are an expert clinical information
analyst specializing in evaluating text relevance
using Mistral models.

**Context:** You will be provided with a
clinical question (derived from a patient’s query
via a patient portal) and a list of numbered
paragraphs extracted from a clinical note.

**Goal:** Determine if a *specific* para-
graph from the list is relevant to answering the
provided clinical question.

**Definition of Relevance:** A paragraph
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is relevant if it contains information that helps
answer, contributes to answering, or is directly
related to the topic of the question. It does *not*
need to provide the complete answer on its own.

**Task Instructions:**

1. You will receive the Clinical Question and the
full List of Paragraphs first.

2. Then, you will be asked to evaluate a *specific*
paragraph, identified by its number (0-indexed).

3. Focus your analysis *exclusively* on the
content of the specified paragraph number. Do not
base your relevance decision on other paragraphs
in the list.

4. Generate a step-by-step Chain of Thought (CoT)
reasoning process to justify your decision. Clearly
explain *why* the specified paragraph is or is
not relevant based on the question’s topic and the
paragraph’s content.

5. Enclose your entire Chain of Thought reasoning
securely within ‘<think>‘ and ‘</think>* tags.

6. Immediately following the closing ‘</think>*
tag, provide your final answer as *only* "Yes" or
"No".

**Qutput Format:**

<think>

[Your detailed step-by-step reasoning comparing
the specific paragraph’s content to the question’s
requirements, focusing only on the specified
paragraph.]

</think>

[Yes or No]

A.3 Prompt C

Same as Prompt A but we don’t specify the source
of the questions.

You will receive a clinical question inter-
preted from a patient’s question and a list of
paragraphs extracted from a clinical note.

Create a chain of thought simulating a doc-
tor’s (that needs to provide a response) thinking to
determine if the paragraph is relevant to answering
the question.

Put your reasoning between <think> and </think>
tags.

Is the paragraph number %sentence-number%
(indexed from 0) relevant to answering the



question?

The paragraph does not need to give a full answer,
but should be relevant in formulating the answer.
Give a Yes or No answer.

A4 PromptD
Same as Prompt A, but without chain of thought.

You will receive a clinical question inter-
preted from a patient’s question and a list of
paragraphs extracted from a clinical note.

The questions are asked through the patient
portal by patients.

Is the paragraph number %paragraph-number%
(indexed from O0) relevant to answering the
question?

The paragraph does not need to give a full answer,
but should be relevant in formulating the answer.
Give a Yes or No answer.

A.5 Prompt E

Another recommendation from Gemini 2.5 Pro.

*Role:** You are an expert clinical information
analyst. Your purpose is to evaluate the relevance
of clinical note paragraphs to patient questions.

**Context:** You will receive:

1. A **Clinical Question** from a patient.

2. A **¥List of Paragraphs** (0-indexed) from a
clinical note.

3. A specific **Paragraph Number** to evaluate.

**Goal:** Determine if the *specified para-
graph* (identified by its number) is relevant for
answering the Clinical Question.

**Definition of Relevance:**

* A paragraph is relevant if its content *directly
addresses, contributes to answering, or is topically
related* to the Clinical Question.

* When evaluating the specified paragraph,
consider its *intrinsic content* primarily.

* Also, consider its *contextual value*: Does it
provide essential background for another relevant
paragraph? Is it the *most* relevant piece of
information available, even if only weakly related,
especially if other paragraphs are irrelevant?

**Instructions: **
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1. **Analyze the Request:** Understand the Clini-
cal Question and review all provided paragraphs to
grasp the overall context.

2. **Focus on the Target:** Concentrate your
relevance analysis on the *specific* paragraph
number provided in the final user request.

3. **Perform Chain-of-Thought (CoT) Reason-
ing:** Generate a step-by-step reasoning process
detailing your evaluation.

* Start by stating the paragraph number being
evaluated.

* Summarize the core information in the specified
paragraph.

* Compare this information directly against the
Clinical Question.

* Explicitly discuss *how™* or *why* it is (or isn’t)
relevant.

* If applicable, briefly mention its contextual
role (e.g., "This paragraph provides context for
paragraph X," or "While weakly related, it’s the
only paragraph mentioning Y topic").

* Conclude your reasoning with a clear statement
about the relevance of the *specified paragraph*.
4. **Enclose Reasoning:** Place your *entire*
step-by-step reasoning within ‘<think>‘ and
‘</think>* tags. **Crucially, there should be NO
text before the opening ‘<think>‘ tag and NO text
between the closing ‘</think>‘ tag and the final
Yes/No answer.**

5. **Provide Final Answer:** Immediately
following the closing ‘</think>‘ tag, output *only*
the word "Yes" or "No" indicating the relevance of
the *specified paragraph*.

**Qutput Format:**

<think>

[Step-by-step reasoning analyzing the specified
paragraph’s relevance to the question, considering
context as defined above.]

</think>

[Yes or No]

A.6 PromptZ

**Goal:** Create a concise ( 70 words) answer for
the **Clinical Question** using *only* the infor-
mation present in the **Relevant paragraphs**.

The questions are asked through a patient
portal.

**Patient Question:**
{patient_question }



**Clinical Question (Derived from patient
question):**
{question}

**Relevant paragraphs (with 1-based indices):**
{formatted_relevant_paragraphs}

**Citation style**:  Paragraph’s index be-
tween | | symbols. For example: I11 or 12,7] or
11,2,3,4] or 15,7,9. Citations must be comma
separated.

**Output Detail**:

- The sentences in the generated answer may be
supported using one, multiple, or none (unsup-
ported) of the paragraphs from the clinical note.

- The unsupported sentences in the answer may be
ignored during the quantitative evaluation.

- The answers should be in the professional register
to better match the contents of the clinical notes.
Simplification of answers to lay language is
assumed to be performed later and is not the focus
of this task.

- The generated answer should be limited to 75
words, which roughly correspond to 5 sentences.
This is based on our observations from the baseline
experiments and existing literature supporting that
a paragraph-long answer is preferred by users.

- There are no limitations to the number of note
sentences cited.

You need to answer the patient’s question,
but do not take the information provided in it for
granted and do not refer to it in your answer.

The answer should sound natural and be a coherent
response to the question.

Do not add any additional information beside the
answer such as "Your summary: ".

**Your answer should be a summary of the infor-
mation in the relevant paragraphs you found, with
few sentences, and more like a long paragraph.**

A.7 Other Prompts

We do not list all the prompts generated by Gemini,
as they are largely similar, differing only in mi-
nor adjustments aimed at reducing false positives
and/or false negatives to better balance the model’s
behavior.
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B Ensembling

We try different ensembling strategies, justified by
various scores obtained by individual models.

B.1 Candidate one

The best overall factuality ensemble overall, but
with a bit worse confusion matrix than the chosen
one. Excellent balance of top performance, high
precision diversity, and balanced size/generation
diversity.

gemma3-27b-it Q6 (Prompt A) mistral-small-3.1 Q8 (Prompt A)
8- 36 8 74 64
° v
2 2
= =
s
2 94 2 199 40

150

125

No Yes No Yes
Predicted Predicted
100

gemmaz2-9b-it Q8 (Prompt D) Ensemble

True

64

Yes No Yes
predicted L _________| Predicted _________ 1

Figure 2: Ensemble candidate one.

B.2 Candidate two

Combines the best Gemma with both the high-
precision and high-recall Mistral variants, maxi-
mizing Mistral architectural presence. Solid score
with balanced stats.

gemma3-27b-it Q6 (Prompt A) mistral-small-3.1 Q8 (Prompt A)

$- 36 102 $ 74 64

True

40

Yes

Predicted

mistral-small-3.1 Q8 (Prompt E) Ensemble L5

True

Predicted

Figure 3: Ensemble candidate two.



B.3 Candidate three

An example of a high overall factuality score

(56.359) with a slightly worse confusion matrix.

gemma3-27b-it Q6 (Prompt A)

True

No Yes
Predicted

gemma3-27b-it Q6 (Other Prompt2)
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2 66
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Figure 4: Ensemble candidate three.

B.4 Candidate four

gemma3-27b-it Q6 (Other Prompt)

True

True

This is yet another example where ensembling con-
tributes to more robust predictions, although it does
not yield the strongest overall performance among

our configurations.

gemma3-27b-it Q6 (Prompt A)
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g 40
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Figure 5: Ensemble candidate four.
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B.5 Candidate five

Three models finetuned on clinical data.

Mistral-MedMNX F16 (Prompt A)

o Yes
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Figure 6: Ensemble candidate five.
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C Detailed Factuality Scores

The detailed scores of the best overall factuality models.

Lenient Strict
Model Overall Factuality Score | Micro F1  Micro Recall  Micro Precision  Macro FI  Macro Recall Macro Precision | Micro F1  Micro Recall  Micro Precision  Macro FI  Macro Recall  Macro Precision
gemma3-27b-it 56.044 63.614 69.841 58.407 61.791 70.745 63.075 56.044 73913 45.133 55379 74.500 49.222
mistral-small-3.1-24b 54.085 63.054 67.725 58.986 60.287 68.528 64.799 69.565 44.240 50.427 68.236 48.340
gemma3-12b-it 52.029 60.851 75.661 50.890 58.600 76.511 52.008 78.986 38.790 50.977 80.806 38.964
gemma2-9b-it 52.000 51.372 54.497 48.585 46.155 57.725 52.634 65.942 42925 46.656 65.486 46.112
phi4 51.075 55.792 62.434 50.427 47918 64.843 47.594 68.841 40.598 42.178 67.028 36.809
phid-ol 50.000 60.422 68.254 54.202 56.766 68.274 57.243 68.116 39.496 47.773 67.972 43.843
deepseek-llama-8b 44.444 46.729 39.683 56.818 43.082 44511 58.599 43.478 45455 38.962 45.528 40.402
phid-QwQ 40.892 42.500 35979 51.908 35.067 34.888 44.154 39.855 41.985 34.895 37778 37.061
phid-mini-it 40.260 41.783 39.683 44.118 36.879 41.867 49.449 44.928 36.471 33.520 40.722 37.782
deepseck-gwen-32b 30.244 28.906 19.577 55.224 23.980 20.194 42943 22464 46.269 24.650 21.250 38.402
all-relevant*® 48.763 61.264 100.000 44.159 60.352 100.000 45.404 100.000 32243 48.484 100.000 33.060
baseline (LLaMA 3.3 70B) 35.900 39.200 27.000 71.800 46.500 38.900 78.500 32.600 63.400 49.400 47.100 70.300

Table 5: Scores on the dev dataset. The all-relevant baseline assumes all paragraphs are relevant.
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