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Abstract

The growing use of large language models
(LLMs) for Al-powered tutors in education
highlights the need for reliable evaluation of
their pedagogical abilities. In this work, we pro-
pose a reasoning-based evaluation methodol-
ogy that leverages pedagogical domain knowl-
edge to assess LLM-generated feedback in
mathematical dialogues while providing in-
sights into why a particular evaluation is
given. We design structured prompts to invoke
pedagogically-informed reasoning from LLMs
and compare base model candidates selected
for their strengths in reasoning, mathematics,
and overall instruction-following. We employ
Group Relative Policy Optimization (GRPO),
a reinforcement learning method known to im-
prove reasoning performance, to train mod-
els to perform evaluation in four pedagogi-
cally motivated dimensions, Mistake Identi-
fication, Mistake Location, Providing Guid-
ance, and Actionability. Experimental results
show that our GRPO-based models consistently
outperform the base model and GPT-4.1, and
surpass models trained using supervised fine-
tuning in three out of four dimensions. No-
tably, our method achieved top-ranked perfor-
mance in Actionability and competitive per-
formance in two other dimensions in the BEA
2025 Shared Task under the team name bea-jh,
underscoring the value of generating pedagog-
ically grounded rationales for improving the
quality of educational feedback evaluation.

1 Introduction

With the rapid development of large language mod-
els (LLM) and their text generation performance,
research on employing LLLM as an evaluation tool,
or LLM-as-a-judge (Zheng et al., 2023), is actively
being conducted. Specifically, LLMs have been
adopted in evaluating overall quality (Gao et al.,
2023), safety (Wang et al., 2024b), factual correct-

*Corresponding author. Email: j_h.bang@samsung.com

Jinhyun Bang*
Samsung Research
56 Seongchon-gil, Seocho-gu,
Seoul, 06765, Korea
j_h.bang@samsung.com

ness, and fluency (Jain et al., 2023) of machine-
generated texts. Furthermore, other works have ap-
plied similar methodologies to evaluate and revise
texts from students (Bai and Stede, 2023; Awidi,
2024), and introduced artificial intelligence (Al)
and LLMs into the field of education.

Although studies have shown that LLM-based
feedback can enhance student motivation, evoke
positive emotions (Meyer et al., 2024), and pro-
vide personalized learning experiences (Liu et al.,
2025b), the question of how to evaluate the educa-
tional quality of such feedback remains open (Tack
and Piech, 2022). Without rigorous evaluation, de-
ploying LLM-based Al systems in education may
expose students to biased content, overly simplistic
pedagogical approaches (Angwaomaodoko, 2023),
or confusing and unhelpful feedback (Denny et al.,
2024). However, the educational Al market is
rapidly expanding, with an estimated global value
of 1.63 billion USD and a projected growth rate of
over 30% within the next five years. (Grand View
Research, 2025). This calls for the urgent need
for LLM-generated student feedback evaluation,
starting with defining the evaluation criteria.

Research on automated evaluation of machine-
generated texts has provided some valuable guid-
ance on the criteria, or dimensions, of what makes
a good text, including consistency, relevance, flu-
ency, and coherence (Jain et al., 2023; Liu et al.,
2023; Lee et al., 2023). However, these dimen-
sions are not sufficient when evaluating educational
feedback as they fail to capture pedagogical values
(Maurya et al., 2025), highlighting the need for
domain-specific criteria.

Several studies have proposed pedagogical eval-
uation dimensions based on learning science prin-
ciples (Tack and Piech, 2022; Macina et al., 2023;
Wang et al., 2024a; Daheim et al., 2024). In this
work, we focus on the problem of evaluating the
pedagogical abilities of Al-powered tutors and pro-
pose an LLM-generated feedback evaluation frame-
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work based on the criteria defined by Maurya et al.
(2025), which encompass dimensions proposed by
previous approaches. We leverage the reasoning
capabilities of LLMs, where the model generates
not only answers but also the rationales behind
them, for the following reasons. Firstly, reasoning
can help improve the resulting performance, as the
model can make use of its own reasons when gener-
ating the final output (Ke et al., 2025). In addition,
reasoning can produce explainability via natural
language feedback, which is highly important for
Al systems adopted in education (Khosravi et al.,
2022). We employ Group Relative Policy Opti-
mization (GRPO) (Shao et al., 2024) to improve
LLM’s reasoning performance (Guo et al., 2025).

Our contribution can be summarized as follows.
Firstly, we introduce a state-of-the-art training
methodology for producing explainable evaluations
on LLM-generated feedback. Secondly, we provide
system prompts, engineered based on pedagogical
studies, that were used to train LLMs for evaluation.
Our team, bea-jh, participated in four tracks of the
BEA 2025 Shared Task (Kochmar et al., 2025). Ac-
cording to the official leaderboard of the shared
task!, we ranked 1st in Track Actionability, 6th in
Tracks Mistake Location and Providing Guidance,
and 13th in Track Mistake Identification on the
shared task’s main metric, strict macro-F1.

In the following section, related work, composed
of previous approaches on machine-generated text
evaluation, GRPO, and reward modeling, is intro-
duced. In Section 3, we detail our system prompts,
base model candidates, model selection rationale,
and rewards mechanisms, where the effectiveness
of the models resulting from the proposed approach
is shown in Section 4. Finally, we conclude the pa-
per in Section 5 together with future work.

2 Related Work

2.1 Machine-Generated Text Evaluation

Evaluating machine-generated text has been a cen-
tral focus in natural language processing (NLP),
with common approaches relying on dimensions
such as fluency, coherence, consistency, and rel-
evance (Liu et al., 2023; KryScinaski et al., 2019).
Frameworks such as UniEval (Zhong et al., 2022)
provide evaluators for various natural language gen-
eration tasks—such as summarization and dialogue
generation—by focusing on these core dimensions.
However, these general-purpose metrics often fall

"https://sig-edu.org/sharedtask/2025%results

short when applied to domain-specific texts, thus
highlighting the need for more specialized evalua-
tion frameworks.

Mathematical reasoning tasks require evaluation
methods that assess not only the correctness of the
final answer but also the stepwise logic and clar-
ity of explanation. Benchmarks such as MATH?
(Hendrycks et al., 2021), U-MATH? (Chernyshev
et al., 2024), and GSMB8K* (Cobbe et al., 2021)
have emphasized the need for fine-grained evalu-
ation of intermediate reasoning steps. Recent sur-
veys (Lee and Hockenmaier, 2025) and methods
such as ReasonEval (Xia et al., 2025) further un-
derscore the importance of systematic evaluation
of intermediary reasoning steps in mathematical
problem solving.

In educational settings, machine-generated feed-
back should align with pedagogical principles,
making its evaluation distinct from that of general
text generation. Dimensions such as actionabil-
ity, providing guidance, mistake identification, and
mistake location are critical in determining the ed-
ucational effectiveness of Al-generated feedback
(Maurya et al., 2025). Other studies also empha-
size additional aspects such as the tone (Han et al.,
2024) and human-likeness (Wang et al., 2024a) of
educational feedback.

2.2 Group Relative Policy Optimization

Reinforcement learning (RL) has played a central
role in aligning large language models (LLMs) with
human preferences. A widely adopted framework
is Reinforcement Learning from Human Feedback
(RLHF) (Christiano et al., 2017), which fine-tunes
LLMs to produce outputs that are better aligned
with human judgments (Ouyang et al., 2022). The
standard RLHF pipeline consists of three stages:
(1) training a reward model using human prefer-
ence data, (2) generating outputs from the base
model and scoring them with the reward model,
and (3) fine-tuning the policy model via reinforce-
ment learning, often using Proximal Policy Opti-
mization (PPO) algorithm (Schulman et al., 2017).
Despite its effectiveness, RLHF suffers from sev-
eral well-known limitations. These include instabil-
ity during training (Henderson et al., 2018), over-
optimization of the reward model (reward hacking)
(Casper et al., 2024), and sensitivity to biases in

https://github.com/hendrycks/math/
3https://huggingface.co/datasets/toloka/
u-math
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the human-labeled preference data (Barnhart et al.,
2025).

To address these limitations, Group Relative
Policy Optimization (GRPO) (Shao et al., 2024)
has been proposed as an alternative reinforcement
learning approach. Unlike traditional methods that
rely on trained reward models, GRPO can leverage
rule-based reward signals to guide optimization if
correctness can be validated in an objective and
deterministic fashion (Guo et al., 2025). GRPO has
shown particular promise in reasoning-intensive
tasks, such as mathematical problem solving (Shao
etal., 2024).

As GRPO promotes the generation of coherent
and interpretable reasoning chains, models can re-
fer to their own rationales when generating the
final output, thereby guiding themselves towards
more reliable responses (Ke et al., 2025; Wei et al.,
2022). Moreover, since the method does not explic-
itly train the reasoning traces, it enables models to
produce novel rationales that can lead to improved
performance (Guo et al., 2025). Such reasoning
capabilities can also enhance the transparency of
model decisions, offering better interpretability (Jie
etal., 2024).

2.3 Prompt Engineering

Prompt engineering is the practice of strategi-
cally designing task-specific instructions as in-
puts to steer generative Al models towards pro-
ducing desired outputs (Sahoo et al., 2024). Ef-
fective prompts typically incorporate clear instruc-
tions (Lo, 2023), contextual information (Yi et al.,
2022), and relevant reference examples (Schick
and Schiitze, 2022). Incorporating domain-specific
knowledge into prompts enhances LLM’s ability to
generate outputs that are not only accurate but also
contextually appropriate, particularly in specialized
fields (Marvin et al., 2023; Liu et al., 2025a), in-
cluding education (Cain, 2024; Chen et al., 2024).

3 Methodology

3.1 Problem Definition

This work aims to evaluate feedback provided by
Al-powered tutors, specifically LLMs, within the
context of educational dialogues in mathematics.
Traditional metrics used in dialogue systems are
often inadequate for capturing pedagogical intent
(Maurya et al., 2025), such as recognizing and lo-
cating students’ misconceptions, guiding learning,
and offering actionable feedback. To address this

limitation, the 2025 BEA (Workshop on Innovative
Use of NLP for Building Educational Applications)
Shared Task® (Kochmar et al., 2025) proposes a
benchmark for assessing tutor responses using a set
of pedagogically motivated evaluation dimensions.
The evaluation focuses on four key abilities:

* Mistake Identification: whether the tutor cor-
rectly identifies a student’s mistake.

* Mistake Location: whether the tutor correctly
points out where in the student’s response the
mistake occurs.

* Providing Guidance: whether the tutor offers
helpful educational support such as hints or
explanations.

* Actionability: whether the tutor’s feedback
clearly indicates what the student should do
next.

The development dataset consists of 300 multi-
turn dialogues excerpted from two mathematics-
focused datasets, MathDial (Macina et al., 2023)
and Bridge (Wang et al., 2024a), where a mistake
made by a student is included in every dialogue.
Tutor responses from human and LLM sources are
annotated across the four dimensions and catego-
rized into three labels: "Yes", "To some extent",
and "No". Accuracy and macro-F1 scores are used
as core evaluation metrics under both strict and
lenient evaluation settings, where the lenient set-
ting merges "Yes" and "To some extent" as a single
label.

3.2 Prompt Engineering
3.2.1 Prompt Design Principles

To effectively evaluate the pedagogical abilities of
Al-powered tutors, we carefully designed the sys-
tem prompts to encourage models to generate rea-
soning traces before producing final answers. Each
prompt explicitly instructs the model to indicate its
rationales by wrapping them between the follow-
ing tag-like sequences: <think> and </think>,
inspired by Deepseek-r1 (Guo et al., 2025). The
prompt also instructs the model to wrap the final an-
swer between <answer> and </answer> in a simi-
lar fashion. This structure facilitates the generation
of coherent reasoning chains, and allows the final
answer to be easily parsed and evaluated.

Shttps://sig-edu.org/sharedtask/2025
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Moreover, each prompt includes an example il-
lustrating the expected format of both rationale and
answer. LLMs tend to respond better to the desired
output format when shown examples following the
specific format requirements (OpenAl, 2024). The
following is an example excerpted from the prompt
used for Mistake Identification:

<think>The tutor response offers a follow-up
question that directly targets the
student’s misunderstanding and
encourages deeper thinking. The
question is relevant and accurate,
helping the student make progress.</
think>

<answer>Yes</answer>

In addition to the format considerations, we em-
phasize the importance of incorporating domain-
specific knowledge into the prompts (Marvin et al.,
2023; Liu et al., 2025a; Cain, 2024; Chen et al.,
2024). We embedded the details of the evalua-
tion dimensions and corresponding labels into our
system prompts. By doing so, we aim to focus
the model’s rationales on pedagogical assessment,
rather than general linguistic assessment.

In the following sections, we describe in detail
how the prompts were designed for each evaluation
dimension.

3.2.2 Mistake Identification

Mistake Identification aims to evaluate whether
a tutor has correctly captured the correctness of a
student’s solution. As the task of identifying the
correctness of a mathematical solution is objec-
tive (Macina et al., 2025), we prompted the model
to identify the student’s mistake by itself before
comparing its result with the given feedback. We
also included the label descriptions provided by
the shared task (Kochmar et al., 2025) to guide the
model on where to draw the line between labels.
Here is the corresponding segment excerpted from
the prompt used for evaluating Mistake Identifica-
tion:

Step 1. Identify the student’s mistake in <
CONVERSATION_HISTORY>

Step 2. Assess whether <LAST_TUTOR_RESPONSE>
*xrecognizes and identifies the
student’s mistakex*. Use the criteria
below:

### Evaluation Criteria:

- Yes: In <LAST_TUTOR_RESPONSE>, the mistake
is clearly identified/recognized in
the tutor’s response.

- To some extent: <LAST_TUTOR_RESPONSE>
suggests that there may be a mistake,

\ but it sounds as if the tutor is not \
\ certain. \
\ : In <LAST_TUTOR_RESPONSE>, the tutor |
\ does not recognize the mistake (e.g., \
\ they proceed to simply provide the \
\ answer to the asked question).

L |

3.2.3 Mistake Location

Mistake Location aims to evaluate whether a tutor
accurately identifies where errors occur in a stu-
dent’s response. In designing the prompt, we incor-
porated the definition of this dimension, along with
explanations on how locating mistakes correctly
can support a student’s learning process (Maurya
et al., 2025). The following paragraphs are drawn
from the prompt employed in the evaluation of
Mistake Location:

Your goal is to assess whether <
LAST_TUTOR_RESPONSE> is *xlocating
student’s mistakexx-that is, whether it

not only notifies the student of the
committed error, but also points to its
location in the answer and outline
what the error is to help student
remediate it in their next response.

Use the following definitions:

- Yes: In <LAST_TUTOR_RESPONSE>, the tutor

clearly points to the exact location of
a genuine mistake in the student’s
solution.

- To some extent: <LAST_TUTOR_RESPONSE>
demonstrates some awareness of the
exact mistake, but is vague, unclear,
or easy to misunderstand.

- No: <LAST_TUTOR_RESPONSE> does not provide

any details related to the mistake.

3.2.4 Providing Guidance

Providing Guidance evaluates a tutor’s ability to of-
fer helpful guidance to students. Similar to Mistake
Location, we adopted the dimension descriptions
from Maurya et al. (2025) as shown below:

Your goal is to assess whether <
LAST_TUTOR_RESPONSE> is x*providing
guidance*x-that is, whether it provides

the student with relevant and helpful
guidance, such as a hint, an
explanation, a supporting question, and
the like.

Use the following definitions:

- Yes: <LAST_TUTOR_RESPONSE> provides
guidance that is correct and relevant
to the student’s mistake.

- To some extent: Guidance is provided in <
LAST_TUTOR_RESPONSE> but it is fully or
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\ partially incorrect, incomplete, or \
\ somewhat misleading.

| - No: <LAST_TUTOR_RESPONSE> does not include |
\ any guidance, or the guidance provided |
\ is irrelevant to the question or \
\ factually incorrect.

L |

3.2.5 Actionability

Actionability aims to evaluate whether the tutor’s
feedback provides clear guidance on what students
should do next, rather than simply giving away the
answer. The description of the dimension from
Maurya et al. (2025) was also incorporated in the
prompt as shown below:

Your goal is to assess whether <
LAST_TUTOR_RESPONSE> is **actionablex*-
that is, whether it provides clear
guidance on what the student should do

next to improve or correct their work.

Use the following definitions:

- Yes: <LAST_TUTOR_RESPONSE> provides clear
suggestions on what the student should
do next.

- To some extent: <LAST_TUTOR_RESPONSE>
indicates that something needs to be
done, but it is not clear what exactly
that is.

- No: <LAST_TUTOR_RESPONSE> does not suggest

any action on the part of the student
(e.g., it simply reveals the final
answer)

Furthermore, we explicitly guided the model
throughout the reasoning process using the follow-
ing criteria and references. Feedback must be (1)
useful and (2) clear, (3) make students want to re-
ceive further similar feedback (Broos et al., 2017),
and (4) make students feel like they know what to
do next (Maurya et al., 2025) for it to be action-
able. Accordingly, the prompt is augmented with
the following paragraph:

In your thinking process, imagine yourself
being a student.

When you listen to the tutor’s response

(1) Do you find this information useful?

(2) Do you find this information clear?

(3) After hearing this information, would
you like to receive more of this type
of information?

(4) Do you feel like you know what to do
next?

Overall, a good feedback should be clear
about what the student should do next,
should not be vague, unclear or a
conversation stopper.

3.3 Base Models

In this paper, we employ three open-source LL.Ms,
GLM-4-9B, GLM-Z1-9B (Zeng et al., 2024), and
Qwen?2.5 14B Instruct (Yang et al., 2024b) as base
model candidates. These models were selected as
our candidates for their strengths, which will be
described in the following subsections. Note that
models with more than 14B parameters were ex-
cluded for faster iteration of experiments. Brief de-
scriptions and strengths of the models are detailed
in the following subsections. Performance of each
base model and the selected model are presented in
Subsection 4.2.

3.3.1 GLM-4-9B

GLM-4-9B (Zeng et al., 2024) is a powerful lan-
guage model trained on over 10 trillion multilin-
gual tokens. Its technical report shows that the
model outperforms well-known foundation models,
including Llama-3-8B (Grattafiori et al., 2024), in
various tasks, including mathematical question an-
swering. Specifically, the latest version released on
April 14, 2025° is used in this work.

3.3.2 GLM-Z1-9B

GLM-Z1-9B (Zeng et al., 2024) is a reasoning
model, which was trained on top of GLM-4-9B
using reinforcement learning. The model was also
further trained on datasets covering mathematics,
code, and other logical domains. Specifically, it has
demonstrated excellent capabilities in mathemati-
cal reasoning (THUDM, 2025). As with GLM-4-
9B, we employed the latest version of GLM-Z1-9B
released on April 14, 2025 as our candidate base
model.

3.3.3 Qwen2.5 14B Instruct

Qwen2.5 14B Instruct (Yang et al., 2024b) is a
powerful instruction-tuned model trained on 18 tril-
lion tokens. Upon its release, it was reported to
outperform other models of similar or even larger
sizes (Qwen Team, 2024). Furthermore, compared
to previously released Qwen2 (Yang et al., 2024a),
Qwen2.5 demonstrated substantial improvements
in mathematics and instruction-following capabili-
ties (Yang et al., 2024b).

3.4 Reward Design

The reward or penalty terms used to train base
models via GRPO in this work can be categorized

6https://huggingface.co/THUDM/GLM—4—9B—O414
"https://huggingface.co/THUDM/GLM-Z1-9B-0414
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into two groups. The first group consists of penalty
(negative reward) terms that encourage the model
to generate outputs in the expected format. This
group includes the following terms:

 Penalty for not generating a rationale.
* Penalty for not generating an answer.

* Penalty for generating neither a rationale nor
an answer.

 Penalty for producing an unexpected answer
(other than "Yes", "To some extent", and
”NO”)‘

The relative value assigned to each penalty term
was defined according to its importance. For ex-
ample, the penalty term for missing a rationale is
lower than that of missing an answer since the lat-
ter is critical for obtaining the final classification
result.

The second group consists of reward and penalty
terms that encourage the model to produce cor-
rect classification results, assuming the output is
in the expected format. A positive reward is as-
signed when the model correctly predicts the target
label. Since the evaluation metrics include those
under a lenient setting, we also provide a smaller re-
ward when the model confuses "Yes" and "To some
extent," which are considered to be qualitatively
similar. In contrast, the model receives a negative
reward for any other incorrect predictions.

To help the model recognize the ordinal relation-
ship among the labels, we conducted experiments
in which a smaller penalty was applied for confus-
ing "To some extent" with "No" than for confusing
"Yes" with "No". However, this setup led the mod-
els to converge to a conservative solution, in which
most examples were classified as ""To some extent."

4 Experiments

4.1 Experiment Settings

We conducted all experiments using trl library®
(von Werra et al., 2020) for training and v11m li-
brary9 (Kwon et al., 2023) for serving a reference
model for GRPO. We fine-tuned all models for 7
epochs using AdamW optimizer (Loshchilov and
Hutter, 2019) with a learning rate of le-5 and a
cosine learning rate scheduler (Loshchilov and Hut-
ter, 2022) with 128 examples in each training step.

8https ://github.com/huggingface/trl
*https://github.com/vllm-project/vllm

Since the test dataset is not open to public and sub-
mission attempts were limited, reported results are
obtained using either the official test set or the eval-
uation set split from the development set. Details
on the dataset used in each experiment are provided
in the caption of each table.

4.2 Experiment Results

4.2.1 Base Model Selection

For the selection of the base model, we randomly
selected a task to compare the performance of the
candidate base models. Table 1 presents the results
of the base models on the selected task, Mistake
Location. GLM-4-9B was selected as our base
model as it outperformed other two candidates.
Note that the subpar performance of GLM-4-71-
9B was primarily due to its failure to follow the
required formatting guidelines—such as generat-
ing labels outside the set "Yes", "No", "To some
extent", or omitting the final decision altogether.

We further compared the performance scores
of the models trained on top of GLM-4-9B and
Qwen2.5 14B Instruct on another randomly sam-
pled task, Actionability, to examine the base
model’s generalizability. As shown in Table 2, the
model fine-tuned from GLM-4-9B outperformed
that from Qwen2.5 14B Instruct in three out of four
metrics, and demonstrated a comparable level of
strict macro-F1 score.

4.2.2 Group Relative Policy Optimization and
Reasoning

To examine the effectiveness of the proposed ap-
proach, we compared our method with a recently
released state-of-the-art proprietary LLM, GPT 4.1
(OpenAl, 2025), released on April 14, 2025. We
further compared our approach with conventional
supervised fine-tuning (SFT) without rationale out-
puts. The results are shown in Table 3.

In Actionability, our GRPO-trained model out-
performs all other baselines, including GPT-4.1 and
conventional SFT-based model, achieving the best
scores in all four metrics. In Providing Guidance,
our method also achieves the best macro-F1 and
accuracy in the lenient setting and the best accuracy
in the strict setting, and shows competitive perfor-
mance in strict macro-F1 as well. A similar trend
is observed for Mistake Location, where the pro-
posed method achieves the best strict macro-F1, le-
nient macro-F1, and accuracy. However, the model
trained with conventional SFT performs strongly
in Mistake Identification, calling for the need of
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Base model Strict Lenient
Macro-F1 ~ Accuracy Macro-F1  Accuracy
GLM-4-9B 0.273 0.380 0.384 0.566
GLM-Z1-9B 0.095 0.133 0.131 0.162
Qwen2.5 14B Instruct 0.194 0.232 0.338 0.443

Table 1: Initial performance of base model candidates on Mistake Location, obtained on the entire development set.

Best score for each metric is marked in bold.

Base model Strict Lenient
Macro-F1 = Accuracy Macro-F1 ~ Accuracy
GLM-4-9B 0.701 0.756 0.861 0.888
Qwen2.5 14B Instruct 0.709 0.730 0.853 0.884

Table 2: Performance of different base models on Actionability, obtained on the official test set. Best score for each

metric is marked in bold.

Methods Mistake Identification Mistake Location
GPT 4.1 0.410/0.528 /0.699 / 0.806 | 0.342/0.355/0.639/0.673
Base model | 0.393/0.548/0.634/0.746 | 0.390/0.468/0.582/0.641
SFT 0.715/0.899 / 0.900 / 0.952 | 0.481/0.726/0.757/0.819
GRPO (ours) | 0.564/0.867/0.805/0.919 | 0.569/0.669 / 0.768 / 0.823

Methods Providing Guidance Actionability

GPT 4.1 0.532/0.613/0.704/0.790 | 0.567 /0.581/0.827/0.847
Base model | 0.409/0.516/0.583/0.738 | 0.417/0.440/0.697/0.710
SFT 0.593/0.617/0.731/0.815 | 0.542/0.661/0.730/0.738
GRPO (ours) | 0.571/0.649 / 0.764 / 0.859 | 0.664 / 0.758 / 0.854 / 0.875

Table 3: Performance of different models, obtained on the evaluation set split from the development set. Each cell is
composed of strict macro-F1 / accuracy / lenient macro-fl / accuracy scores. Best score for each metric is marked in

bold.

further investigation on different characteristics of
each dimension. Overall, GRPO-based models con-
sistently outperform the base model and GPT 4.1
across all dimensions, while achieving better per-
formance than SFT-based models in three dimen-
sions, indicating that training a model to produce
pedagogically-informed rationales contributes to
better evaluation performance.

4.3 Shared Task Leaderboard

The resulting models from experiments, which
were submitted under the team name of bea-jh,
demonstrated strong performance compared to
other 2025 BEA Shared Task contestants (Kochmar
et al., 2025). Our model ranked 1st in Actionabil-
ity, and 6th in Mistake Location and Providing
Guidance in the shared task’s official main met-
ric, strict macro-F1 scores. Models trained on top
of both GLM-4-9B and Qwen 2.5 14B Instruct
achieved better performance than those of other
contestants, demonstrating the generalizability of

the effectiveness of the proposed prompting and
training strategy.

On the other hand, in Mistake Identification, the
SFT-based model ranked 13th while the GRPO-
based model would have ranked 37th out of 44
contestants. Aforementioned results are summa-
rized in Table 4 along with scores and rankings on
the shared task’s secondary metrics.

5 Conclusion

In this paper, we proposed a methodology for eval-
uating the pedagogical abilities of Al-powered tu-
tors in providing helpful feedback across four key
dimensions. System prompts were designed to
incorporate pedagogical domain knowledge and
the base model was selected based on its initial
performance to generate rationale-supported eval-
uation. The selected model was then trained with
the system prompts using Group Relative Policy
Optimization (GRPO), a state-of-the-art method
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Metric Mistake Mistake  Providing Actionability
Identification Location Guidance
Strict Macro-F1 Score | 0.5873 (0.6802*)  0.5658 0.5451 0.7010 (0.7085T)

Ranking | 37 /44 (13 /44%) 6/32 6/36 1/30(1/30%)
Strict Accuracy Score | 0.8449 (0.8707*)  0.7389 0.6703 0.7557
Ranking | 28/44 (9/44%) 4/32 4/36 1/30
Lenient Macro-F1 Score | 0.8494 (0.9069*)  0.7851 0.7324 0.8609
Ranking | 32/44 (6/44%) 5/32 10/36 4/30
Lenient Accuracy Score | 0.9270 (0.9457*)  0.8268 0.8003 0.8875
Ranking | 28 /44 (11/44%) 5732 7136 4/30

Table 4: Final scores and rankings on the official test set. Scores are shown to four decimal places, following the
official leaderboard format. Along with the scores and rankings for Mistake Location and Actionability obtained by
evaluating the proposed approach on the official test dataset and reranked based on the official leaderboard, officially
recorded scores and rankings under the team name bea-jh that are not obtained by the proposed approach are
presented inside the parentheses. : score and ranking in the official Mistake Identification leaderboard, obtained
by training GLM-4-9B via supervised fine-tuning. : macro-F1 score and ranking in the official Actionability
leaderboard, obtained by training Qwen2.5 14B Instruct via our proposed approach.

for optimizing reasoning capabilities in LLMs. As
a result, our models demonstrated competitive per-
formance in the BEA 2025 Shared Task, achieving
the first place in the Actionability dimension.

However, the proposed approach exhibits vary-
ing performance across different evaluation dimen-
sions. These discrepancies suggest that each di-
mension may require tailored modeling strategies
that reflect its underlying pedagogical definitions.
Future work could involve an in-depth pedagogy-
based analysis of each dimension to identify how
to design a high-quality evaluator. Furthermore,
since our approach generates explicit rationales
through reasoning, these rationales could poten-
tially be leveraged not only for evaluation, but as a
basis for improving the Al tutor’s feedback.

Limitations

We believe this study proposes an effective method-
ology for evaluating the pedagogical abilities of
Al-powered tutors. However, the following limita-
tions highlight areas for future investigation.

Thorough investigation of prompt engineer-
ing Since system prompts serve as instructions to
LLMs, variations in prompt design can lead to dif-
ferent outputs and rationales. While our prompts
incorporated pedagogical domain knowledge, fur-
ther investigation into how each component of a
prompt influences the reasoning process could lead
to more effective prompt engineering strategies for
evaluation tasks.

Analysis of dimension-specific characteristics
Although the proposed method achieved strong per-

formance in certain evaluation dimensions, it per-
formed relatively poorly in a particular dimension.
This discrepancy may stem from intrinsic differ-
ences among dimensions, such as varying levels
of subjectivity or difficulty. Analyzing why the
method performs better in some dimensions could
open the way to the development of evaluation
strategies tailored to each dimension.

Analysis of rationale truthfulness Generat-
ing rationales provides insights into how models
"think", and the rationales generated by an evalu-
ation model may inspire ways to improve the sys-
tems under evaluation. However, it remains an
open question whether these rationales truly reflect
the model’s internal decision-making process. Fu-
ture work could involve further analysis to assess
the stability and truthfulness of generated ratio-
nales, enabling a more qualitative understanding of
reasoning-based evaluation.
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