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Abstract

We present a case study on building task-
specific models for grammatical error correc-
tion and explanation generation tailored to
learners of Estonian. Our approach handles
whole paragraphs instead of sentences and
leverages prompting proprietary large language
models for generating synthetic training data,
addressing the limited availability of error cor-
rection data and the complete absence of cor-
rection justification/explanation data in Esto-
nian. We describe the chosen approach and
pipeline and provide technical details for the
experimental part. The final outcome is a set of
open-weight models, which are released with
a permissive license along with the generated
synthetic error correction and explanation data.

1 Introduction

Language models with emergent abilities are in-
creasingly showing capacity for performing natural
language processing tasks via prompting (OpenAI
et al., 2024; Grattafiori et al., 2024; DeepSeek-AI
et al., 2025, etc.). However, it has been shown
that targeted effort can result in surpassing the
most advanced proprietary models with more task-
oriented models, e.g., for grammatical error cor-
rection (Luhtaru et al., 2024a). Furthermore, hy-
brid combinations of large language model (LLM)
prompting and tuning for synthetic data generation,
as well as tuning for the final task, show even more
promise (Luhtaru et al., 2024b).

Here we present a case study on the develop-
ment of grammatical error correction (GEC) and
grammatical error explanation (GEE) generation
for learners of Estonian. The overall goal is to cre-
ate task-specific models reliable enough to correct
learners’ grammar and justify the corrections. Most
importantly, while we use proprietary LLMs in this
work for data generation, the final result consists of
independent open-weight models that can be used
for both research and commercial purposes.

The central theme of all the presented work is
dealing with data scarcity. The amount of train-
ing data for GEC has recently improved but still
shows imbalance between English and other lan-
guages (Masciolini et al., 2025b) and Estonian is
no exception. More specifically, there is a mod-
est amount of Estonian GEC data but no data for
GEE. We address both data deficiencies by util-
ising synthetic data, obtained by prompting Ope-
nAI LLMs (detailed later in the paper) to either
introduce grammatical errors into correct texts, in
a manner characteristic for language learners (for
GEC), or by generating and filtering explanations
of gold-standard corrections (for GEE).

Below we describe the developed pipeline and
details of generating the data and training the final
models in Section 3. Then we present a comprehen-
sive qualitative and quantitative evaluation of the
results in Section 4. Finally, Section 5 describes
the user feedback, collected from two groups of
users: teachers and learners of Estonian as a sec-
ond language (L2). Since the presented project is
an ongoing effort, we finish with a brief description
of lessons learned and future work in Conclusion 6.

2 Related Work

2.1 Grammatical Error Correction

The task of grammatical error correction (GEC) is
to automatically detect and correct erroneous text.
Bryant et al. (2023) argue that although the denom-
ination of the task refers to grammatical errors, the
scope of the task is not strictly limited to grammat-
ical errors but other types of errors as well, such as
spelling and fluency errors.

Recent approaches have moved from neural MT
(Yuan and Briscoe, 2016) to LLM-based (Masci-
olini et al., 2025a). Even without downstream fine-
tuning, LLMs have shown to generate grammati-
cally correct text as an emergent ability (Cao et al.,
2023; Coyne et al., 2023), but the edits tend to be
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fluency edits as opposed to minimal edits (Fang
et al., 2023; Davis et al., 2024).

Automatic error generation (AEG) is a widely
applied approach in GEC, consisting of injecting
automatically generated errors into correct sen-
tences in order to generate synthetic GEC data.
Approaches to AEG include rule-based (Sidorov
et al., 2013; Ma et al., 2022), statistical methods
(Felice and Yuan, 2014; Kasewa et al., 2018), and
neural networks-based work (Grundkiewicz et al.,
2019; Bout et al., 2023).

Korotkova et al. (2019) used neural MT for GEC
for Estonian. Luhtaru et al. (2024b) used fine-tuned
LLMs for both artificial error generation and correc-
tion. They used L2 essays for generating errors and
evaluated the results on the Estonian learner lan-
guage (EstGEC-L2) corpus1. They concluded that
using Llama-2-based fine-tuned models gave the
most human-like distribution of generated errors.
Another dataset, the EKI error-annotated L2 (EKI-
L2) corpus2, was released in 2024. The two corpora
are included in the MultiGEC-2025 shared task
(Masciolini et al., 2025b). The best results were
achieved by the multilingual LLM based model of
Staruch (2025), providing the whole essay at once
for correction. Most GEC approaches and evalu-
ation methods are sentence-based (Bryant et al.,
2023), including previous work in Estonian GEC,
which limits the system’s access to the broader
context necessary for correctly detecting and cor-
recting paragraph- or document-level errors.

2.2 Grammatical Error Explanation

Alongside GEC, the task of grammatical error ex-
planation (GEE) has received increasing attention.
Providing a reason for each correction helps lan-
guage learners and other users to understand and
learn from their errors.

Chen et al. (2017) extracted grammar patterns
from a reference corpus to assist L2 learners of
English in academic writing. E.g., the correction
chance for giving → chance to give would be ex-
plained by the edit pattern chance: N for -ing → N
to v. Lai and Chang (2019) also detected problem
words co-occurring with grammar edits. They for-
mulated feedback templates depending on the error
type, classified by ERRANT (Bryant et al., 2017).

Another enhanced GEC system by Kaneko et al.
(2022) presents related language examples based

1https://github.com/tlu-dt-nlp/EstGEC-L2-Corpus/
2https://doi.org/10.15155/27bh-ny83

on k-nearest-neighbour machine translation trained
with incorrect-correct sentence pairs from English
learner corpora. However, GEE-specific datasets
allow to train models that give more detailed re-
sponses. Hanawa et al. (2021) experimented with
neural retrieval and generation methods using L2
English essays manually annotated with feedback
comments. Fei et al. (2023) introduced a dataset
with error type and problem word annotations, us-
ing it for BERT-based token classification and error
class prediction.

While it is costly to produce human-annotated or
carefully engineered corpus-induced training data,
the prompting of LLMs can offer a more accessible
solution for GEE. Maity et al. (2024) prompted
various LLMs in one-shot mode to correct erro-
neous Bengali sentences and obtain a brief expla-
nation of each error. Song et al. (2024) achieved a
better GEE performance with a two-step pipeline
for explaining German and Chinese error correc-
tions. First, they prompted and fine-tuned LLMs
to extract atomic edits (insert, delete, replace, re-
locate). Then, explanations were generated by
few-shot prompting GPT-4. This significantly im-
proved the results compared to using only sentence
pairs as input. Kaneko and Okazaki (2024) and
Ye et al. (2025) similarly leveraged the in-context
learning capabilities of the GPT models to synthe-
size English and Chinese error explanation data,
respectively. Ye et al. (2025) used their dataset to
fine-tune open-source LLMs both in a pipeline and
multi-task setting, integrating GEC and GEE.

We adopt the LLM-based pipeline approach and
include error types in addition to atomic edits. As a
novel contribution, we provide each edit with two
explanations of different detail levels: 1) a brief
overview of the error cause and 2) a more compre-
hensive reasoning mainly aimed at advanced learn-
ers and teachers. We create synthetic data with both
types of explanations by few-shot prompting GPT-
4o and fine-tune a Llama-2-based LLM adapted for
Estonian.

3 System Development

The system development consisted of data gener-
ation and fine-tuning for GEC and GEE. The re-
sulting system pipeline consists of three steps: 1)
grammatical error correction, 2) error tagging and
3) error explanation. The models, alongside the
generated synthetic training datasets, are public
and have a permissive license.
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Figure 1: A high-level overview of the system. Each M
denotes a model fine-tuned for the given task.

Figure 1 gives a high-level overview of the sys-
tem (see a detailed example in Appedix A). The
user’s input text, i.e., a paragraph, is passed to the
first model M1 as a whole, which then outputs the
corrected text.3 The input and corrected text are
split into sentences and aligned with the sentence
aligner, resulting in input-output sentence pairs. If
the input sentence is not equal to the output sen-
tence, thus an error was corrected, the pair is passed
to the second model M2, which outputs a list of
tagged error corrections for each sentence pair.4 If
input and output are equal, the following models
are skipped. Otherwise, the sentence pair and the
list of tagged errors are passed to the third model
M3 error by error, which explains the error correc-
tion.5

Next, we discuss these steps in detail. Fine-
tuning is elaborated in Subsection 3.1. Subsections
3.2 and 3.3 delve into GEC and GEE model de-
velopment, which involves experiments for data
generation and finally generating the final datasets
and fine-tuning the models. Although the GEC
model works on paragraph level, GEE was per-
formed on the sentence level due to context window
limitations; to that extent, we performed sentence
alignment, details of which are given in Subsection
3.4.

3https://huggingface.co/tartuNLP/Llammas-base-p1-
GPT-4o-human-error-mix-paragraph-GEC

4https://huggingface.co/tartuNLP/Llammas-base-p1-
GPT-4o-human-error-pseudo-m2

5https://huggingface.co/tartuNLP/Llammas-base-p1-
GPT-4o-human-error-explain-from-pseudo-m2

3.1 Fine-tuning details

Base model For the base model we chose
Llammas-base, which is a Llama 2 7B model that
has been trained on Estonian texts in continued
pre-training setting (Kuulmets et al., 2024) and has
shown SOTA results by fine-tuning for Estonian
sentence-level GEC (Luhtaru et al., 2024b).

Training parameters Apart from the maximum
sequence length, which was 4096, 2048 and 4096
for M1, M2 and M3, we used the same parameters
as Luhtaru et al. (2024b) for all three models. For
prompts, see Appendix B.

Hardware The models were trained on 2 AMD
MI250X GPUs in the LUMI supercomputer,6

which totals 4 GPUS because AMD MI250X GPU
is considered as two GPUs from both hardware and
software perspectives in LUMI, each having access
to 64 GB of memory.

3.2 Error correction and error type detection

For human-annotated training data, we used the
EKI-L2 GEC corpus, which is part of MultiGEC-
2025 (Masciolini et al., 2025b). It consists of 1,503
learner essays and 17,361 sentences, nearly 3/4 of
which include at least one grammatical error. The
dataset includes both minimal and fluency edits, we
used the part with minimal corrections. Similarly to
EstGEC-L2, its annotation follows the M2 format
and ERRANT error classification (Bryant et al.,
2017) adapted for Estonian.

To increase the amount of pre-training data, we
also generated synthetic data for Estonian. More-
over, as Luhtaru et al. (2024b) show that inserting
errors into out-of-domain texts can actually hurt
performance, we compare synthetic error addition
to the original GEC data (corrected essays in EKI-
L2), similar-domain human texts and synthetically
generated texts. Human data from the similar do-
main consists of similar-sized excerpts of fiction,
extracted from the Estonian National Corpus7).

We used OpenAI’s GPT-4o8 to generate essays
based on EKI-L2. For each original corrected es-
say, we gave it as a 1-shot sample and prompted
the model to generate a similar, correctly written
essay given the original proficiency level. With
temperature 1 the generated essays followed the
argumentative structure of the sample with a new

6https://www.lumi-supercomputer.eu/
7https://doi.org/10.15155/3-00-0000-0000-0000-08D17L
8https://platform.openai.com/docs/models/gpt-4o

955



topic, at higher temperature levels the amount of
noise rose sharply, so the essays were generated at
1.1. While we filtered out most of the noise, a few
generated essays did include some grammatical
errors.

GPT-4o few-shot prompting (at temperature 1.0)
was then used to generate errors in these texts,
sentence-by-sentence, given 5 randomly picked
corrected-mistaken sentence pair samples from the
original EKI-L2 corpus. Each of the four datasets
was used as error correction training data to fine-
tune a Llammas-base (Kuulmets et al., 2024) model
for 3 epochs, which was then tested on 141 essays
of the development set of EstGEC-L2 corpus (lev-
els A2–C1).9 For training details, see Subsection
3.1. As some grammatical errors can only be de-
tected when considering the context, the error cor-
rection models were given the whole essay as input,
splitting only if the essay was too long to fit into the
context window. The results can be seen in Table
1.

P R F0.5

Human errors
EKI-L2 76.64 40.35 64.95
Synthetic errors
EKI-L2 71.40 41.45 62.39
Fiction excerpts 70.55 46.55 63.96
Generated essays 69.70 49.19 64.33

Table 1: Error correction precision (P), recall (R) and F-
score (F0.5) after 3 epochs of training on different genres.
Scores of the model trained on human errors versus
models trained on synthetic errors generated into the
listed datasets. EKI-L2 synthetic errors were generated
into the target sentences, leaving with synthetic source
sentences.

As automatically generated essays proved to
yield good results compared to other training cor-
pora, we 1) generated a 10 times larger set of
essays, 2) introduced artificial errors to the gen-
erated essays and 3) employed a two-stage fine-
tuning procedure for GEC. We first fine-tuned
Llammas-base on a randomly shuffled 10:1 mix-
ture of synthetic-human data. We then fine-tuned
the best-performing checkpoint from the first stage
on EKI-L2 human dataset. The checkpoint with the
highest F0.5 score on the development set served as
the base model for the second stage of the fine-
tuning, which was fine-tuning the model again
on the human dataset. The optimizer state was

9Originally 102 essays; longer essays were split.

reinitialized and the hyperparameters remained the
same as in the first stage of fine-tuning. The third
checkpoint of the final model served as the GEC
model M1 in the workflow.

For error detection and classification, we trans-
formed EKI-L2 M2 edits into simplified atomic
edits with error type information, to be given as
input for GEE. We fine-tuned a Llammas-base on
the EKI-L2 set with atomic edits, resulting in the
error tagging model M2 in the workflow.

3.3 Error explanation
To generate training examples for GEE, we evalu-
ated three approaches using OpenAI’s GPT models:
1) single-prompt parallel input, where the model
was given original and corrected sentence pairs; 2)
single-prompt error-tagged input, which provided
correction edits and error-type information; and 3)
prompt chaining with parallel input, which iden-
tified and explained corrections through separate
prompts. These approaches were assessed using
zero-shot and few-shot prompting.

The evaluation was based on 40 random sentence
pairs from the EstGEC-L2 development set, includ-
ing 10 pairs per proficiency level (A2–C1). In case
of multiple error annotations, the first version was
chosen. For each error, we requested either a single
explanation or paired explanations: one brief and
one more comprehensive. We rated their quality
using colour codes based on traffic lights, so that
green indicates good, yellow fair and red poor ex-
planations. More precisely, green represents clear
and sufficient information. Yellow denotes partial
or nonfluent information that may still be helpful
and does not mislead the user. Red explanations
contain incorrect statements and terms, or simply
describe the correction, but do not offer a justifica-
tion. The explanation accuracy was defined as the
percentage of good and fair explanations.

Annotators were three research group members
with a linguistic background and previous expe-
rience in L2 error annotation. There was one an-
notator per each explanation. The annotation was
reviewed by an L2 teaching expert participating in
our project. The expert-guided evaluation princi-
ples were jointly discussed and specified through-
out the evaluation process.

Initial experiments used Estonian and English
zero-shot prompts and compared the performance
of GPT-4o, GPT-4, and GPT-3.5 Turbo with Mi-
crosoft Azure’s default settings (temperature 0.7,
top p 0.95) and reduced variability (lowering ei-
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ther of the parameters). GPT-4o with default set-
tings outperformed other models, producing fewer
factual or logical errors, particularly in detecting
Estonian case forms and sentence interpretation.
Notably, Estonian prompts yielded more precise
and fluent explanations. Requesting paired expla-
nations provided higher-quality responses. In par-
ticular, comprehensive explanations could be con-
sidered more accurate and informative compared
to single ones. Brief explanations were more prob-
lematic, often describing corrections (e.g., word x
should be y) without any additional context.

The results generally improved by first generat-
ing the longer explanation instead of the shorter
one. This way, the accuracy of long explanations
increased from 29% to 64% with single-prompt
parallel input and from 62.5% to 83% with error-
tagged input. Brief explanation accuracy went from
0% to 18% with single-prompt parallel input and
dropped from 54% to 48% with error-tagged input.

Adopting the paired explanation approach, we re-
fined the best Estonian prompts to avoid redundant
or insufficient information. For few-shot prompt-
ing, we constructed examples based on eight Esto-
nian learner sentences, representing the 12 main er-
ror types and some combined errors (see (1) for an
example of explanation input and output, translated
into English). The single-prompt approach proved
more effective with the few-shot method, whereas
the prompt chaining did not yield better results. Its
long explanation accuracy decreased from 58% to
36% and brief explanation accuracy from 56% to
44% compared to the zero-shot method. The main
limitation was detecting atomic edits despite the
few-shot examples. In a test where GPT-4o had to
identify GEC edits three times per sentence pair
and select the correct answer, it chose the right
output for 28 out of 40 sentence pairs.

(1) Source sentence: Head aega.
Target sentence: Head aega! (‘Goodbye!’)
Correction(s):
1. incorrect punctuation: . -> !

Explanation 1: . -> !
Long: In Estonian, a greeting sentence
ends with an exclamation mark, e.g., “Tere
hommikust!” (‘Good morning!’), “Head
uut aastat!” (‘Happy new year!’).
Brief: An exclamation mark is used after a
greeting or wish.
Error type: incorrect punctuation

Since the error-tagged input provided full align-
ment with actual edits and error types, we decided
to use it for training data generation. In addition,
this approach lead to significantly higher accuracy
in longer explanations (91% compared to 65% with
parallel input). The accuracy of brief explanations
was lower, equally 52%, mostly due to merely de-
scriptive explanations. Therefore, we further im-
proved the prompt to provide more meaningful
clarifications. We synthesized error explanations
based on the EKI L2 corpus from Subsection 3.2,
using the 12,580 sentences that contain the atomic
edits. We fine-tuned a Llammas-base model to gen-
erate explanations error-by-error on the synthesized
dataset, resulting in model M3 in the workflow.

3.4 Sentence alignment
As the error explanation model required input on
sentence level, the essay from model M1 error cor-
rection output had to be aligned with its input on
sentence level. The same need came up when eval-
uating M1 output. Complications rose when a sen-
tence was split into several or several sentences
joined as part of the correction, also when the M1

model hallucinated new sentences, such as a greet-
ing to start a letter. Sometimes a mismatch was
caused by the sentence tokenizer mistaking the sen-
tence boundaries in uncorrected text.

To solve this problem, we developed a simple
many-to-many sentence aligner based on the Lev-
enshtein distance. When aligning the gold standard
and output essays during evaluation we considered
the distance between corrected sentences of both
essays, merging the gold M2 representations as
necessary. Testing on 400 essays of the training
corpus, this rule-based aligner found correct align-
ments for 98% of the original sentences.

4 System Evaluation

4.1 Error correction performance
Error correction scores were automatically evalu-
ated on the EstGEC-L2 development set using a
modified version10 of the M2 scorer (Dahlmeier
and Ng, 2012). This yields error-level F-score com-
paring the output sentence with all given gold cor-
rections, as well as a broad statistics of recall by
error type. The modified version also takes into ac-
count that the word order error type (R:WO) used
in train and test corpora can encompass other er-
rors, as word order in Estonian tends to be rather

10https://github.com/TartuNLP/estgec/
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free and the scope of that error type may include
a large part of the sentence. The results on the de-
velopment set of EstGEC-L2 corpus can be seen in
Table 2, comparing the models trained on smaller
or larger datasets of synthetic essays, and the lat-
ter model post-fine-tuned on human errors. While
using a large number of generated essays did signif-
icantly raise recall, it is surprising that additional
fine-tuning on human errors brought it down with-
out much increase in precision. This may be partly
due to the larger training set containing human er-
rors already contributing to higher precision.

P R F0.5

GPT-4o 69.56 54.13 65.81
SynthS 69.70 49.19 64.33
SynthL-EKI-L2 Mix 75.61 45.68 66.85
+ EKI-L2 FT 76.45 42.45 65.90

Table 2: Scores of models trained on datasets with
synthetic errors, based on the best F0.5 score across
3 epochs, compared to prompting GPT-4o at tempera-
ture 1 for GEC in a 1-shot setting (see Appendix B for
details). SynthS was trained on 1,503 generated essays
with synthetic errors, while SynthL-EKI-L2 Mix was
trained on a dataset 10× larger, mixing synthetic and
EKI-L2 errors. SynthL-EKI-L2 Mix was also post-fine-
tuned on EKI-L2.

While our F0.5 score is notably higher than the
49.44 reported by Staruch (2025), theirs was a
multilingual system tested on a smaller subset of
the EstGEC-L2 corpus. GPT-4o achieves a higher
recall but a lower precision, resulting in a lower
F0.5 score. We incorporated the EKI-L2 fine-tuned
SynthL-EKI-L2 Mix model trained for 3 epochs
in our workflow as the final M1 model, although
its F0.5 score was better after epoch 1, recall was
highest after 3 epochs.

The modified M2 scorer shows recall by error
type even if M1 does not assign types. Considering
the results (see Figure 2), the most difficult type by
far is word order, mostly because the correction is
considered accurate only if all possible encompass-
ing errors are corrected as well. E.g., the phrase
’raamat loen ma’ (‘book-nom read I’) should be
corrected not only as ’ma loen raamat’ (‘I read
book-nom’), but also with the correct case ’ma loen
raamatut’ (‘I read book-part’). Note that the error
correction model does not assign an error type, so
even if it detects an error in the same scope as a
nominal form error, it might try to replace or erase
the whole word.

Leaving word order aside, the more difficult
types to correct are word and punctuation choice
(R:LEX, R:PUNCT), although missing punctuation
marks (M:PUNCT) tend to be rather easy. This
is somewhat expected as the choice of words for
replacing an unsuitable one is rather large and not
all suitable words are listed in human corrections.
Inserting missing punctuation marks, correcting
the capitalization (R:CASE) or whitespace, i.e.,
compounding errors (R:WS) as well as picking
the right nominal or verb form (R:NOM:FORM,
R:VERB:FORM) are all handled with slightly
higher recall, as could be expected from a strong
language model. As was seen from the evaluation
scores, adding synthetic data helped raise recall.
This seems to be mostly due to better detection
of word order and compounding errors. The final
model also detects capitalization errors noticeably
better than the one trained on human errors, but if
we consider corrections, then they are around the
same level, as the model has trouble providing cor-
rect replacements. If we consider what may have
contributed to the drop of precision in the final
model, then most noticeable bottlenecks are de-
tecting unnecessary words (U:LEX) and correcting
complex errors where there are several mistakes in
one word (e.g., wrong verb form with a spelling
mistake – R:VERB:FORM:SPELL).

Figure 2: Recall by type for the 11 most frequent error
types in the test corpus. Number of errors of each type
present in test corpus is shown in columns for reference.

The test dataset has essays from proficiency lev-
els A2–C1, whereas C1 was not present in the train-
ing corpus that contains K-12 student essays. When
comparing error correction performance of the fine-
tuned model across language proficiency levels (see
Table 3), the results are quite uniform. The scores
are a little better for A2, possibly because the sen-
tences used are still rather simple. Recall is no-
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P R F0.5

A2 74.12 48.99 67.22
B1 71.48 48.13 65.16
B2 74.00 43.32 64.82
C1 71.43 47.23 64.79
All 72.91 46.58 65.51

Table 3: GEC scores by language proficiency level.

ticeably lower for B2. The drop is most clear for
two error types: word order and wrong punctuation
mark. Out of 26 cases of wrongly chosen punctu-
ation marks in B2 texts, none received the correct
replacement, although a mistake was detected in
more than third of these. B2 texts had more word
order mistakes (196, compared to 127 in B1 texts
and less than 100 on other levels), but even the
recall of partial scope overlap was lower than for
other levels: 32% compared to 47% or more. The
distribution of more common error types and their
detection rate can be seen in Figure 3. As for other
proficiency levels, the model has relatively more
difficulties detecting missing words in A2 texts,
missing punctuation in B1 texts, and wrong capital-
isation in C1 texts, although in the last case there
were only 4 such mistakes present, which may be
too few to draw conclusions.

4.2 Qualitative analysis of system output

For qualitative assessment of the three system com-
ponents — corrector, error detector/classifier, and
explainer — we randomly selected 40 sentences
from the EstGEC-L2 test corpus, balanced for pro-
ficiency level (A2–C1). We compared two settings:
a uniform 0.7 temperature and a varied higher tem-
perature (1.0 for M1, 0.8 for M2, 0.9 for M3) to
encourage creativity.

In comparison with golden edits, we distin-
guished four correction types: necessary and suit-
able, necessary but incorrect, unnecessary but suit-
able, and unnecessary and incorrect. We calcu-
lated precision based on both types of suitable edits.
The macro-averaged precision of error classifica-
tion was assessed according to proposed changes,
even if incorrect. Explanations were graded as
good, fair, or poor, as described in section 3.2 (see
translated examples in Appendix D). We separately
evaluated explanations for necessary suitable cor-
rections, since it is challenging or even futile to
explain unnecessary or incorrect edits.

Lower temperature entailed higher correction

precision (89% vs. 76%) and fewer edits (63 vs.
71), while the number of suitable corrections was
similar (56 vs. 54). The 0.7 setting also resulted
in a greater overlap with reference edits (60% vs.
46%). However, the correction model then failed
to detect word order errors. We suggest using an
intermediate temperature for GEC. The average
precision of error classification was comparable in
the two conditions: 84% with higher and 87% with
lower temperature.

The quality of explanations was generally better
at the 0.7 temperature (see Table 4). Long expla-
nations were more likely to be rated good or fair
compared to the 0.9 temperature both in case of
necessary corrections and all corrections, including
optional and unjustified edits. Necessary brief ex-
planations followed a different trend, being more
accurate at the higher temperature. Nonetheless,
when considering all system corrections, the pro-
portion of good and fair explanations remained sim-
ilar in the 0.7 setting, whereas radically dropping
in the 0.9 setting. This refers to a better capability
to justify optional edits at the lower temperature.

Temp 0.7 Temp 0.9
Long explanations
Necessary: good 51% 37%
Necessary: good/fair 66% 48%
All: good 51% 27%
All: good/fair 63.5% 37%
Brief explanations
Necessary: good 45% 50%
Necessary: good/fair 70% 76%
All: good 46% 34%
All: good/fair 67% 51%

Table 4: GEE quality with two temperature settings.

In terms of GEE, our results can be compared
with Maity et al. (2024) and Ye et al. (2025),
who reported accuracy over 60%, and outperform
Hanawa et al. (2021), who reached 40%–50% ac-
curacy in explaining preposition errors and below
40% with various error types. One shortcoming
was the inaccuracy of linguistic terms, such as
using an existing term in a wrong context (e.g.,
false association of nominal case and word form)
or forming a nonexistent term. This concerned 24%
of long and 3% of brief explanations in the lower
temperature setting. Furthermore, the prompt could
be improved to explain context-dependent errors
like grammatical form or word choice errors.
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Figure 3: Error detection recall by language proficiency level for more common error types, considering at least
partial overlap in scope.

5 User Feedback

5.1 Participants and questionnaire

The user test involved six learners and five teachers
and/or testing experts of Estonian as L2. Volunteers
were recruited using snowball sampling, consider-
ing their experience of learning and teaching at
different proficiency levels. The teachers’ exper-
tise covered the whole range from pre-A1 to C1
level. Three teachers had taught adults and stu-
dents from pre-A1- or A1- to C1-level. One had
focused on adult learners with diverse backgrounds
at levels A1 and A2. One had assessed exams at all
tested levels but primarily at B2 and C1, prepared
exam and screening test tasks, and briefly taught
language courses. Three of the teachers were native
Estonian speakers, one an Estonian-Russian bilin-
gual and one a native Russian speaker who uses
Estonian at home, at work and in daily life. The
learners were Russian- and Ukrainian-speaking and
bilingual (Ukrainian-Russian or Russian-Estonian).
Three of them had lived in Estonia for many years
or most of their lives and rated their language level
as B2 and C1. The others reported their level to be
A2 or B1, having spent 2.5–5.5 years in Estonia.
Their exposure to Estonian ranged from rare use in
lessons or grocery store to everyday use at work.

We used Google Forms to gather feedback
through a semi-structured questionnaire. The re-
spondents were given the option to answer the sur-

vey in English. We developed a demo application
for testing (see Appendix C). First, we asked the
users to assess the output for a sample B1-level
text fragment. Repeated analysis of the same text
may give varying results, so we presented a pre-
given version of five corrections and explanations
as screenshots to ensure response comparability.
Subsequently, users interacted with the tool directly,
correcting their own text or a student’s writing,
commenting on each correction and explanation
and their general experience.

5.2 Results

Both teachers and learners found that the system
makes most of the needed corrections and the ma-
jority of explanations could be useful in existing
form or with some changes. 10 out of 11 test users
considered the corrections somewhat useful or use-
ful (corresponding to 4–5 on a 5-point Likert scale).
Explanations were rated similarly by nine respon-
dents. Three teachers and learners noted their plan
to use the application in the future, one teacher
and two learners would probably use it and one
respondent from each group was not sure about it.

All corrections in the provided sample were con-
sidered appropriate, although two teachers noted
that a lexical choice correction was not strictly
necessary. Each explanation was rated on a three-
point scale: useful – somewhat useful – not useful.
Depending on the correction, long explanations
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were found useful by 5–9 and brief explanations by
5–10 test users, averaging to 2/3 of the respondents.
About 1/3 and 1/4 of the users, respectively, consid-
ered long and brief explanations somewhat useful.
On average, one user did not think the shorter ex-
planation was useful. The respondents agreed to
defined error types, except for the case where word
order and nominal form error occurred together but
only the former was detected.

As expected, analysing user texts revealed more
issues because these texts were generally longer
than the sample and the system made more correc-
tions in them. Teachers found an average of 82%
and the learners 87% of corrections relevant. Both
groups considered about 70% of long explanations
at least somewhat useful, whereas brief explana-
tions seemed useful to more than half of the learn-
ers and 3/4 of the teachers. Fixing and explaining
structural errors in long complex sentences that
contained numerous errors turned out to be chal-
lenging. The tool also had some trouble identifying
and explaining combined errors. While our aim
was to classify and explain all co-occurring error
types, only one type may be detected and covered
in the explanations (e.g., a spelling error is ignored
alongside the choice of correct word form).

The explanations were said to give a compre-
hensive overview of the errors and help language
learners notice errors they might be making sys-
tematically. Long explanations were rated higher
in terms of content and wording, although there
were also instances of complex language use or no
added value compared to the shorter version. Users
claimed that long explanations should complement
short ones, while short explanations should still
be informative. In some cases, two explanation
layers may not be needed. Both teachers and learn-
ers recommended to put more emphasis on sim-
ple language comprehensible for A2- and B1-level
learners, especially in brief explanations. Some
suggestions were made to generalise or specify er-
ror classification and improve the user interface,
however, the overall assessment was positive in
both respects.

6 Conclusion

We trained a workflow of three fine-tuned models
for GEC and GEE. Using synthesized L2 texts with
introduced errors seems promising, but a larger
training set might be necessary. Our first model
corrects errors at the paragraph level and performs

well on L2 texts with a proficiency level not present
in training data. The model yields higher precision
with similar recall at lower temperatures but then
struggles with word order errors, so we suggest
using medium temperature.

We achieved better quality explanations in GEE
by incorporating error types in addition to atomic
edits in input and requesting two explanations
(longer and shorter) for each error. This could be
further improved as both LLM prompting and our
fine-tuned model have low recall on detecting error
types. It is also necessary to filter out low-quality
explanations, such as including nonexistent nomi-
nal cases, by possibly using LLMs to evaluate the
quality of a given explanation.

While our GEC model was paragraph-based, we
used a sentence-based approach due to model lim-
itations. In future work, we will apply a new
methodology to preserve context and fit within
hardware limits with the context window size. For
each sentence in the essay, we will split essays into
tuples of N consecutive sentences up to the given
sentence. The new methodology could allow us to
combine GEC and GEE into one model. In future
work, we will also explore reversing the pipeline
for fine-tuning for AEG.
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Limitations

Although our GEC system is based on paragraphs,
the GEE pipeline, including both error detection
and explanation, is based on sentence level due to
context window limitations, limiting the model’s
capability to explain errors at the document level.
Future work needs to classify and explain errors
with context, as well as combine related errors for
explanation.

The GEE pipeline relies on atomic edits with
error-type information, which we found necessary
for reasonable explanations. However, atomic edits
are based on M2, thus making it costly to obtain
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new data. Future work should explore the auto-
matic generation of atomic edits.

Additionally, GEC scores rely highly on the sen-
tence alignment method since the M2 scorer works
on the sentence level. Poor sentence alignment
affects the scores negatively.
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A System Overview

Figure 6 gives a detailed overview of the system
with an example. The input paragraph translates
to “I very much like classical music. We earlier
bought the tickets. Sometimes already in January.”
The explanations translate to “The correct spelling
is “väga” (very)”, “Instead of the word “klassikat”
(“classic” in the wrong case form), the word “klas-
sikaline” should be used to show that the music is
of classical type”, “In Estonian, the verb is gener-
ally before the adverb (adverb of time), for exam-
ple, “ostsime piletid” (we bought the tickets) and
“varem” (earlier). The original word order “varem
ostsime piletid” is wrong.”

B Prompts

Tables 5, 6 and 7 display the prompts used for
fine-tuning M1, M2 and M3. The prompt format is
from Luhtaru et al. (2024b), which in turn is loosely
based on Alpaca (Taori et al., 2023) format. Table
8 shows the prompt used for GPT-4o for GEC.

C Demo application

For user testing, we developed a demo application11

based on the Writing Evaluator proofreading tool
of an Estonian language learning and analysis envi-
ronment (Allkivi et al., 2024). The demo reuses ex-
isting interface components, such as approving or
rejecting corrections and grouping errors by type.

After the user inserts their text, the back-end re-
turns the corrected sentences along with error anno-
tations, including error type and two accompanying

11https://elle.tlu.ee/corrector-test

explanations. Users can interact with corrections in
two ways: inline view — moving the cursor over
a highlighted segment in the text triggers a popup
displaying a short explanation and options to ac-
cept or reject the correction (See Figure 4); sidebar
view — on the right side of the interface, correc-
tions are grouped by type (see Figure 5). Clicking
on a category reveals a list of related corrections
with longer explanations.

Figure 4: Popup view with a short explanation when
hovering over a highlighted correction.

Figure 5: Sidebar displaying error categories and longer
explanations under selected corrections.

D Example explanations

We rated the quality of system error explanations on
the following scale: good — clearly presented and
sufficient information; fair — partial or nonfluent
but correct information; poor — use of incorrect
statements and terms or edit description without
additional context. Example (2) demonstrates a
comprehensive and brief explanation annotated as
good. Example (3) includes a brief explanation
rated as fair and a longer explanation rated as poor.
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### Instruction:
Reply with a corrected version of the input essay in Estonian with all grammatical and spelling errors fixed. If there
are no errors, reply with a copy of the original essay.

### Input:
{input}

### Response:
{correction}

Table 5: The GEC model M1 fine-tuning prompt. The GEC instruction is a modification of the prompt by Coyne
et al. (2023).

### Instruction:
Sa võrdled kahte eestikeelset lauset: keeleõppija kirjutatud algne lause ja parandatud lause. Genereeri vea kaupa
paranduste loend, kus on vealiik, algne tekst ja parandatud tekst.

### Input:
Algne lause: {original sentence}

Parandatud lause: {corrected sentence}

### Response:
Parandused: {list of atomic edits}

Table 6: The error detection and classification model M2 fine-tuning prompt.

The correct word “terrassil” is in the adessive case
form, not inessive, although both express location
in Estonian. The brief explanation only considers
the nominal form error, disregarding the spelling
error (the base form is “terrass”, not “terras”).

(2) Source sentence: Pärast kontserdi me
otsustasime juua kohvi restoranis ja koju
minna jalgsi.
Target sentence: Pärast kontserti me
otsustasime juua kohvi restoranis ja koju
minna jala.
(‘After the concert, we decided to drink
coffee in a restaurant and walk home.’)

Explanation: kontserdi -> kontserti
Long: The word “pärast” (‘after’) requires
the partitive case, so the correct form is
“kontserti”. The form “kontserdi” is in the
genitive case and is not appropriate here.
Brief: The word “pärast” (‘after’) requires
the partitive form “kontserti”.
Error type: nominal form

(3) Source sentence: Linnas ma istun terras ja
joon siider.
Target sentence: Linnas ma istun terrassil
ja joon siidrit.
(‘In the city, I sit on a terrace and drink

cider.’)

Explanation: terras -> terrassil
Long: The inessive case form of the word
“terrass” is “terrassil”. It expresses location
(where?).
Brief: The correct case form is “terrassil”
(where?).
Error type: nominal form
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### Instruction:
Sa võrdled kahte eestikeelset lauset: keeleõppija kirjutatud algne lause ja parandatud lause. Sulle antakse paranduste
loend, kus on vealiik, algne tekst ja parandatud tekst. Su ülesanne on selgitada ühte parandust. Selgita seda
parandust, mis järgneb sõnale ’Selgitus’. Esiteks too välja põhjalikum selgitus, miks parandust vaja on. Teiseks
anna lühike selgitus lihtsamas keeles. Pärast selgitust nimeta vealiik. Mitu vealiiki võivad kokku langeda. Omavahel
seotud parandusi (näiteks sõnaühend, kus muutub mõlema sõna vorm) selgita koos. Sõnajärje parandusega kattuvaid
muid parandusi selgita eraldi.

### Input:
{sentence pair, list of errors and input error to explain}

### Response:
{explanation for input error}

Table 7: The GEE model M3 fine-tuning prompt.

Reply with a corrected version of the input text in Estonian with all grammatical and spelling errors fixed. If there
are no errors, reply with a copy of the input text. There is one example of the task.

Input text: {example input paragraph}
Corrected: {example corrected paragraph}

Input text: {input paragraph}
Corrected:

Table 8: The 1-shot prompt used for GEC with GPT-4o. The example was randomly sampled from the EKI-L2 set.
The GEC instruction is a modification of the prompt by Coyne et al. (2023).
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


Mulle vaga meeldib klassikat
muusika. Me varem ostsime
piletid. Mõnikord juba jaanuaris.




UI input

M1

GEC 


Mulle väga meeldib klassikaline
muusika. Me ostsime piletid
varem. Mõnikord juba jaanuaris.




[
Mulle vaga meeldib klassikat muusika.
Mulle väga meeldib klassikaline muusika.

]

[
Me varem ostsime piletid.
Me ostsime piletid varem.

]

[
Mõnikord juba jaanuaris.
Mõnikord juba jaanuaris.

]

M2

and tagging
Error detection

[
1. Spelling: vaga -> väga;
2. Word choice: klassikat -> klassikaline

]

[
1. Word order: varem ostsime piletid ->
ostsime piletid varem

]




Mulle vaga meeldib klassikat muusika.
Mulle väga meeldib klassikaline muusika.
[List of errors]. Explain:
1. Spelling: vaga -> väga







Mulle vaga meeldib klassikat muusika.
Mulle väga meeldib klassikaline muusika.
[List of errors]. Explain:
2. Word choice: klassikat -> klassikaline







Me varem ostsime piletid.
Me ostsime piletid varem.
[List of errors]. Explain:
1. Word order: varem ostsime piletid ->
ostsime piletid varem




M3

GEE

[
Õige kirjutusviis on “väga”.

]




Sõna "klassikat" asemel tuleks kasutada
sõna "klassikaline", et näidata, et
muusika on klassikalist laadi.







Eesti keeles on üldjuhul kõigepealt
tegusõna, millele järgneb tegusõna määrsõna
(ajamäärus), näiteks "ostsime piletid" ja "varem".
Algne sõnajärg "varem ostsime piletid" on vale.




UI output

Sentence alignment

Split by error

Figure 6: A detailed overview of the grammatical error correction and explanation system with an example. M
denotes model.
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