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Abstract

Engaging students in a coherent classroom dis-
cussion is one aspect of high-quality instruction
and is an important skill that requires practice
to acquire. With the goal of providing teach-
ers with formative feedback on their classroom
discussions, we investigate automated means
for evaluating teachers’ ability to lead coher-
ent discussions in simulated classrooms. While
prior work has shown the effectiveness of large
language models (LLMs) in assessing the co-
herence of relatively short texts, it has also
found that LLMs struggle when assessing in-
structional quality. We evaluate the general-
izability of task formulation strategies for as-
sessing the coherence of classroom discussions
across different subject domains using GPT-40
and discuss how these formulations address the
previously reported challenges—the overesti-
mation of instructional quality and the inability
to extract relevant parts of discussions. Finally,
we report lack of generalizability across do-
mains and the misalignment with humans in
the use of evidence from discussions as remain-
ing challenges.

1 Introduction

High-quality STEM instruction is well-organized
and structured to provide opportunities for students
to engage in productive scientific sensemaking,
build their conceptual understanding, and link sci-
ence ideas within and across lessons (Chen and Li,
2010; Roth et al., 2011). In fact, effective organi-
zation and structure are key features attended to
in observational protocols for assessing teachers’
practice, including the Framework for K-12 Sci-
ence Education (National Research Council, 2012),
Danielson’s Framework for Teaching (Danielson,
2013), and the Classroom Assessment Scoring Sys-
tem protocol (Pianta, 2008). One specific high-
leverage teaching practice that requires effective

*This research was conducted during an internship at ETS.

structuring is the facilitation of coherent content-
focused discussions, as teachers need to ensure
that students understand how the ideas that are dis-
cussed relate to and build upon one another and
ensure that the work the students are doing sup-
ports progress towards addressing the discussion’s
learning goal (Carpenter et al., 2020; Stein et al.,
2008).

Facilitating such discussions is a difficult skill
to learn (Hanuscin et al., 2016; Plummer and Ta-
nis Ozcelik, 2015; Ramsey, 1993). To help teach-
ers develop these skills, it is important to provide
them with ample practice opportunities paired with
accurate assessments of their current skills and tar-
geted personalized feedback (Ferrini-Mundy et al.,
2007; Wang and Demszky, 2023; Xu et al., 2024).
However, the assessment of teaching practice has
limitations, including resource constraints, scalabil-
ity challenges, and varying evaluator competence,
as it is usually done by human evaluators (Kelly
et al., 2020; Kraft et al., 2018).

Prior research has sought to overcome the limi-
tations of manual assessment of classroom discus-
sions by using natural language processing (Alic
et al., 2022; Nazaretsky et al., 2023; Ilagan et al.,
2024; Demszky et al., 2021; Suresh et al., 2019).
These studies were mostly limited to analyzing
turn-level teaching moves such as classifying open-
ended and close-ended questions (Alic et al., 2022),
labeling certain teaching strategies (Nazaretsky
et al., 2023; Ilagan et al., 2024; Suresh et al., 2019),
and identifying speaker contributions (Demszky
et al., 2021). Assessment of discussion coherence
is potentially more challenging because connec-
tions between ideas are not necessarily linear but
can be hierarchical (Tao et al., 2015), and the over-
all coherence is not necessarily an accumulation of
locally coherent moves.

Large language models (LLMs) have been suc-
cessful in assessing the coherence of relatively
short text, such as essays in an English proficiency
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test (Naismith et al., 2023) and news article sum-
maries (Liu et al., 2023; Liusie et al., 2024). How-
ever, it is still challenging for LLMs to assess class-
room instruction. For example, LLMs’ scores on
instructional quality do not correlate with human
ratings, and they fail to extract relevant utterances
from classroom transcripts (Wang and Demszky,
2023). Also, they overestimate instructional quality
and struggle to summarize it (Xu et al., 2024). We
hypothesize that the discrepancy between LLMs’
success in assessing coherence and failure to ana-
lyze instructional quality in classrooms could lie in
the formulation of LLMs’ tasks (Tran et al., 2024).
Our goal is to evaluate the generalizability of task
formulation strategies previously used to assess
the coherence of short documents with LLMs to
evaluate classroom discussions holistically:

RQ1 Do the task formulation strategies that work
well for the coherence of short documents gen-
eralize to longer classroom discussions?

RQ2 Do the effective strategies from RQ1 gener-
alize across subject domains (math and sci-
ence)?

Our contributions are as follows:

1. We demonstrate that task formulation strate-
gies in prior work can generalize to extended
discussions, but the generalization across sub-
ject domains remains challenging.

2. We show that the strategies result in a reduc-
tion of GPT-40’s overestimation bias.

3. A closer look at the results suggests that while
GPT-40 extracts utterances relevant to aspects
of discussion coherence, it sometimes uses
them differently from humans when justify-
ing their answers, which raises concerns in
practical real-world applications.

2 Related Work

2.1 Automated assessment of instructional
quality

Prior research on automated evaluation of instruc-
tional quality in classroom discussions focused
on detecting specific teacher or student discourse
“moves” that characterize high-quality instruction
using human-annotated corpora. Such “moves” are
defined at the utterance-level and include building
on student responses (Bywater et al., 2019; Dem-
szky et al., 2021; Nazaretsky et al., 2023; Suresh
et al., 2022; Tran et al., 2023), asking questions
(Alic et al., 2022; Feldhus et al., 2024; Jensen et al.,
2021; Tran et al., 2023), and giving supportive state-

ments (Hunkins et al., 2022). These models are
used to give feedback to teachers, showing, for
example, the frequency of the target behavior in
the discussion (Demszky et al., 2023; Jensen et al.,
2020; Mikeska et al., 2024; Jensen et al., 2021).

More recently, LLMs have been used for holis-
tic assessment of classroom interactions, includ-
ing how effectively teachers support cognitive and
language development (Whitehill and LoCasale-
Crouch, 2024), to what extent classroom inter-
actions exhibit encouragement and warmth (Hou
et al., 2024), and how well tutors respond to stu-
dents’ math errors (Kakarla et al., 2024). However,
LLMs still face challenges. For instance, ChatGPT
(gpt-3.5-turbo) has low correlations with human
evaluation and often fails to generate insightful
and relevant suggestions for improvement (Wang
and Demszky, 2023). Moreover, it overestimates
instructional quality, and using its extractive sum-
maries as inputs for the classification of instruction
practices does not improve the results (Xu et al.,
2024). Tran et al. (2024) have explored different
task formulations to improve LLM’s assessment
of instructional quality, but its best-performing
method is only compatible with the metrics based
on the number of utterances satisfying certain crite-
ria. We investigate prompting and task formulation
strategies that are informed by recent LLM litera-
ture and can be applied to do a holistic coherence
evaluation of a classroom discussion.

2.2 Automated assessment of coherence

Prior work on evaluating the coherence of a
text benefited from deep neural networks, includ-
ing long short-term memory (Mesgar and Strube,
2018), rational graph convolutional networks (Mes-
gar et al., 2021), and pretrained language models
(Duari and Bhatnagar, 2022; Jeon and Strube, 2022;
Zhong et al., 2022). However, these methods con-
sidered local coherence and were evaluated on tasks
that could exploit it such as judging coherent and
incoherent sentence pairs (Duari and Bhatnagar,
2022; Mesgar et al., 2021; Zhong et al., 2022) and
short source-summary pairs (Mesgar et al., 2021;
Zhong et al., 2022). BBScore (Sheng et al., 2024)
captures global text coherence but treats utterances
as a sequential process. This is not always the case
for classroom discussions. Indeed, local coherence
based on similarities of adjacent utterances had
low correlations with human ratings of classroom
discourse coherence (Boyle and Crossley, 2024).
LLM:s enable a more holistic evaluation of coher-
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ence without modeling local coherence. Naismith
et al. (2023) evaluated the coherence of pieces of
writing in an English language test used for higher-
education admissions, based on the Common Euro-
pean Framework of Reference for Languages. Liu
et al. (2023) proposed using an automatic Chain of
Thought (Auto CoT) to generate steps for LLMs
to follow when evaluating coherence. Liusie et al.
(2024) showed prompting LLMs to compare texts
is more effective than prompting them to assign
numerical scores. However, these studies used rel-
atively short texts, such as essays and summaries.
We incorporate their insights and evaluate the meth-
ods with long, multi-party classroom discussions.

3 Data

We used the dataset collected in previous studies
Mikeska et al. (2023, 2025), where elementary
pre-service teachers facilitated an argumentation-
focused discussion in mathematics or science with
five fictional student avatars controlled by a human
actor using voice modulation software. The human
actor is instructed to reflect each avatar’s person-
ality, background, and interest (e.g., “Emily is an
introverted, studious, independent, serious, and lit-
eral child.”) given by the researchers. Science
discussions involved the Mystery Powder (MP)
task (Mikeska et al., 2021), where students con-
structed arguments about the identity of a mystery
powder based on its properties such as color, tex-
ture, and weight, and determined which properties
were useful to identify it. The mathematics discus-
sions focused on the Ordering Fractions (OF) task
(Howell et al., 2021), where the learning goal was
to evaluate and contrast strategies for ordering frac-
tions with varying numerators and denominators.
The teachers were given handouts on the simulated
environment, the students’ work before the discus-
sion, and the goal of the discussion a week prior
to the discussion. The teachers had up to 20 min-
utes to lead the discussion. Each discussion was
video-recorded, transcribed, and timestamped for
manual evaluation. One teacher facilitated at most
two discussions in the dataset. Table 1 shows snip-
pets of example transcripts from the MP task; Table
2 shows the descriptive statistics of the datasets.
The rubrics for human scoring have five dimen-
sions, each with 2-3 supporting indicators (GO
Discuss Project, 2021). Depending on the data
collection phase, dimensions have three or four
discrete levels and indicators are continuous be-

tween 1-3 or 1-4. This study focuses on Indicator
2A (“Overall Coherence of the Discussion”) in Di-
mension 2 (“Facilitating a Coherent and Connected
Discussion”). This indicator measures if a teacher
leads a well-organized discussion focused on the
content and uses the time allotted to address the
given learning goal (the full rubrics are in Appendix
A). Raters were current and retired K-12 teachers
in STEM (Nazaretsky et al., 2023). About 27%
of the discussions were double-scored; the intra-
class correlations (Shrout and Fleiss, 1979) were
0.630 (MP) and 0.588 (OF). Both have moderate
reliability (Koo and Li, 2016), commensurate with
other dimensions (Ilagan et al., 2024; Nazaretsky
et al., 2023) and other publicly available data on
coherence (Gopalakrishnan et al., 2019). Raters
optionally provided quotes to justify their scores.
We map a score x on the 1-4 scale to 1-3 by
%x + % The score distributions are in Figure 1.

MP transformed on 1.3 scale OF transformed on 1.3 scale

Figure 1: Score histograms in MP (left) and OF (right).

4 Experiment Setup

The MP and OF datasets were used differently. We
used the MP data to develop prompts and select
promising strategies; the OF data was used to test
the generalization of the MP-based selections to
a new domain (RQ2). For the MP data, we cre-
ated four sets: five discussions used for reference
(Refs), two development sets (Dev1 and Dev2), and
a test set. The test set (n = 36) was the same as
in prior work modeling other rubric dimensions
(Ilagan et al., 2024; Nazaretsky et al., 2023). Using
all the non-test data, we identified the five Refs
discussions (see Section 5.2), then randomly chose
71 development discussions from the remainder of
the data, randomizing by teachers (all discussions
by the same teacher were in the same partition).
We then divided the set of 71 discussions into two
groups (35 and 36): Devl was used for experimen-
tation with prompts, and Dev2 was used to select
the most promising strategies for final testing on
the MP and OF test data. For the OF dataset, we
first sampled, by teacher, half the discussions for
the test set (n = 106, from 71 teachers) and then
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Coherent (human rating = 2.6)

Incoherent (human rating = 1.4)

Teacher: How about we all take about a minute to look at our own
shared workspaces? ... just talk to your partner next to you about
things you want to bring to the discussion about how you got to your
answer, your claim, your reasoning, and just think of some evidence.
So that way, when someone has a question, you can answer that
question because in this discussion, it’s going to be all of you having
more of a discussion, and me just listening and answering questions
here and there. Does that sound good?

Will: Yeah. Okay.

Teacher: ... I'm going to let you take the lead like I said, so we have
to make sure that we don’t talk over each other and that once, and I
don’t have to have a conversation at all. ... So the conversation can go,
Carlos to Jayla. Mina can talk to Jayla. You don’t have to raise your
hand, and you don’t have to go in order. ... I just want to make sure
that everyone understands and make sure everyone has the right
answer. ...

Carlos: Well, my question is for Mina and Will, and I was just
wondering why you think that it’s flour?

Will: Well, we think that it’s flour because we looked at the texture
and the color and the weight, and they all matched flour. So it was
pretty obvious.

Teacher: Sometimes it’s easier to learn from classmates. It’s
sometimes easier to learn from your classmates than a teacher
teaching and lecturing you, huh?

Emily: Yeah. I thought everyone had really good ideas. [End of
discussion]

Teacher: Today we’re going to
review what we’ve been doing
for the last couple of classes. We
are going to be working on
identifying a substance based on
its properties. Can anybody tell
me what properties are? All
right, Mina, what are properties?
Mina: ... the properties are ...
like what the powder has.
Teacher: Right, like maybe
characteristics?

Teacher: When we’re looking at
properties, you might think of a
bear might have different
properties than a snake. ... A
bear has fur, a snake has scales.

Teacher: Yeah. What about you
Jayla and Emily? You still think
it’s baking soda?

Jayla: Yeah.

Teacher: Well, you guys are
right. It’s baking soda. [End of
discussion]

Table 1: Snippets of a coherent discussion and an incoherent one from the MP task.

Mystery Powder (MP)  Ordering Fractions (OF)
# Transcripts 157 241
# Teachers 81 142
Av. # Utterances per Transcript 97.6 99.5
Av. # Words per Transcript 1919.6 2090.2
Av. Duration (mins) 14.5 16.7
Av. Coherence score 2.05 1.93

Table 2: Descriptive

chose five discussions from the rest for the OF Refs
set.

We test our method with GPT-40 on Azure Ope-
nAl' setting the temperature to 0 to reduce random-
ness. We evaluated GPT-40 predictions vs human
scores using Pearson and Spearman correlations
and mean squared error (MSE). For double-rated

1https ://learn.microsoft.com/en-us/azure/
ai-services/openai/concepts/models

statistics of the datasets.

discussions, we averaged the two scores.

5 Task formulation strategies

We describe how we design our prompts. The ac-
tual prompts are in Appendix B.

5.1 Prompts to assess a single discussion

NAIVE BASELINE We prompt GPT-40 to score
discussion coherence on a scale of 1-3 based on
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the rubric given to human raters. This rubric imple-
ments a score-level characterization strategy that
describes what to expect to see in a discussion at
a given score level. In addition, we give the back-
ground information on the topic, the learning goal
of the classroom discussion, and the names of the
student avatars. We add a new characteristic based
on the justifications provided by the raters: They
often pointed out that a coherent discussion had
an introduction with clear and detailed learning
goals and expectations. NAIVE BASELINE imple-
ments CoT (Wei et al., 2022), instructing GPT-40
to output the reasoning behind its score.

STRUCTURED COT (ST. COT) The rubric in the
NAIVE BASELINE prompt characterizes highly co-
herent and incoherent discussions. We hypothesize
that this design may prevent GPT-40 from under-
standing the aspects of coherence, each of which
can be present or absent, or done well or badly, in a
given discussion. We summarize these aspects into
six bullet points and instruct GPT-40 to consider
them when deriving a holistic score. This aspect-
based rubric resembles the CoT prompt used to
evaluate the coherence of shorter texts (Liu et al.,
2023).

QUOTES Wang and Demszky (2023) have shown
that LLMs cannot extract utterances relevant to in-
structional quality from classroom transcripts and
that instructing LLMs to generate reasoning does
not improve the correlation with human graders.
On the other hand, Naismith et al. (2023) have
found that LLMs cite examples from essays that
contribute to coherence and that asking for ratio-
nale increases the correlation with humans. This
line of work implies that the evaluation by LLMs
can be improved if they can quote the right ex-
amples. Thus, we ask GPT-40 to provide quotes
supporting the rating in CoT.

NEGATIVE FOCUS Prior work has shown that
LLMs overestimate instructional quality (Xu et al.,
2024). This tendency, known as leniency bias
(Thakur et al., 2024), is observed when LLMs act as
a judge even outside of education. Li et al. (2024)
achieved better alignment between LLM and hu-
man judgment by training LLMs to generate a crit-
ical review before the final judgment. Since we
use GPT-40 without fine-tuning, we ask GPT-40
to “conclude to what extent (mostly, somewhat, or
seldom) the teacher failed to shape a coherent dis-
cussion and build ideas toward a learning goal” to
make GPT-40’s reasoning critical.

5.2 Comparison between discussions

The comparison strategy is motivated by the find-
ing that LLMs are better at comparison than as-
signing numerical scores, including for evaluating
the coherence of summaries (Liusie et al., 2024).
However, we need O(N?) comparisons to compare
all discussions and fully rank them. To reduce the
cost, we compare a discussion with a small set of
reference discussions. Reference discussions (re-
ferred to as Refs in Section 4) are chosen so that
they (1) are not in the test set, (2) are rated by two
raters, and (3) have an average score between 1.7
and 2.3 on the scale of 1-3 (i.e., middle-level perfor-
mance). Of all the discussions that fit the criteria,
we picked five with the smallest difference in the
ratings between the two raters. The number five
is based on the literature on the evaluation of auto-
mated summaries that found the comparison to 4-5
reference summaries was optimal (Nenkova and
Passonneau, 2004). For each reference discussion,
we ask the LLM whether the discussion-to-score
is better/worse than or similar to the reference. If
the discussion-to-score is better than the reference,
we assign a score of 3; if it is similar — 2; worse —
1. For the final continuous score, we average the
scores across the reference discussions.

We incorporate the comparison paradigm into
the NAIVE BASELINE prompt and the best-
performing formulation strategy for a single discus-
sion on Dev 2 by changing the LLM’s task from
rating to comparison. The definition of coherence
in NAIVE BASELINE stays the same, except that
it is now characterized by highly coherent, moder-
ately coherent, and incoherent, instead of the score
levels. We call this NAIVE BASELINE COMPARI-
SON. Also, we apply the comparison formulation
to the CoT outputs of the best strategy for a single
discussion on Dev 2 because the reasoning pro-
vided by CoT might be a good summary of the
degree of coherence of a discussion. We call this
<STRATEGY NAME> (2 STEP), where <strategy
name> is determined in the next section.

6 Results on MP dev data (Dev 2)

The top pane of Table 3 shows the results for single-
discussion strategies on the MP Dev 2 set. ST. COT
has the lowest MSE. QUOTES has the best Pear-
son correlation but has the worst MSE. NEGATIVE
Focus trails behind the other methods. Thus, we
combine the two most promising strategies, ST.
CoT and QUOTES. The combination shows the
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Single discussion strategies

Pearson

Spearman

MSE

NAIVE BASELINE
ST. CoT
QUOTES
NEGATIVE Focus
ST. COT+QUOTES

.503 (.458-.542)
480 (.405-.580)
.542 (.491-.608)
469 (.436-.504)
912 (.468-.567)

447 (405-.495)
499 (.426-.594)
497 (.443-.557)
478 (.456-.510)
565 (.526-.629)

533 (.516-.558)
335 (.276-.373)
598 (.564-.620)
483 (.459-.504)
1359 (.329-.387)

Comparison strategies

Pearson

Spearman

MSE

NAIVE BASELINE COMPARISON
ST. COT+QUOTES COMPARISON
ST. COT+QUOTES (2-STEP)

584 (.562-.604)
.55 (.538-.572)
.538 (.505-.590)

607 (.587-.631)
996 (.557-.625)
.550 (.506-.628)

326 (.316-.334)
496 (.456-.549)
352 (.316-.399)

Table 3: Pearson and Spearman correlations (higher numbers are better) and MSE (lower numbers are better) for the
single-discussion formulations (top) and the comparison formulations (bottom) on Dev 2. We report an average and
arange of five runs. The best result is in bold, and the second-best result is underlined.

MP (n = 36) OF (n = 106)

Strategies Pearson Spearman MSE Pearson Spearman MSE

NAIVE BASELINE 574 578 493 167 139 754
(.548-.599) (.547-.611) (.481-.504) | (.140-.210) (.110-.183) (.715-.788)

ST. CoT + .663 .607 272 416 420 405
QUOTES (.592-.730) (.541-.692) (.233-.317) | (.389-.447) (.394-.451) (.379-.439)

NAIVE BASELINE 708 702 236 .308 328 523
COMPARISON (.686-.732) (.664-.736) (.219-.252) | (.280-.341) (.295-.365) (.507-.553)

Table 4: Results on test sets; reported are the average and range of five runs. The best performance is in bold.

best or second-best performance and outperforms
the NAIVE BASELINE on all metrics. Therefore,
we create ST. COT+QUOTES (2 STEP) as a 2-step
comparison strategy.

The bottom pane of Table 3 shows the results
for comparison strategies. The results support the
effectiveness of comparing the discussion-to-be-
scored with references. The comparison versions
of NAIVE BASELINE and ST. COT+QUOTES per-
form better than their single-discussion versions on
all metrics, both in terms of average performance
and stability (narrower range), apart from MSE
for ST. COT+QUOTES. The results do not sup-
port the two-step formulation. This implies that
the description of a discussion does not capture the
information necessary for the comparison, consis-
tently with prior literature (Xu et al., 2024).

For the final evaluation of test data, we select
NAIVE BASELINE COMPARISON, as it showed the
best performance on Dev 2. We also evaluate the
ST. COT+QUOTES single-discussion formulation,
since it performs best in the more resource-lean
scenario without reference discussions. The NAIVE
BASELINE scoring scenario will also be evaluated
on test data to check whether gains over baseline
are replicated in the test results.

7 Final test results

Table 4 shows the results on the test sets of MP and
OF. To answer RQ1 (generalizability of strategies
to classroom discussion), we compare the rows.
Our results support the generalization of the strate-
gies evaluated on short text to long classroom dis-
cussions: Both ST. COT+QUOTES and NAIVE
BASELINE COMPARISON outperformed NAIVE
BASELINE on all metrics. RQ2 (generalizability
across subject domains) is answered by compar-
ing the columns. We observe that the performance
on the OF data is generally much worse, across
formulations and metrics, than on MP data.

We further analyze how the task formulation
strategies address the limitations of LLMs in as-
sessing instructional quality found in the literature.

Overestimation of quality One of the limitations
is that LLMs tend to overestimate the instructional
quality (Xu et al., 2024). To check this tendency,
we plot GPT-40 predictions vs human scores in
Figure 2, using the runs with the median MSE out
of five. The NAIVE BASELINE exhibits overestima-
tion, as most of the points are above the diagonal;
the median scores are 2.75 (MP) and 2.5 (OF). ST.
CoT+QUOTES reduces the median scores to 2.5
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Figure 2: Scatter plots of GPT-40 predictions vs human scores. The top row is MP (Dev 2), and the bottom row is
OF (discussions not in Refs or test set). The points above the diagonal are over-estimations by GPT-4o.

(MP) and 2 (OF). NAIVE BASELINE COMPARISON
further pushes down the scores; >60% of the discus-
sions receive 2+0.2 points for MP, and >90% of the
discussions receive 1.6 £ 0.6 points for OF. Thus,
our results confirm the over-scoring by NAIVE
BASELINE observed in the literature and suggest
that the ST. COT+QUOTES and NAIVE BASELINE
COMPARISON formulations help reduce it.

Inability to provide relevant quotes Another
limitation is that many quotes provided by LLMs
are unfaithful or irrelevant (Wang and Demszky,
2023). Therefore, we investigated the quotes pro-
duced by ST. COT+QUOTES, using the same
runs as above. We sampled six discussions (three
MP, three OF) with at least 50 words in their hu-
man justifications. ST. COT+QUOTES provided
more quotes than humans: 4.33 vs 1.83 per dis-
cussion, on average. All quotes given by ST.
COT+QUOTES exist in the discussions. In five
out of six discussions, the system picked at least
one quote also picked by a human. Generally, the
system picked quotes relevant to the specific as-
pect; see Table 5 for example output. However,
the interpretations of the quote were not always
aligned. For example, “Do you all feel like you
learned something from this?” was cited as jus-
tification for a critical evaluation of the teacher’s
conclusion by a human rater (“Conclusion is mini-
mal”), whereas the system picked the same quote
to justify the evaluation “The teacher summarized
important conclusions consistently throughout the
discussion.” Thus, while the system’s quotes show

the grounding of the aspects in the discussion, they
do not consistently support the evaluation of the
aspect. Other five discussions are in Appendix C.

8 Discussion

Our results show the promise for generalizability of
task formulation strategies for the evaluation of the
coherence of short text to the evaluation of teachers’
ability to lead coherent discussions. Further analy-
ses suggest that these strategies address previously
reported challenges: overestimation bias (Xu et al.,
2024) and the inability to extract relevant parts of
discussions (Wang and Demszky, 2023). However,
we also highlight two challenges in deploying GPT-
40 in classroom discussion assessment.

The first challenge is the generalizability across
subject domains (RQ2). This would be a bottle-
neck in real-world applications because it implies
that we should tune prompts for every subject, in-
creasing cost and time and making it difficult to
generalize without a decent-sized corpus. More-
over, inconsistent scoring across subjects threatens
fairness in professional development and evalua-
tion of teachers. For instance, if we used GPT-40’s
assessment to determine the need for professional
development, teachers in the more mis-scored sub-
jects (math in our example) would suffer from more
mis-allocation of resources such as coaching ses-
sions than teachers in other subjects even when
teaching practice is comparable.

The second challenge is the misalignment in the
interpretation of discussions and quotes between
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Human

The discussion is mostly organized, purposeful, and focused on the content at hand. The
teacher presents the task and sets expectations for the discussion. She systematically moves
from group to group, sharing key ideas. Transitions are timely and appropriate. Conclusion
is minimal (*‘Yeah, you did. And everyone had good methods. Do you all feel like you
learned something from this? Sometimes it’s easier to learn from classmates. It’s sometimes
easier to learn from your classmates than a teacher teaching and lecturing you, huh?")

GPT

1. The teacher did not state a clear, detailed learning goal and expectation at the beginning.
The teacher mentioned that the students would discuss their findings and answer questions,
but did not explicitly state the learning goal of constructing an argument based on properties.
For example, the teacher said, ‘in this discussion, it’s going to be all of you having more of
a discussion, and me just listening and answering questions here and there.’

2. The teacher moved between groups of ideas in a timely manner with apparent rationale.
The teacher facilitated the discussion by asking each group to share their findings and then
prompted students to ask questions, which kept the discussion focused and organized. For
example, ‘All right. So, let’s just pick one person from our group... Mina and Will, go ahead
and pick one person to share what your claim was, what your evidence was and what your
answer was.’

3. The teacher instructed with deliberation, ensuring that students understood the process
and the importance of respectful conversation. For example, ‘I’'m going to let you take the
lead like I said, so we have to make sure that we don’t talk over each other.’

4. The teacher introduced well-chosen new ideas that benefited student understanding at
relevant moments. For example, the teacher clarified the importance of checking all
properties but also understanding which ones are most useful, ‘Sometimes in science, and
like Carlos said, Carlos did check the weight. He just realized that the weight was not as
useful.

5. The teacher summarized important conclusions consistently throughout the discussion.
For example, ‘Does everyone understand how Carlos did that?’ and ‘Do you all feel like
you learned something from this?’

6. The teacher connected a series of ideas to the learning goal by guiding students to
understand which properties were most useful in identifying the mystery powder. For
example, ‘Carlos, I'm reading your answer. Could you maybe tell us maybe one of the
properties that aren’t that important? Maybe that would help Mina and Will.’

Overall, the discussion was coherent and well-facilitated, but the initial learning goal could
have been stated more clearly.

Table 5: Human evaluation and STRUCTURED COT + QUOTES (GPT) output for the coherent example in Table
1. The green and red texts represent agreement and disagreement between the human and STRUCTURED COT +
QUOTES, respectively. The blue texts are quotes from the discussion appearing in both evaluations.

humans and GPT-4o. This is concerning when we
base feedback for teachers on GPT-40’s outputs be-
cause it would give teachers incorrect action items
or miss opportunities for improvement. In the ex-
ample in Table 5, the human evaluation suggests
the conclusion is the area for improvement; the
teacher could have elaborated more than just say-
ing “Do you all feel like you learned something
from this? ...” However, ST. COT+QUOTES identi-
fies it as a good conclusion. Instead, it recommends
“explicitly stating the learning goal of constructing
an argument based on properties,” which was al-

ready achieved according to the human evaluation.
This misalignment could undermine the validity
and usability of GPT-40 in generating something
more than scores, including feedback. A poten-
tial remedy could be retrieving relevant pre-defined
human-written feedback based on the score, but it
cannot fully utilize LLMs’ advantages in flexibility
and personalization. This motivates future work on
in-depth analysis of human and LLM quotes and
on improving the evaluation of quotes selected by
GPT-4o.
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9 Conclusion

We evaluated task formulation strategies to assess
the coherence of classroom discussions. Our re-
sults show that strategies previously evaluated for
assessing the coherence of short text, such as essays
or summaries, successfully generalize to assess-
ing much longer texts—transcripts of 20-minute-
long simulated classroom discussions. We reveal
that these strategies help GPT-40 tackle the limita-
tions pointed by the literature: overestimation of
instructional quality and failure to quote relevant
utterances from discussions. However, they do not
show cross-domain generalization even within the
same simulated setting. Our study serves as a step
toward supporting teachers’ development with au-
tomated personalized feedback by providing accu-
rate automated evaluation of the target skill, though
challenges still remain.

Limitations

We acknowledge the limitations of our evaluation.
First, the generalizability of our findings should
be explored with other LLMs and datasets. Our
results demonstrate some generalizability of coher-
ence evaluation methods from other genres (essays
and summaries) to our context but also show that
generalization across STEM subjects within the
same simulated classroom context is not straight-
forward since performance is lower on OF than
MP. Improving generalization across content do-
mains is our most immediate goal. In addition, we
implicitly show the generalizability across models
because the prior work our prompts are based on
uses models different from ours: GPT-4 for ST.
CoT (Liu et al., 2023) and QUOTES (NAISMITH
ET AL., 2023) and open-source LLMs, including
FlanT5 and Llama2, for the comparison strategy
(Liusie et al., 2024). Although our results imply
that the strategies in this paper are potentially gener-
alizable to other models, further experiments would
be necessary to verify it.

Second, our implementation of the comparison
formulation compares discussions only with moder-
ately coherent reference discussions and results in
excessive lowering of scores. We leave it to future
work to explore strategies for selecting reference
discussions that could help mitigate this excessive
correction of over-scoring.

Third, human quotes are not the “gold standard”
since the raters were asked to provide some exam-
ples from the discussion (see Section 3); there are

potentially other good quotes that weren’t selected.
The analysis in Section 7 motivates future work
to improve the evaluation of quotes selected by
GPT-4o.

Finally, our experiments are done only in simu-
lated classrooms. These are important for scaling
up practice opportunities by allowing teachers to
repeat the cycle of practice and reflection on their
teaching without harming real students by their
mistakes (Dalinger et al., 2020; Dieker et al., 2014).
Generalizability to real classrooms with real stu-
dents is also important. However, since our goal
of scaling up feedback aligns better with the ad-
vantages of simulated classrooms, we prioritized
this exploration on data from simulated discussions,
leaving exploration of real-life discussions to future
work.

Ethical considerations

We would like to address potential ethical concerns.
First, giving student names and the whole discus-
sions to GPT-40 is not a breach of privacy. In
this work, we are not using data from real elemen-
tary students. Instead, all the data comes from
responses from elementary student avatars in a sim-
ulated classroom. The student avatars are operated
by an adult, called a simulation specialist, who is
trained to use specialized equipment (e.g., game
controllers, voice modulation software, etc.) to
sound, move, and respond like upper elementary
students (cf. Section 3). Each teacher participant
signed a consent form that provides their written
approval for the research use of the video-recorded
discussion and who it can and cannot be shared
with. Video recordings are only shared outside of
our research team if the participant has consented
to that use. For this study, no video recordings were
used; we used de-identified transcripts for analyses.

Second, LLMs could be susceptible to their al-
gorithmic biases. Our work addresses bias con-
cerns by showing how to reduce overestimation
(bias against low-performing teachers) in Section 7.
The model’s explanations could be biased, too, and
might not be pedagogically sound (cf. Section 7).
As discussed above, instead of giving teachers the
model’s explanations as they are as feedback, we
plan to use the scores and outputs to provide the
teachers with feedback by, for example, retrieving
relevant pre-defined human-written feedback.

The costs of using GPT-40 and collecting and
scoring discussion data for model development
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could also be a barrier to applying our results to the
real world. However, the best performing method,
STRUCTURED COT + QUOTES, is zero-shot and
does not require any reference discussions. Thus,
it works well in resource-constrained settings. The
price of GPT-40 is $0.00250 / 1K input tokens
and $0.01000 / 1K output tokens as of writing.
Since the average number of words in discussions
is around 2K and the output is usually no more
than 500 words (cf. Tables 2 and 5), the cost per
discussion is less than $0.1. Therefore, our method
scales well at low cost.
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A Rubrics

Human raters evaluated a teacher’s ability to lead a
coherent discussion based on the rubrics in Table 6
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Level Label Description

Discussion has a weak
sense of organization,
purpose, and focus.
Discussion is somewhat
organized, purposeful, and
focused on the content at
hand. AND/OR Portions of
the discussion are strongly
variable with respect to
organization, purpose, and
focus.

Discussion is mostly
organized, purposeful, and
focused on the content at
hand.

Discussion is organized,
purposeful, and focused on
the content at hand. AND
The teacher uses the time
allotted so that the learning
goal is achieved.

1 Beginning

2 Developing

3 Well-prepared

4 Commendable

Table 6: Rubrics for Indicator 2A (“Overall Coherence
of the Discussion”) (GO Discuss Project, 2021)

and the observation notes in Table 7 (GO Discuss
Project, 2021).

B LLM Prompts

B.1 Naive baseline

The prompt used as a baseline is the following:

Following is a discussion about <task in-
formation>. <task learning goal> <stu-
dent information> <rating instruction>
<coherence definition>

A score of 3 is characterized by <score 3
characteristics>

A score of 2 is characterized by <score 2
characteristics>

A score of 1 is characterized by <score 1
characteristics>

Please output your score and reasoning in
the following JSON format: {‘“reason”:

.7, “score”: “a float number between
1-37}.

<the discussion to score>

<task information> and <task learning goal> are
dependent on the dataset. For MP, <task informa-

For Indicator 2a, only consider evidence of
organization or planning that is connected to
the intended student learning goal.

A score of 4 is characterized by a strong degree
of coherence around the content and ideas that
are discussed and the teacher’s successful use
of the available time during the discussion to
address the learning goal.

A score of 3 is characterized by a strong degree
of coherence around the content and ideas that
are discussed. For example:

* Transitions between ideas and/or groups are
timely and make sense.

* Instruction takes place in ways that suggest
deliberation on the part of the teacher.

* New ideas that are introduced are well
chosen and occur at relevant moments.

Note that you can score a 3 even if the teacher
does not achieve the learning goal by the end of
the discussion.

A score of 2 is characterized by a variable
degree of coherence around the content and
ideas that are discussed. For example, different
portions of the discussion might be scored as a
1 or 3 if viewed separately. At least some
portion of the discussion is highly coherent.

A score of 1 is characterized by a lack of
coherence around the content and ideas that are
discussed. For example:

* Discussion has a weak sense of purpose and
trajectory.

» Teacher moves between ideas abruptly and
without apparent rationale.

» Teacher introduces new ideas that have
limited potential for benefiting student
understanding.

* Important conclusions may be left unstated
or inconsistently summarized.

* Discussion may be characterized as a series
of unconnected ideas taken up one at a time.

Table 7: The observation notes provided to human raters
(GO Discuss Project, 2021).

tion> is “identifying a mystery powder in a sci-
ence classroom”, and <task learning goal> is “The
learning goal is that students will construct an
argument about the identity of a mystery powder
based on its properties and come to a consensus
about which properties are most useful in identify-
ing the unknown powder.” For OP, <task informa-
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tion> is “ordering fractions in a math classroom”,
and <task learning goal> is “The learning goal is
that students will evaluate, justify, compare, and
contrast strategies for ordering fractions with dif-
ferent numerators and denominators.” These de-
scriptions are taken from the handouts given to the
teachers in the dataset before they facilitate discus-
sions (Mikeska et al., 2023, 2025).

<student information> is “Mina, Will, Emily,
Jayla, and Carlos are students.”. <rating instruc-
tion> is “Your task is to rate the discussion based
on its coherence on a scale of 1-3.” <coherence
definition> is “To be coherent, a discussion must be
organized, purposeful, and focused on the content
at hand, and the teacher must use the time allotted
so that the learning goal is achieved.”

<score 3 characteristics>: a strong degree of
coherence around the content and ideas that are
discussed and the teacher’s successful use of the
available time during the discussion to address the
learning goal. For example,

- The teacher states a clear, detailed learn-
ing goal and expectation at the begin-
ning.

- Transitions between ideas and/or groups
are timely and make sense.

- Instruction takes place in ways that
suggest deliberation on the part of the
teacher.

- New ideas that are introduced are well
chosen and occur at relevant moments.

<score 2 characteristics>: a variable degree of
coherence around the content and ideas that are
discussed. For example, different portions of the
discussion might be scored as a 1 or 3 if viewed
separately. At least some portions of the discussion
are highly coherent.

<score 1 characteristics>: a lack of coherence
around the content and ideas that are discussed. For
example:

- Discussion has a weak sense of purpose
and trajectory.

- Teacher moves between ideas abruptly
and without apparent rationale.

- Teacher introduces new ideas that have
limited potential for benefiting student
understanding.

- Important conclusions may be left un-
stated or inconsistently summarized.

- Discussion may be characterized as a
series of unconnected ideas taken up one
at a time.

These score characteristics are adopted from the
observation notes in Table 7. Only the discussion
is sent as a user input to GPT-40, and the rest is
sent as a system input.

B.2 Prompts for the single discussion
strategies

Only the discussion is sent as a user input to GPT-
4o, the rest is sent as a system input.

STRUCTURED COT

Following is a discussion about <task in-
formation>. <task learning goal> <stu-
dent information> <rating instruction>
To do so, first, read the discussion care-
fully. Then, describe whether the teacher
succeeded in doing or failed to do each
of the following:

<aspects of coherence>

In the end, rate the discussion on a scale
of 1-3.

Please output your description and score
in the following JSON format: {“descrip-

tion”: “1. The teacher ...”, “score”: “a
float number between 1-37}.

<the discussion to score>
<aspects of coherence>:
1. state a clear, detailed learning goal and

expectation at the beginning,

2. move between (groups of) ideas
timely with apparent rationale,

3. instruct with deliberation,

4. introduce well-chosen new ideas that
benefit student understanding at relevant
moments,

5. summarize important conclusions con-
sistently throughout the discussion, and

6. connect a series of ideas to the learn-
ing goal.
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QUOTES The prompts is the same as NAIVE
BASELINE, with the addition of the following right
before "Please output your score...":

When you rate the discussion, provide
quotes from it in your reasoning to sup-
port your score.

NEGATIVE FocUS The prompts is the same as
NAIVE BASELINE, with the addition of the follow-
ing right before "Please output your score...":

When you rate the discussion, provide
your reasoning and conclude to what ex-
tent (mostly, somewhat or seldom) the
teacher failed to shape a coherent discus-
sion and build ideas toward the learning
goal.

STRUCTURED COT + QUOTES prompt The
prompts is the same as STRUCTURED COT, with
the addition of the following right before "In the
end, rate...":

When you describe each of the above as-
pects, provide quotes from the discussion
in your reasoning to support your score.

B.3 Prompts for the comparison strategies

Only the part starting from “Here’s the first discus-
sion;” is sent as a user input, the rest is sent as a
system input. We optimized the ordering of the
discussions for each prompts using Dev 1 because
it impacts the decisions (Liusie et al., 2024).

NAIVE COMPARISON BASELINE

Following is a discussion about <task in-
formation> <task learning goal> <stu-
dent information> <comparison instruc-
tion> <coherence definition>

A highly coherent discussion is charac-
terized by <score 3 characteristics>

A moderately coherent discussion is char-
acterized by <score 2 characteristics>

An incoherent discussion is character-
ized by <score 1 characteristics>

You may say that the first discussion has
a similar coherence to the second one.

Please output your decision and reason-
ing in the following JSON format: {“rea-

son”: “..”, “The first discussion is’’:
“similar/better/worse’}.

Here’s the first discussion;
<a reference discussion>
Here’s the second discussion

<the discussion to score>

<comparison instruction> is “Your task is to deter-
mine whether the first discussion is better or worse
than the second one based on their coherence.”

ST. COT+QUOTES COMPARISON

Following are two discussions about
<task information> <task learning goal>
<student information> <comparison in-
struction> To do so, first, read both dis-
cussions carefully. Then, for each dis-
cussion, describe whether the teachers
succeeded in doing or failed to do each
of the following:

<aspects of coherence>

When you describe each of the above
aspects, provide quotes from the discus-
sions in your reasoning to support your
comparison.

In the end, decide whether the first dis-
cussion is better or worse than the second
one. You may say that the first discus-
sion has a similar coherence to the sec-
ond one.

Please output your decision and rea-
soning in the following JSON format:
“reason’”: “l1. In the first discussion,
, “The first discussion is”: *“‘simi-
lar/better/worse’}.

B

>

Here’s the first discussion;
<the discussion to score>
Here’s the second discussion

<a reference discussion>

ST. COT+QUOTES COMPARISON - TWO STEP
Step 1 prompt is the following:

Following is a discussion about <task in-
formation>. <task learning goal> <stu-
dent information> Your task is to de-
scribe the coherence of the discussion.
To do so, first, read the discussion care-
fully. Then, describe whether the teacher
succeeded in doing or failed to do each
of the following:
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<aspects of coherence>

When you describe each of the above as-
pects, provide quotes from the discussion
to support your description.

Step 2 prompt is the following:

C

Following are the evaluations of two
different classroom discussions about
<task information> <comparison instruc-
tion> To do so, first, read each aspect in
both evaluations carefully, including the
quotes in the evaluations. In the end, de-
cide whether the first discussion is better
or worse than the second one. You may
say that the first discussion has a similar
coherence to the second one.

Please output your decision and reason-
ing in the following JSON format: {“rea-

son”: “..”, “The first discussion is’’:
“similar/better/worse’}.

Here’s the evaluation of the first discus-
sion;
<the output of step 1 for a reference dis-

cussion>

Here’s the evaluation of the second dis-
cussion;

<the output of step 1 for the discussion

to score>

Additional comparisons between
human and ST. COT+QUOTES

Tables 8-12 have additional comparisons
tween justifications by human raters and
COT+QUOTES.

be-
ST.
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Human

The discussion was mostly organized with portions that were harder to follow. At the
beginning of the lesson, the teacher said (e.g., today we’re going to look at everyone’s claim
from our experiment. And, I want us all to work on constructing, defending and critiquing
ours and others’ claims) and then during the discussion, references the properties chart to
help guide the students toward the learning goal.

GPT

1. The teacher did not state a clear, detailed learning goal and expectation at the beginning.
The teacher mentioned, ‘I want us all to work on constructing, defending and critiquing ours
and others’ claims,” but did not provide a detailed learning goal or clear expectations.

2. The teacher moved between groups of ideas timely with apparent rationale. For example,
the teacher transitioned from discussing the importance of weight to other properties like
texture and color, and then to the reactions with vinegar and water.

3. The teacher instructed with deliberation, asking students to turn and talk, and then come
back together to share their thoughts.

4. The teacher introduced well-chosen new ideas that benefited student understanding at
relevant moments, such as explaining why weight might not be as important and guiding
students to see that color was not a distinguishing property.

5. The teacher summarized important conclusions consistently throughout the discussion,
such as reiterating that weight and color were not as useful in identifying the mystery
powder.

6. The teacher connected a series of ideas to the learning goal by guiding students to use the
most relevant properties (texture, reaction with vinegar, and reaction with water) to identify
the mystery powder as baking soda.

Table 8: Human evaluation and STRUCTURED COT + QUOTES (GPT) output. The green and red texts represent
agreement and disagreement between the human and STRUCTURED COT + QUOTES, respectively. The blue texts
are quotes from the discussion appearing in both evaluations.
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The T made a small attempt to frame the purpose of the discussion at the start by asking the
students if they knew what was meant by “properties”. The students did try to provide
information, but the T wound up taking over and giving a weak example of what properties
were. The T had each group share their claim and evidence. After each group shared, the T
Human | critiqued their evidence while reading the groups’ prework section containing their rationale
about the most important properties (Key Idea 3). There was a weak review of the
properties at the end of the discussion—again with the T providing the information. There
was a short “consensus” discussion where the T polled the students to see if they thought the
mystery powder was baking soda. The T had a very weak ending.

1. The teacher did not state a clear, detailed learning goal and expectation at the beginning.
The teacher mentioned, ‘Today we’re going to review what we’ve been doing for the last
couple of classes. We are going to be working on identifying a substance based on its
properties,” but did not elaborate on the specific learning goal or expectations.

2. The teacher moved between ideas timely with apparent rationale, such as transitioning
from discussing properties to having students share their answers and reasoning. For
example, ‘Talk among yourselves for a couple of minutes about what the mystery powder is
and how you can support your answer. You guys ready to share your answers with the
class?’

3. The teacher instructed with deliberation, providing clear explanations and feedback. For
instance, ‘“That’s a good explanation. You guys said that baking soda is white, smooth,
bubbles when mixed with vinegar, looks clear when is mixed with water and weighs 24
grams.’

4. The teacher introduced well-chosen new ideas that benefited student understanding at
relevant moments, such as explaining why weight might not be a useful property in this
context: ~Weight just tells you how much you have, so I didn’t bother with it.’

5. The teacher summarized important conclusions consistently throughout the discussion,
such as reiterating the properties to consider: ‘When we do look at properties, you want to
consider everything, because in this chart, something can’t be smooth and rough.’

6. The teacher connected a series of ideas to the learning goal by discussing the properties
and how they help identify the mystery powder, but the connection could have been stronger
with a clearer initial statement of the learning goal.

GPT

Table 9: Human evaluation and STRUCTURED COT + QUOTES (GPT) output. The green and red texts represent
agreement and disagreement between the human and STRUCTURED COT + QUOTES, respectively. The blue texts
are quotes from the discussion appearing in both evaluations.
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The discussion overall was coherent and focused on the learning goal. The T began the discussion
by explaining that they will be talking about the fractions they ordered. The T then shares that they
will begin by explaining the strategy they used and why it works for any set of fractions. After the
students finished sharing their strategies and why they used them, the T then shifted to having the
students think about other groups strategies. Once Mina came to the realization that her strategy
did not work, the T then transitions the discussion to think about whether the other strategies used
could be used with any set of fractions. To end the discussion, the T asks the student what strategy
they would use if she gave them the same problem again based on the discussion. By the end the
learning goal was achieved. Mina realized that her strategy would not work and the other groups
realized their strategy could not be generalized to all fraction sets.

The T opens the discussion by saying, “Today we’re going to be talking about ordering fractions
and the worksheet that you guys did with three-ninths, nine-tenths, oh three-tenths, nine-tenths
and three-fourths. So first [ want everyone to go around the room and I will call on you. And
you’re going to explain your strategy and why you think it works for any set of fractions. First,
we’re going to start off with Will and Jayla. I want you to explain to the group what you did for
your strategy.” She then asks each group to share their strategy. Then, she focuses on one strategy
at a time and asks others what they think about it. After that (and convincing M she is incorrect),
she discusses the answers from one group at a time to the last question. Finally she asks them
Human 2 | what they would do “If I were to give you this problem again, after listening to everyone’s strategy
and what the limitations were and what they did and why they did it, would you do a, would you
use a different strategy for the next time? I want Mina to go first.”” So overall, the discussion was
pretty organized. However, there were times when the T transitioned to a different idea rather than
continuing with a S’s thought; for example, when C brought up that M’s strategy would work if
the fractions had the same denominator, the T said, “So now we’re going to jump back to Will and
Jayla. So now we’re going to talk about the second question.” Also, the T introduced a new
representation (rectangles) instead of using W and J’s number line to convince M her answer was
incorrect.

1. The teacher did not state a clear, detailed learning goal and expectation at the beginning. The
teacher mentioned the topic but did not articulate the specific learning objectives. For example, the
teacher said, ‘Today we’re going to be talking about ordering fractions and the worksheet that you
guys did,” but did not elaborate on the learning goals.

2. The teacher moved between groups of ideas timely with apparent rationale, ensuring each
student had a chance to explain their strategy and then facilitating a discussion on the strengths
and limitations of each method. For instance, the teacher asked each group to explain their
strategy and then prompted other students to comment on it.

3. The teacher instructed with deliberation, asking follow-up questions to ensure students
explained their reasoning. For example, the teacher asked Mina to explain more about her strategy
GPT and why she chose it.

4. The teacher introduced well-chosen new ideas that benefited student understanding at relevant
moments, such as when the teacher provided a visual explanation to help Mina understand why
her method did not work.

5. The teacher did not consistently summarize important conclusions throughout the discussion.
While the teacher did clarify points at times, there was no consistent summarization of key
takeaways after each strategy discussion.

6. The teacher connected a series of ideas to the learning goal by discussing the limitations and
strengths of each strategy, but this connection could have been more explicit. The teacher asked
students to reflect on whether they would use a different strategy next time, which helped tie the
discussion back to the learning goal.

Human 1

Table 10: Human evaluation and STRUCTURED COT + QUOTES (GPT) output. The green and red texts represent
agreement and disagreement between the human and STRUCTURED COT + QUOTES, respectively. The blue texts
are quotes from the discussion appearing in both evaluations.
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No discussion guidelines or introduction provided. Introduced unproductive or confusing
tangents (asked Ss to define numerator and denominator but accepted simplistic description
of the top number vs. the bottom number; started drawing an incorrect area model to help M
demonstrate her strategy; suggested that E/C use a picture or time line to demonstrate their
strategy.) T provided some clear and timely transitions between discussions of different
strategies.

Human

1. The teacher clearly stated the learning goal at the beginning: ‘So today students, we are
going to evaluate, justify, compare and contrast strategies for ordering fractions with
different numerators and different denominators.’* This sets a clear expectation for the
lesson.

2. The teacher moved between ideas timely and with apparent rationale, such as
transitioning from discussing Jayla and Will’s number line strategy to practicing with new
fractions: ‘I think this might be easier if we practice on some new numbers, okay?’

3. The teacher instructed with deliberation, ensuring students understood each step before
moving on, as seen when the teacher asked students to place dots on the number line and
confirmed their understanding: ‘Yes. Good job. So now from this number line, we know that
five-eighths is greater than three-eighth, but we still don’t know where one fourth lands.’
GPT | 4. The teacher introduced well-chosen new ideas at relevant moments, such as comparing
fractions to one-half to determine their relative sizes: “The next strategy is Mina’s strategy.
Do you want to describe to the class what you did?’

5. The teacher summarized important conclusions consistently, such as confirming the order
of fractions after each exercise: ‘So, now we can see that the correct order three-tenths is the
least greatest then it is three-fourths and the greatest is nine-tenths.’

6. The teacher connected a series of ideas to the learning goal by revisiting different
strategies and ensuring students understood the rationale behind each: ‘Now to finish up this
discussion, I’'m going to give you guys another set of fractions and whatever strategy that
you want you can decide what one is the greatest and what one’s the smallest, okay?’
Overall, the discussion was coherent and well-structured, effectively meeting the learning
goal.

Table 11: Human evaluation and STRUCTURED COT + QUOTES (GPT) output. The green and red texts represent
agreement and disagreement between the human and STRUCTURED COT + QUOTES, respectively. The blue texts
are quotes from the discussion appearing in both evaluations. *The human rater annotated “So today students, ...” as
the evidence for introduction in a separate document.
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The teacher provides hardly any introduction at the beginning, but then provides a better
introduction at 0:24 after “testing the waters.”*! The teacher focuses on addressing Mina’s
misconception, but does so with what I think are area models that she drew before the
interaction rather than using the number lines, which could do the same thing. The teacher
does try to make it clear that the number line strategy is not always a good option, but most
of the ideas are her own.

1. The teacher did not state a clear, detailed learning goal and expectation at the beginning.
The teacher mentioned discussing strategies but did not clearly outline the learning goal:
‘we’re going to talk about what strategies are helpful when we are comparing fractions, and
what strategies might be better used on a different kind of problem.’

2. The teacher moved between ideas timely with apparent rationale, focusing on different
students” work and strategies: ‘So we’re going to start our discussion by looking at Will and
Jayla’s work with their ordering fractions.’

3. The teacher instructed with deliberation, asking students to explain their thought
processes and addressing misconceptions: ‘If you could just explain to the class, your
thought process for putting together the strategy, I think that might be really helpful to the
other students in the class.’

4. The teacher introduced well-chosen new ideas that benefited student understanding at
relevant moments, such as using visual aids: ‘I actually drew a picture that maybe we could
look at together.”*?2

5. The teacher summarized important conclusions consistently throughout the discussion,
reinforcing key points: ‘So when we look at this picture, can we see which one’s biggest?’
6. The teacher connected a series of ideas to the learning goal by discussing different
strategies and their effectiveness: ‘All of the strategies we’re going to talk about today do
work at some point, but we want to talk about the benefits and maybe some of the things
that are a little bit harder about those strategies as well.’

Human

GPT

Table 12: Human evaluation and STRUCTURED COT + QUOTES (GPT) output. The green and red texts represent
agreement and disagreement between the human and STRUCTURED COT + QUOTES, respectively. The blue texts
are quotes from the discussion appearing in both evaluations. *'at 0:24, the teacher said “we’re going to talk ...
*2the human rater annotated “I actually drew ...” as the evidence for the introduction of new ideas in a separate
document.
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