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Abstract

The rapid advancement of Large Language
Models (LLMs) has transformed various do-
mains, particularly computer science (CS) ed-
ucation. These models exhibit remarkable ca-
pabilities in code-related tasks and problem-
solving, raising questions about their poten-
tial and limitations in advanced CS contexts.
This study presents a novel bilingual (En-
glish—-Romanian) multimodal (text and image)
dataset of multiple-choice questions derived
from a high-level computer science compe-
tition. A particularity of our dataset is that
the problems are conceived such that some of
them are easier solved using reasoning on pa-
per, while for others writing code is more ef-
ficient. We systematically evaluate State of
The Art LLMs on this dataset, analyzing their
performance on theoretical programming tasks.
Our findings reveal the strengths and limita-
tions of current LLMs, including the influence
of language choice (English vs. Romanian),
providing insights into their applicability in
CS education and competition settings. We
also address critical ethical considerations sur-
rounding educational integrity and the fairness
of assessments in the context of LLM usage.
These discussions aim to inform future educa-
tional practices and policies. To support fur-
ther research, our dataset will be made publicly
available in both English and Romanian. Addi-
tionally, we release an educational application
tailored for Romanian students, enabling them
to self-assess using the dataset in an interactive
and practice-oriented environment.

1 Introduction

In recent years, LLMs have demonstrated revolu-
tionary potential in natural language processing
and code generation, enabling applications such
as automated code writing systems and algorith-
mic problem-solving (Raihan et al., 2024; Rasheed
et al., 2025). For instance, models like GPT-03
exhibit remarkable proficiency in code generation
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and problem-solving (OpenAl et al., 2025), yet
their deployment in high-stakes domains remains
constrained by efficiency and reliability challenges.

In the educational domain, LLMs exhibit consid-
erable promise for enabling personalized learning
and automating feedback; however, their capacity
to manage complex, competition-level program-
ming challenges—particularly in bilingual or non-
English contexts—remains underexplored, with
emerging critiques questioning their reliability in
high-stakes scenarios, such as mathematical reason-
ing. Recent analyses, such as (Petrov et al., 2025;
Mirzadeh et al., 2024; Hendrycks et al., 2021)
reveal that LLMs frequently produce plausible-
sounding but logically flawed solutions, raising
concerns about their suitability for rigorous assess-
ments. While benchmarks like HumanEval (Chen
et al., 2021; Yu et al., 2024) and MBPP (Austin
et al., 2021) evaluate general coding proficiency,
they often neglect pedagogical dynamics, such as
adaptive scaffolding for learners or ethical align-
ment with institutional values. Furthermore, stud-
ies caution that deploying LLMs in multilingual
environments amplifies risks of semantic misinter-
pretation and cultural misalignment, necessitating
rigorous scrutiny of their pedagogical robustness.
(Rystrgm et al., 2025; Marchisio et al., 2024)

Our work aims to address this gap by conduct-
ing a rigorous evaluation of LLMs using a bilin-
gual dataset, thus shedding light on their strengths,
weaknesses, and the nuances of language-specific
performance. Our dataset is uniquely comprised
of multiple-choice questions that were originally
administered as part of a pre-university exam for
prospective students. This setting not only sim-
ulates a high-stakes assessment environment, but
also provides rich insights into the performance of
LLMs on tasks that require both theoretical knowl-
edge and practical application. Our approach al-
lows us to identify key strengths and limitations
of state-of-the-art LLMs, highlighting scenarios
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where additional context either bolsters perfor-
mance or introduces redundancy and inefficiency.
By dissecting performance variations across lan-
guages and problem types, we provide a nuanced
understanding of how LLMs navigate complex edu-
cational assessments, such as those encountered in
advanced computer science competitions and early
university admissions. Moreover, our study raises
important ethical considerations, as the use of au-
tomated assessments in educational settings must
balance technological innovation with fairness and
academic integrity.

Finally, to encourage further exploration and
replication, the bilingual dataset! developed
through this work will be made publicly available,
offering a valuable resource for future research
in both educational technology and competitive
programming evaluation and an educational appli-
cation” tailored for Romanian students, enabling
them to self-assess using the dataset in an interac-
tive and practice-oriented environment.

Main Contributions

The main contributions of our work can be summa-
rized as follows:

* We introduce a novel multimodal and bilin-
gual dataset comprising Romanian and En-
glish. The dataset includes 100 multiple-
choice questions, all enriched with exten-
sive solutions in Romanian. This paper fo-
cuses specifically on benchmarking LLLM per-
formance on the Multiple Choice Question
(MCQ) portion, including its multimodal as-
pects; the programming problems are pro-
vided as part of the dataset release for com-
pleteness and future research but are not eval-
vated here. We consider the evaluation of
complex coding problems a distinct challenge
requiring separate methodologies.

Our dataset is uniquely designed so that
multiple-choice problems can be solved
through either mathematical and algorithmic
reasoning or by generating executable Python
code. Crucially, the benchmark tasks the
LLMs with autonomously determining the
most suitable approach—producing either di-
rect answers or executable Python code.

1https://huggingface.co/datasets/EHollower/
MateInfoUB
2https://mateinfo-ub.github.io/
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* We provide an open-source educational ap-
plication enabling students to interactively
attempt and practice all problems included in
our dataset, thereby facilitating practical en-
gagement and learning.

Related Work

The evaluation of LLMs for code generation has
advanced significantly, supported by benchmarks
that measure functional correctness and problem-
solving capability. Seminal datasets such as Hu-
manEval (Chen et al., 2021; Yu et al., 2024) and
MBPP (Mostly Basic Python Problems) (Austin
et al., 2021) have become standard, focusing on
generating standalone code from English-language
prompts (Paul et al., 2024). While effective for as-
sessing basic coding abilities, these benchmarks of-
ten emphasize isolated tasks, neglecting integrated
reasoning, debugging, and pedagogical scaffolding
(Fujisawa et al., 2024; Zhang et al., 2024). They
also overlook ethical alignment (Abdulhai et al.,
2024), which is critical in educational deployments.

Recent datasets attempt to address these gaps.
APPS (Hendrycks et al., 2021) and CodeContests
(Quan et al., 2025) introduce complex algorithmic
problems from competitive programming, pushing
models toward more advanced problem-solving.
However, these datasets are monolingual and in-
sufficiently capture linguistic diversity (Marchisio
et al., 2024), despite growing evidence that non-
English prompts introduce semantic errors and cul-
tural misalignment (Rystrgm et al., 2025).

In educational contexts, systems for automated
feedback (Sarsa et al., 2022) and personalized tu-
toring (Wu and Hu, 2023; Petrov et al., 2025) rarely
engage with high-stakes scenarios such as program-
ming competitions or university admissions. This
leads to concerns about fairness (Mouselinos et al.,
2023), academic integrity (Huang et al., 2025), and
linguistic exclusion (Gao et al., 2024).

Multilingual benchmarks like DS-1000 (Lai
et al., 2022) and MultiPL-E (Cassano et al., 2022)
broaden the scope but primarily target English pro-
gramming tasks rather than bilingual educational
assessments. Studies reveal that language choice
affects problem comprehension (Moumoula et al.,
2025), with LLMs showing systematic bias in non-
English settings and often generating plausible yet
logically flawed responses (Petrov et al., 2025;
Mirzadeh et al., 2024). As a result, emerging frame-
works call for pairing benchmarks with fairness
audits (Du et al., 2025) and cultural robustness


https://huggingface.co/datasets/EHollower/MateInfoUB
https://huggingface.co/datasets/EHollower/MateInfoUB
https://mateinfo-ub.github.io/

evaluations (Rystrgm et al., 2025).

Several recent benchmarks have expanded be-
yond single-turn code generation to include interac-
tion and feedback mechanisms. MINT introduces
multi-turn tool use and natural language feedback
(Wang et al., 2024), while InterCode and AppWorld
emphasize coding with execution feedback and
app-driven interaction (Yang et al., 2023; Trivedi
et al., 2024). SciCode curates scientific comput-
ing tasks (Tian et al., 2024), and XCODEEVAL
targets multilingual, multitask code understanding
and generation (Khan et al., 2023). However, these
benchmarks largely isolate competencies: tool use
is decoupled from theoretical reasoning, and scien-
tific or multilingual problems are rarely embedded
in pedagogically structured tasks.

Unlike existing benchmarks that focus on iso-
lated coding tasks, our dataset integrates theoret-
ical understanding with practical implementation
through hybrid problem formats. Each item in the
dataset focuses on one or more core competencies:
code synthesis, mathematical reasoning, and algo-
rithmic thinking. This flexible format mirrors the
diversity of real-world computer science assess-
ments and addresses the "theoretical blind spots"
highlighted by (Chan et al., 2024), where language
models struggle when reasoning is detached from
implementation. By evaluating symbolic manipu-
lation alongside executable code generation, our
dataset offers a more comprehensive measure of
educational readiness.

2 Data Collection and Examples

The problem set used in our study is derived from
MatelnfoUB, an annual computer science contest
specifically aimed at 12th-grade students. This
contest also functions as an admission exam for the
Faculty of Mathematics and Computer Science at
the University of Bucharest. The competition is
structured into two phases:

* Phase 1: An online round consisting of chal-
lenging multiple-choice questions. Students
have access to a programming environment,
but are restricted to using only publicly avail-
able resources. The use of forums, messen-
gers, or Large Language Models (LLMs) is
strictly prohibited.

Phase 2: A live programming contest mod-
eled after the International Olympiad in Infor-
matics (IOI) format, featuring four program-
ming problems. Students’ solutions can earn
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partial points based on correctness and effi-
ciency.

Our work exclusively focuses on the first phase
of the contest, and our dataset is obtained directly
from the contest organizers in Romanian, currently
also available online . Extensive solutions accom-
panying each problem, manually written by the
authors and by undergraduate students as part of
their academic practice (practicd) at the university
are also available for reference and further research.

Some tasks are accompanied by an image con-
taining a code snippet, a diagram, a graph or similar.
For those tasks, we augment the statement with a
clear textual description of the image’s content.

Our final dataset is composed of the problems
with statements and multiple choice answers in
Romanian, as well as their direct translation in En-
glish. The translations are generated automatically,
by using Gemini 2.0 Flash with very strict instruc-
tions enforcing a verbatim translation. The english
translations are then manually checked for correct-
ness.

In the following, we provide two examples that
illustrate the characteristics of the dataset.

Example: Multimodal Problem Requiring
Visual Analysis

Figure 1 presents a typical multiple-choice ques-
tion from our dataset. The problem requires de-
termining the number of distinct Minimum Span-
ning Trees (MSTs) present in the provided graph.
Problems of this nature are challenging for LLMs,
as solutions depend significantly on visual inter-
pretation and structural observation of the graph.
Previous studies have noted similar limitations in
visual reasoning tasks performed by LLMs (Liu
et al., 2023).

Figure 2 presents another multiple choice ques-
tion from our dataset. Given a map that illustrates
a river with two banks and four islands linked by
eight bridges, the task asks for the minimum num-
ber of additional bridges that must be built so that
a tourist can cross each bridge exactly once. Prob-
lems of this nature are challenging for LLMs be-
cause they require integrating visual-spatial rea-
soning with graph-theoretical concepts, such as
identifying Eulerian paths, which are not explicitly
stated, but must be inferred from the structure of
the image or diagram.

3https://mateinfo-ub.github.io/#/toate-datele
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APM-uri (usor, 2 puncte)

Cati arbori partiali de cost minim are urmatorul graf?

Raspuns

e Os O7 O3 O9

Figure 1: Example multiple-choice problem requir-
ing visual analysis (in Romanian); English translation:
"AMP-uri (easy, 2 points); How many minimum span-
ning trees does the following graph have?"

Koningsberg (easy, 2 points)

The adjacent map is given.

The map represents a river (blue), two banks and four islands (green),
as well as eight bridges (black).

What is the minimum number of bridges that need to be built so that
a tourist can cross all bridges exactly once?

Careful: the tourist can start his route wherever he wants (on a bank
or on an island) and can also finish the route wherever he wants.

Answer

o0 O1 0O2 O3 0O4

Figure 2: Example multiple-choice problem requiring
visual analysis (in English).

3 Benchmarking

In this section, we present a comprehensive
overview of our benchmarking strategy designed to
evaluate various aspects of Large Language Models
(LLMs) performance on our bilingual, multimodal
dataset. The benchmarking aims to highlight differ-
ences in performance across multiple dimensions,
including language, presentation modality, avail-
ability of multiple-choice options, and problem-
solving approaches.

27

3.1 Methodology

Our evaluation is based on state-of-the-art LLM
models from various vendors, namely gemini-2.0-
flash and gemini-2.5-pro-exp-03-25 from Google
Al Studio, mistral-large-latest (April 2025)
from Mistral Al, and meta-llama/Llama-3.3-
70B-Instruct-Turbo-Free, deepseek-ai/DeepSeek-
R1 and deepseek-ai/DeepSeek-V3 from To-
gether Al (Together Al, 2025)

We use the models via the exposed API, starting
a new chat instance for each task. We provide the
models with the task’s statement and the multiple-
choice answers. We then instruct the models to
provide reasoning steps, followed by either an an-
swer or a Python script that computes the answer.

For minimizing benchmarking frictions, we
clearly provide the models with the expected output
format, which resembles XML. While very forgiv-
ing, in some instances, the models fail to adhere to
it (if, for instance, their answer exceeds the API’s
length limit). In such situations, we consider the
models’ answers incorrect.

3.2 Evaluation Baseline

We evaluate the accuracy of our models on the orig-
inal tasks. Due to the multiple choice nature of the
tasks, verifying the correctness of the models’ solu-
tions is trivial. We run each model on each problem
3 times, for minimizing the randomness caused by
the LLMs’ seed selection. We chose to use the
models’ default API settings (i.e., without forcing
temperature to 0) to reflect typical usage and ob-
tain realistic levels of correctness, confidence, and
creativity, as would be experienced by a standard
user.

3.3 AI vs. Human Contestants

As our dataset comes from real contests, we com-
pare the performance of the models with the results
obtained during the 2021, 2022, 2023, and 2024
editions of the contest. We evaluated the models by
measuring their percentile scores compared to the
results of the students who qualified for the final
stage of the contest.

3.4 Original Romanian Baseline vs. English
Translations

LLMs have been notoriously bad at reasoning in
languages other than English. By comparing our
baseline benchmark with the performance of LLMs
on English translations of the statements, we gain



insights about the model’s effectiveness in a lan-
guage typically underrepresented in NLP research,
as opposed to English.

A comparative analysis of English and Roma-
nian benchmarks highlights language-specific chal-
lenges and differences in LLM capabilities between
languages.

3.5 Original Multiple-Choice vs. No
Multiple-Choice Variants

We investigate how the presence or absence of mul-
tiple choice answer options affects LLM perfor-
mance. By removing the multiple-choice frame-
work, we challenge the models’ capability to gen-
erate answers without guidance from predefined
options.

3.6 Chain-of-Thought vs. Direct Answer

In our benchmarks, when prompting the models
for an answer, we ask the models to provide a de-
tailed description of the solution. The models thus
respond with reasoning steps to solve the task, fol-
lowed by the answer.

We measure how the performance of the models
is impacted by the absence of the reasoning steps,
by prompting the models to directly output the
answer, without justifying it.

3.7 Answer-only vs. Hybrid Approach

Finally, we conduct experiments to compare LLM’s
performance across two different reasoning strate-
gies:

* Hybrid approach: The model autonomously
chooses whether to solve the problem via code
generation or direct reasoning (our baseline).

* Think-only: The model is restricted to pro-
viding direct theoretical or conceptual so-
lutions, without the possibility of running
python code.

We do not consider the third option (forcing the
model to produce python code), as we experimen-
tally see the model can write a trivial script printing
a hard-coded answer, making the experiment unin-
teresting.

4 Results

In this section, we present the findings of our bench-
marking evaluations.
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Overall, our analyses suggest significant varia-
tions in LLMs performance across different scenar-
10s.

We acknowledge that the outreach of bench-
marks might be limited by the size relatively small
of our dataset, but our measurements suggest the
following trends:

* Language Comparison: Our measurements
indicate various differences in model accu-
racy and problem-solving capabilities when
problems are presented in Romanian versus
English, with some models benefiting from a
verbatim translation of the statements to En-
glish, a language they are more familiar with,
while and others perform better when exposed
to the original statements.

Multiple-choice Contexts: We observe that
the availability of multiple-choice options
slightly improves model accuracy compared
to scenarios where these options are not pro-
vided.

Reasoning Strategies: Benchmarks indicate
a promising performance of hybrid strategies,
where models autonomously select between
code generation and direct reasoning, outper-
forming exclusive reasoning approaches.

Human Performance Comparison: Com-
paring the performance of models with the
performance of high school students taking
part in the contest, we find that newer models
consistently outperform most students.

Breadth of Capabilities: Models demon-
strate a broader range of problem-solving
skills than originally anticipated, effectively
addressing a very diverse set of exercises. In
particular, of the 100 exercises in our dataset,
all but three were solved by at least one model,
highlighting their versatility and adaptability
to different types of problems.

Detailed findings from each of our experiments
are discussed in the following sections.

4.1 Baseline and comparison with human
rankings

We find models quite capable, with newer models
capable of solving most tasks. On average, mod-
els achieve a difficulty-weighted accuracy of 52%



(easy problems are worth 2 points, medium prob-
lems 3 points, and hard problems 5 points). A
complete breakdown of the accuracy of the models
is available in Table 1.

Model Easy (%) Medium (%) Hard (%)
Gemini 2.5 Exp 96.7 85.6 76.7
Gemini 2.0 Flash 71.3 60.0 35.0
Llama 3.3 70B 51.3 31.1 18.3
DeepSeek R1 54.0 34.4 21.7
DeepSeek V3 72.0 63.3 30.0
Mistral Large 62.0 43.3 31.7

Table 1: Performance metrics for different models
across difficulty levels in Romanian (larger is better).

One can see that Gemini 2.5, a reasoning-
focused model, outperforms all others, including
DeepSeek RI1. However, upon closer examination,
we found that DeepSeek RI frequently produces
answers that exceed the API’s maximum response
length, leading to truncation and, consequently, in-
correct outputs.

In some cases, such as when attempting to manu-
ally solve complex counting problems, the model’s
output becomes excessively long. We consider it
most appropriate to adhere to the API vendor’s con-
figured maximum response length and treat trun-
cated or incomplete answers as incorrect.

As we have data on the scores obtained by stu-
dents qualified in the 2021, 2022, 2023 and 2024
editions of the contest, we can compute the per-
centile (i.e. the percentage of students doing better
than the model) of the qualified students. The re-
sults are available in Table 2.

Model 2021 2022 2023 2024
DeepSeek V3 38.22 27.12 26.15 9.95
Gemini 2.5 Exp 0.64 1.69 0.51 0.00
Gemini 2.0 Flash ~ 50.96 55.93 56.41 1.05
Llama 3.3 70B 100.00 100.00 100.00 100.00
DeepSeek R1 100.00 100.00 79.49 100.00
Mistral Large 100.00 92.09 85.64 9.95

Table 2: Average percentiles of models compared to real
students across different years (smaller is better).

Models show a constant improvement over the
years, which we theorize can be explained by a
combination of the following hypotheses:

* Older contests have more ad-hoc problems,
which models tend to struggle with.

* Starting in 2022, the UK stopped its financial
support for EU students, including Romania.
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Thus, many students exploring alternative op-
portunities took part in the contest. As alter-
native abroad universities grew in popularity
among high school students, interest in the
contest could have decreased.

The student participating in the contest in
2022, 2023 and 2024 were the most impacted
by the Covid-19 remote studying mandates
during early high school.

We strongly believe that our dataset is not tainted
(i.e., that models were not trained on it). While
the statements were publicly available before we
started our research, we are the first to compile
a dataset that maps these problems to their corre-
sponding answers.

In other words, while it is plausible that model
training corpora may have included the raw state-
ments, the solutions could not have been included,
since all tasks are original, and our dataset is the
first to pair them with verified multiple-choice an-
SWersS.

4.2 Original language vs. English translation

Our experiments show that most models perform
better on the Romanian version of the questions
than on the English one. This gap likely arises
from two factors. First, our English statements are
verbatim translations of the original Romanian text,
which can lose nuance and clarity and introduce
artifacts (translationese) that impair model under-
standing.

Second, since the raw Romanian problems were
publicly available before our work, it is plausi-
ble that models encountered those during training,
whereas our English translations are novel; thus,
they effectively function as a partial unseen valida-
tion set. We therefore consider the benchmark bilin-
gual, while acknowledging that translation quality
and prior exposure may both contribute to the ob-
served performance drop.

The DeepSeek family of models sees a 10% gain
in accuracy when solving the English variant, sug-
gesting reduced multilingual abilities of the mod-
els.

The results of the experiment are available in
Table 3.

4.3 Multiple-choice options provided vs. not
provided

We observe a slight decline in performance when
the multiple choice variants are not provided, which



Average Accuracy by Problem Difficulty for Each LLM
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Figure 3: Performance of models when the multiple choice options are provided vs when they are not.

Model English (%) Romanian (%) Model Easy Medium Hard Average
DeepSeek V3 0.61 0.55 With Reasoning
Gemini 2.5 Exp 0.84 086 DeepSeek V3 070  0.63 041  0.58
Gemini 2.0 Flash 0.50 0.55 ..
Gemini 2.5 Exp 0.96 0.85 0.74 0.85
Llama 3.3 70B 0.33 0.34 .
Gemini 2.0 Flash 0.68 0.56 0.35 0.53
DeepSeek R1 0.52 0.37
Mistral Large 0.43 0.46 Llama 3.3 70B 0.50 0.33 0.16 0.33
DeepSeek R1 0.65 0.43 0.26 0.45
Overall Average 0.54 0.52 Mistral Large 0.61 0.44 0.28 0.45
) Overall Average 0.53
Table 3: Average scores for models across different — -
languages. Without Reasoning
DeepSeek V3 0.73 0.54 0.48 0.58
Gemini 2.5 Exp 0.95 0.81 0.79 0.85
: : > : : Gemini 2.0 Flash 0.56 0.50 0.11 0.39
aligns Wlth the contests demgn goals of making Llama 3.3 70B 0.53 0.97 0.19 0.33
the variants unhelpful for solving the tasks. Con- DeepSeek R1 0.28 0.12 0.00 0.13
sidering that models tend to guess an answer and Mistral Large 0.48 0.35 0.15 0.33
hallucinate a justification when they cannot solve Overall Average 0.43

the task, we believe that the difference is caused
by models having a higher chance of guessing the
correct answer. The results can be seen in Figure 3.

4.4 Chain-of-Thought vs. Direct Answer

We observe a slight decline in performance when
models are only prompted for the answer, as op-
posed to first providing a justification, or reasoning.
While we expect reasoning models like Gemini 2.5
Exp and DeepSeek-R1 to be invariant to the change
(due to their own reasoning process), DeepSeek-
R1I’s internal chain-of-thought reasoning increases
in length, which causes some of its answers to be
truncated and invalidated. The full results are avail-
able in Table 4.
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Table 4: Comparison of average scores with and without
reasoning for various models.

4.5 Answer-only vs. Hybrid Approach

In Figure 4, we can see the distribution of python
answers and direct answers, when the models can
choose unconstrained how to provide an answer for
a given task (i.e., models can freely pick between
providing a direct answer and providing a python
code).

When Python is no longer allowed, the models
perform unexpectedly worse, as more than half of
their answers rely on executing Python code. We



Average number of answers with and without Python by Problem Difficulty for Each LLM

Average answers per contest

Difficulty
mmm Easy difficulty, with Python
Easy difficulty, no Python
mmm Medium difficulty, with Python
Medium difficulty, no Python
W Hard difficulty, with Python
Hard difficulty, no Python

Figure 4: Percentage of direct answers vs python answers when the models are given the choice between the two.
Columns are scaled the number of tasks of each difficulty (10 easy, 6 medium, 4 hard).

run the experiment on a subset of the models, and
the results are available in Table 5.

Model Easy Medium Hard
Python Code Allowed
DeepSeek V3 0.70 0.63 0.41
Gemini 2.0 Flash 0.68 0.56 0.35
Python Code Not Allowed
DeepSeek V3 0.65 0.48 0.28
Gemini 2.0 Flash 0.59 0.43 0.20

Table 5: Comparison of average scores for DeepSeek
V3 and Gemini 2.0 Flash with and without Python code.

4.6 Discussion of Benchmark Results

Our findings have two key implications for
computer-science education. First, assessments
should combine tool-enabled tasks with those re-
quiring scaffolding and manual reasoning to accu-
rately gauge student mastery. Second, instructors
and contest organizers should monitor for anoma-
lous solution patterns—such as perfectly formatted
code or implausibly high confidence scores—to
detect unauthorized LLM use.

We also provide descriptive plots covering the
experiments contained in our research. They are
available in Appendix B.
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S Application

In parallel with our experiments, and inspired by
our dataset, we develop a web-based application,
which can be used as a training ground of students
looking to compete in the contest.

The application is freely accessible online * and,
among others, allows students to:

e Preview the statements of all editions of the
contest.

 Simulate an edition of the contest.
* Automatically grade their attempt.

The application is implemented in React, and is
hosted on Github Pages. Due to its limited func-
tionalities, it does not require any kind of dynamic
backend, and all of its assets, including statements,
solutions, and images, can be packaged statically,
making deployment easier.

Screenshots of the application and a description
of its functionalities are available in the Appendix
A.

6 Future Work

Several avenues for further research are highlighted
by our preliminary findings and current limitations.
Key directions include:

*https://mateinfo-ub.github.io/
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* Expanded Benchmarking: Conducting ex-
tensive experiments involving additional com-
petitive programming datasets (potentially us-
ing cross-validation) and further expanding
multilingual analyses. This could also involve
analyzing model performance over varying
levels of intrinsic problem complexity.

Live Contest-Based Evaluation: Introduc-
ing the second phase featuring a plethora of
programming contests modeled after the In-
ternational Olympiad in Informatics (IOI),
with multiple problems graded on partial cor-
rectness and efficiency. This would enable
a deeper analysis of LLMs’ algorithmic rea-
soning and problem-solving capabilities in a
structured, task-oriented environment.

Fine-Tuning and Contextual Support: In-
vestigating the impact of fine-tuning LLMs on
domain-specific data, leveraging RAG meth-
ods, or exploring the effect of providing in-
cremental contextual hints or scaffolding to
guide model reasoning.

Model Efficiency and Scalability: Exploring
methods to optimize model inference times
and computational efficiency for real-world
educational deployment.

Enhanced Ethical Solutions: Developing
and evaluating robust technological and ed-
ucational solutions that address challenges of
academic integrity related to the use of LLM.

Pursuing these directions can deepen the under-
standing of LLM capabilities and limitations, con-
tributing to their sustainable and ethical integration
in education.

Limitations

Although our study provides valuable insights into
Large Language Models’ (LLMs) performance on
bilingual educational assessments, several limita-
tions must be acknowledged.

First, although our dataset features a diverse set
of problems from a high-stakes computer science
competition, the scope remains limited to the Ro-
manian educational context. Generalization of our
findings to other linguistic or educational settings
may require additional validation.

Second, our dataset and benchmarks currently
focus primarily on the immediate accuracy of LLM-
generated solutions. Future work should explore
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complementary evaluation metrics, including effi-
ciency, robustness to variations in problem presen-
tations, and detailed error analyses, which would
provide deeper insights into model performance
and reliability in educational contexts.

Lastly, our benchmarking has not explored the
impact of methods such as retrieval-augmented gen-
eration (RAG) or fine-tuning of LLMs. Future work
incorporating these approaches could reveal further
improvements in performance and greater adapt-
ability to specific educational tasks and datasets.

Ethical Considerations

A central motivation for this study is assessing
the current capabilities of Large Language Mod-
els (LLMs) due to significant ethical challenges
posed by their increasing accessibility during on-
line assessments, particularly in competitive con-
texts such as MateInfoUB. Our benchmarking ex-
plicitly aims to identify tasks and problem struc-
tures that LLMs struggle to solve reliably. The
insights gained allow educators and contest orga-
nizers to structure future contests in a way that
mitigates unfair advantages gained through unau-
thorized LLM use.

Although our current findings suggest it remains
possible to maintain fairness in online competi-
tions for now by emphasizing problems that LLMs
find challenging, this strategy will likely become
less effective as LLLM capabilities rapidly improve.
Therefore, it is increasingly important for educa-
tional institutions and competition organizers to
proactively adopt technical solutions designed to
uphold academic integrity. Such solutions could
include software capable of capturing contestant
screens, monitoring interactions, and verifying par-
ticipant authenticity. Additionally, educational ef-
forts should emphasize ethical awareness and re-
sponsible technology use, preparing students to
navigate the evolving landscape of educational as-
sessments responsibly.

At the same time, we acknowledge that releasing
a dataset modeled after real pre-university exams in-
troduces the risk of misuse, particularly fine-tuning
LLMs to artificially boost exam performance with-
out genuine understanding. Our benchmark is in-
tended for controlled research and diagnostic eval-
uation, not as training material for high-stakes test-
ing. Responsible use requires avoiding practices
that could compromise the integrity and fairness of
educational assessments.
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A Online Training Platform

In the image 5 one can see the user interface of the application during a simulation of the 2022 edition of
the contest, and the image 6 shows the user interface after the contest’s timer ends or the user manually
stops it.

While simple, the application contains all the necessary features for an exam-like environment:

¢ A timer.

* A menu with all of the problems of the contest, ordered by difficulty and color-coded based on the
answer provided (blue during the contest and green / red afterwards).

* A problem viewer, where users can read the statements and provide answers.

mateinfo-ub.github.io
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Figure 5: Screenshot of the web application while solving a contest.
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Figure 6: Screenshot of the web application correcting an attempt.

In addition to the simulation page, the application contains pages with the pdf statements, exactly as
they were during the corresponding exams, and links to useful resources.
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B Experiment Plots
In this section, we present visualizations of our experimental results.

Average Accuracy by Problem Difficulty for Each LLM
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Figure 7: Accuracy of the unconstrained Python and direct answers of the models.

In Figure 7, we plot the accuracy of the models when providing an answer as Python code or as a direct
answer. As the models can freely choose how to answer, we can see some interesting trends. For example,
on hard problems, models are significantly more likely to get the right answer when providing Python
code.

In Figure 8, we plot the percentile of the models when comparing their score with the scores of students
advancing to the next phase of the contest, by year. For instance, Gemini 2.5 Exp ranks first for 3 out of
the 4 years, while Llama 3.3 ranks last all years.

Models' percentile compared to students

Percentage of students with lower score during the contest

0.00%
0.00%
0.00%
0.00%
0.00%
0.00%

Figure 8: Percentage of students with a lower score than the models, by year.
Figure 9 plots the accuracy of models by language. Except for DeepSeek-R1, models tend to achieve a

higher score in Romanian, the original language of the tasks.
When prevented to
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Figure 9: Performance of the models by language
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Figure 10: Performance of the models when they are allowed to produce Python code and when they have to provide
the answer directly.
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