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Introduction

This year marks the 20th edition of the Workshop on Innovative Use of NLP for Building Educational
Applications. As in previous years, we are happy to welcome a plethora of work on various aspects and
types of educational applications — from traditionally popular tasks around language learning to novel
applications related to teaching math and programming languages. This year, we have also extended BEA
to a 2-day event, which allowed us to accept more valuable work from our authors: in total, we received a
record number of 169 submissions, and from these, we have accepted 12 papers as talks and 63 as poster
and demo presentations, for an overall acceptance rate of 44 percent. As in previous years, we have put
the main emphasis on the high quality of research when selecting the papers to be accepted, but we also
hope that we have managed to bring together a diverse program. One aspect in which BEA continues to
excel is the range of languages that are covered by the work submitted and presented at our workshop: this
year, accepted papers feature work on educational applications developed for Arabic, English, Estonian,
Finnish, Germanic languages, Indian languages, Italian, Romanian, Russian, and Spanish.

In addition to the diverse oral, poster and demo presentations, this year, Kostiantyn Omelianchuk from
Grammarly will give a keynote on How LLMs Are Reshaping GEC: Training, Evaluation, and Task
Framing. BEA 2025 will also incude, for the first time, a half-day tutorial on LLMs for Education:
Understanding the Needs of Stakeholders, Current Capabilities and the Path Forward. Finally, BEA
2025 has hosted a shared task on Pedagogical Ability Assessment of Al-powered Tutors, which attracted
a large number of participants, and the program includes an oral presentation on the shared task from the
organizers as well as extended poster sessions for shared tasks participants presenting their systems.
Last but not least, we would like to thank everyone who has been involved in organizing the BEA work-
shop this year. We are particularly grateful to our sponsors who keep providing their support to BEA: this
year, our sponsors include Cambridge University Press & Assessment, Duolingo English Test, Grammar-
ly, National Board of Medical Examiners, SiglQ.ai, and Squirrel Ai Learning.

BEA 2025 Organizing Committee
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Keynote Talk
How LLMs Are Reshaping GEC: Training, Evaluation, and
Task Framing

Kostiantyn Omelianchuk
Grammarly

Abstract: This keynote will explore the evolving role of Large Language Models (LLMs) in training and
evaluating Grammatical Error Correction (GEC) systems, using Grammarly as a case study. It will cover
the shift from primarily using human-annotated corpora to semi-synthetic data generation approaches,
examining its impact on model training, evaluation practices, and overall task definition. Key topics
include task definition challenges, trade-offs between data types, observed biases in models, and recent
advances in LLM-based evaluation techniques. The talk will also explore scalable approaches for multi-
lingual GEC and outline implications for future research.

Bio: Kostiantyn Omelianchuk is an Applied Research Scientist and Area Tech Lead at Grammarly, whe-
re he works on practical applications of NLP, with a primary interest in Grammatical Error Correction
(GEC). He has over nine years of experience in the field and has co-authored several papers, including
GECToR: Grammatical Error Correction — Tag, Not Rewrite, a widely used approach in the GEC com-
munity. His research explores edit-based modeling, the use of large language models for text correction
and simplification, and the transition from human-annotated to synthetic data for training and evalua-
tion. His recent work focuses on multilingual GEC, LLM-based evaluation methods, and synthetic data
generation.
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Coffee Break

Oral Session C

Down the Cascades of Omethi: Hierarchical Automatic Scoring in Large-Scale
Assessments

Fabian Zehner, Hyo Jeong Shin, Emily Kerzabi, Andrea Horbach, Sebastian
Gombert, Frank Goldhammer, Torsten Zesch and Nico Andersen

Direct Repair Optimization: Training Small Language Models For Educational

Program Repair Improves Feedback
Charles Koutcheme, Nicola Dainese and Arto Hellas

XXX



Friday, August 1, 2025 (continued)

17:15-17:30

Advancing Question Generation with Joint Narrative and Difficulty Control
Bernardo Leite and Henrique Lopes Cardoso

Intent Matters: Enhancing Al Tutoring with Fine-Grained Pedagogical Intent
Annotation

Kseniia Petukhova and Ekaterina Kochmar

LLMs Protégeés: Tutoring LLMs with Knowledge Gaps Improves Student Learning
Outcome

Andrei Kucharavy, Cyril Vallez and Dimitri Percia David

Closing Remarks

XXX1



