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Abstract

We present an overview of the MM-
ArgFallacy2025 shared task on Multimodal
Argumentative Fallacy Detection and Classi-
fication in Political Debates, co-located with
the 12th Workshop on Argument Mining at
ACL 2025. The task focuses on identifying
and classifying argumentative fallacies across
three input modes: text-only, audio-only, and
multimodal (text+audio), offering both binary
detection (AFD) and multi-class classification
(AFC) subtasks. The dataset comprises 18,925
instances for AFD and 3,388 instances for
AFC, from the MM-USED-Fallacy corpus
on U.S. presidential debates, annotated for
six fallacy types: Ad Hominem, Appeal to
Authority, Appeal to Emotion, False Cause,
Slippery Slope, and Slogan. A total of 5 teams
participated: 3 on classification and 2 on
detection. Participants employed transformer-
based models, particularly RoOBERTa variants,
with strategies including prompt-guided
data augmentation, context integration,
specialised loss functions, and various fusion
techniques. Audio processing ranged from
MFCC features to state-of-the-art speech
models. Results demonstrated textual modality
dominance, with best text-only performance
reaching 0.4856 F1-score for classification and
0.34 for detection. Audio-only approaches
underperformed relative to text but showed
improvements over previous work, while mul-
timodal fusion showed limited improvements.
This task establishes important baselines
for multimodal fallacy analysis in political
discourse, contributing to computational
argumentation and misinformation detection
capabilities.

1 Introduction

This paper presents an overview of MM-
ArgFallacy2025: multimodal argumentative fallacy
detection and classification on political debates; the
task is organized for the first time.

In the past decade, several studies have high-
lighted the importance of Argument Mining on
semantic textual analysis, leading to a broad set of
applications, including legal analytics, social me-
dia, and biomedicine, to name a few. However, past
research has also theorized the importance of in-
cluding paralinguistic features in argumentative dis-
course analysis to capture additional dynamics that
cannot be extracted from text alone. Consequently,
Multimodal Argument Mining (MAM) emerged,
aiming to validate these propositions empirically
and gain a more comprehensive understanding of
argumentative discourse by integrating multiple
modalities. So far, core argument mining tasks like
argument detection, component classification, and
relation classification have been mainly explored,
where the integration of audio modality has proved
to be effective. Recently, other tasks like fallacy
detection and classification have been investigated
in the context of MAM, but they are still underex-
plored.

MM-ArgFallacy2025' aims to advance research
in this latter area by providing a platform for the
development and the evaluation of systems capable
of detecting and classifying argumentative falla-
cies using different modalities. Specifically, MM-
ArgFallacy2025 challenges participants to distin-
guish whether a given sentence from a political de-
bate contains an argumentative fallacy and, if any,
which type of logical inconsistency is observed.
This research is crucial for advancing NLP tech-
nologies and accelerating adoption for user benefit,
contributing to the development of systems for aid-
ing users in knowledge acquisition and awareness
of controversial topics, consistent with AM contri-
butions in social media (Dusmanu et al., 2017; Ly-
tos et al., 2019) and debates (Carstens et al., 2014,
Swanson et al., 2015; Haddadan et al., 2019).

1https: //nlp-unibo.github.io/mm-argfallacy/
2025/
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With the integration of audio modality, we en-
rich the spectrum of available features for studying
human fallacies, fostering the development of more
accurate models. We build on existing work and
focus on the political debates, where argumentative
content and reasoning fallacies are abundant. The
task concerns two sub-tasks: detecting argumenta-
tive fallacious sentences and classifying them. We
follow (Mancini et al., 2022) and consider three in-
put modes in each sub-task for assessing individual
modalities in addition to the multimodal setting:
text-only, where only an input textual sentence
from a political debate dialogue is provided; audio-
only, where only an audio sample corresponding to
a textual sentence from a political debate dialogue
is provided; text-audio, where an input textual
sentence from a political debate dialogue and its
aligned audio sample are provided.

We evaluate the participating systems based on
binary F1 score for fallacy detection and macro-
averaged F1 score for fallacy classification. The
latter metric balances precision and recall across
fallacious categories, ensuring a fair assessment
of system performance. The task’s comprehensive
evaluation framework, coupled with the diverse
multimodal datasets, provides a rigorous bench-
mark for advancing the state-of-the-art in MAM
and, in particular, in multimodal fallacy recogni-
tion.

In the rest of the paper, we offer an overview
of MM-ArgFallacy2025, detailing the datasets, the
evaluation measures, and the submission guide-
lines. We also present the results and the method-
ologies of the participating systems, highlighting
the progress and the challenges when develop-
ing robust MAM solutions. By fostering collab-
oration and innovation in this critical area, MM-
ArgFallacy2025 contributes to the broader goal of
enhancing the reliability of automated content anal-
ysis in the digital age.

2 Related Work

The study of fallacies is deeply rooted in argumen-
tative theory, which dates back to Aristotle 2. The
utility of recognizing and studying fallacies mainly
emerged in the *70-80s (Hamblin, 2022). More-
over, fallacy detection is directly related to human
reasoning, where communication can often degen-
erate into conflicts, disagreements, and debates due
to logical fallacies in discourse (Jin et al., 2022).

2https://plato.stanford.edu/entries/fallacies/

Detecting and classifying fallacies in discourse is
a valuable tool in several applications, including
analyzing human behavior in dialogical settings,
preventing misinformation spread in fact-checking
systems, and evaluating generative models’ reason-
ing. Research on fallacy detection and classifica-
tion is not limited to text analysis, but could en-
compass other modalities too, such as audio, where
paralinguistic features can often be associated with
specific fallacy types (KiSic¢ek, 2020a).

Research on the interplay between arguments
and emotions in speech began with Benlamine et
al. (Benlamine et al., 2015). Subsequently, fur-
ther studies focused on multimodality in argumen-
tation, showing the correlation of paralinguistic
features with argumentative discourse in various
domains, including advertisements, news coverage,
and legal analytics (KiSicek, 2014; Groarke and
Kisicek, 2018; Kisicek, 2020b). These findings
led to the development of Multimodal Argument
Mining (MAM), where Lippi and Torroni (2016)
conducted the first study in political debates, fo-
cusing on UK ministerial elections but limited to a
single debate.

Interest in political debates motivated further
research for argumentative tasks like argument
component detection and classification (Haddadan
et al., 2019), argumentative fallacy classification
(Goffredo et al., 2022a, 2023), and argumentative
relation identification (Mestre et al., 2023). Recent
work has particularly focused on multimodal ap-
proaches to these argumentative tasks in political
contexts (Mancini et al., 2022, 2024b; Mestre et al.,
2023).

3 Problem Formulation

MM-ArgFallacy2025’s subtasks are formulated as
follows.

Argumentative Fallacy Detection (AFD). The
input is a sentence, in the form of text or audio
or both, extracted from a political debate. The
objective is to determine whether the input contains
an argumentative fallacy.

Argumentative Fallacy Classification (AFC).
The input is a sentence, in the form of text or
audio or both, extracted from a political debate,
containing a fallacy. The objective is to determine
the type of fallacy contained in the input, accord-
ing to the classification introduced by (Goffredo
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Snippet Fallacy Category

the same kind of woolly thinking Appeal to Emotion

As George Will said the other day, "Free-
dom on the march; not in Russia right
now."

Governor Carter apparently doesn’t

know the facts.

Appeal to Authority

Ad Hominem

We won the Cold War because we in- False Cause

vested and we went forward.

And if we don’t act today, the problem
will be valued in the trillions.

Slippery Slope

We have to practice what we preach. Slogan

Table 1: Examples of annotated fallacies.

et al., 2022a).3 In particular, the fallacy categories
are: Appeal to Emotion, Appeal to Authority, Ad
Hominem, False Cause, Slippery Slope, and Slo-
gan. Table 1 reports examples of each fallacy cate-
gory.

For each sub-task, participants can leverage the
debate context of a given input: all its previous sen-
tences and corresponding aligned audio samples.
For instance, consider the text-only input setting.
Given a sentence from a political debate at index 7,
participants can use sentences with indexes from 0
to ¢ — 1, where 0 denotes the first sentence in the
debate.

4 Data

We describe the available training data for the chal-
lenge and the data collection process to curate the
test set used to evaluate participants’ submissions
in the challenge (hereinafter, denoted as secret
test set). All datasets are made available through
MAMKit (Mancini et al., 2024a)*. Since most
of these multimodal datasets cannot release audio
samples for copyright reasons, MAMKit provides
a simple interface to dynamically build them and
foster reproducible research.

4.1 Training Data

The primary training dataset is MM-USED-
fallacy (Mancini et al., 2024b). The data pro-
vides annotations for AFC and AFD subtasks. The
dataset comprises 1,228 fallacies with correspond-
ing context information from the dataset of (Had-
dadan et al., 2019) on US presidential elections.

3We only refer to macro categories while sub-categories
are left for future work.

*https://nlp-unibo.github.io/mamkit/

The fallacies are labeled as argumentative fallacies
belonging to six categories introduced in (Goffredo
et al., 2022a). Additionally, inspired by (Goffredo
et al., 2022a)’s observations on the benefits of em-
ploying other argument mining tasks like compo-
nent detection for fallacy detection and classifica-
tion, participants could use the following datasets
to encourage multi-task training approaches (see
Table 2 for a summary).

UKDebates (Lippi and Torroni, 2016). A
dataset of 386 sentences and corresponding audio
samples about three candidates for the UK Prime
Ministerial elections of 2015. Sentences are an-
notated for argumentative sentence detection: a
sentence is labeled as containing or not containing
a claim.

M-Arg (Mestre et al., 2021a). A multimodal
dataset built around the 2020 US Presidential elec-
tions for argumentative relation classification: a
sentence can attack, support, or have no relation
with another sentence. The dataset contains 4,104
sentence pairs and corresponding audio sequences
of four candidates and a debate moderator concern-
ing 18 topics. A high-quality subset of M-Arg is
also provided, containing 2,443 sentence pairs with
high agreement confidence.

MM-USED (Mancini et al., 2022). A multi-
modal extension of the USElecDeb60to16 dataset
introduced in (Haddadan et al., 2019). It contains
presidential candidates’ debate transcripts and cor-
responding audio recordings aired from 1960 to
2016. The dataset contains 26,781 labeled sen-
tences and corresponding audio samples from 39
debates and 26 distinct speakers for argumentative
sentence detection and argumentative component
classification: a sentence can contain a claim, a
premise, or neither of them.

Text to Audio Alignment Corrections. Com-
pared to the initial release of MAMKit (Mancini
et al., 2024a), we introduce an improved text-
to-audio alignment framework based on Whis-
perX (Bain et al., 2023), a state-of-the-art speech
recognition model that allows for precise and fine-
grained audio-to-text alignment. We use this frame-
work to address some well-known alignment is-
sues in MM-USED (Mancini et al., 2022) and MM-
USED-fallacy (Mancini et al., 2024b), allowing to
integrate previously discarded debates and favour-
ing the collecting of novel data (4.2). The updated
datasets are available through MAMKit.

360


https://nlp-unibo.github.io/mamkit/

Name | No. Samples Task® Domain

Primary

MM-USED-fallacy \ 18,925; 3,338 AFD; AFC US Presidential Elections
Supplementary

UKDebates 386 ASD UK Prime Ministerial Elections
M-ARG 4,104 /2,443 ARC US Presidential Elections
MM-USED 26,781 ASD, ACC US Presidential Elections

Table 2: Available datasets for MM-ArgFallacy2025 shared task.
“Following (Mancini et al., 2024a), we denote tasks as Argumentative Fallacy Detection (AFD), Argumentative Fallacy
Classification (AFC), Argumentative Sentence Detection (ASD), Argumentative Relation Classification (ARC), Argumentative

Component Classification (ACC).

4.2 Test Data

Data Collection. We collect and annotate novel
debates from US politics available in The Ameri-
can Presidency Project®. In particular, we consider
the first presidential debate of the election cycle in
Atlanta between Trump and Biden, aired on 28th
June 2024, and the first presidential debate between
Trump and Harris, aired on 11 September 2024.
We follow the data collection pipeline proposed
by Mancini et al. (2022) to retrieve original au-
dio recordings, but improve the text-to-audio align-
ment by leveraging WhisperX (Bain et al., 2023)
for transcription, alignment and diarization. We fol-
low Goffredo et al. (2022a) and split debates into
paragraphs, where each paragraph corresponds to
a speaker turn. We use our text-to-audio alignment
framework to pair paragraphs and corresponding
textual sentences with related audio chunks. In to-
tal, we obtain 134 paragraphs for the first debate
and 163 for the second one.

Data Annotation. For the annotation, we instruct
two annotators with expertise in AM tasks and near-
to-native English proficiency. We provide annota-
tors with the guidelines of Goffredo et al. (2022a)
for detecting and classifying argumentative falla-
cies. This is required to ensure annotation con-
sistency with existing datasets (e.g., MM-USED-
fallacy). We remove paragraphs (i.e., dialogue
turns) that do not belong to the main speakers of
the debate (i.e., Trump, Biden and Harris). In total,
we obtain 154 paragraphs for annotation, equiva-
lent to 2154 sentences. We rely on Label Studio®
for annotation, an open-source data annotation plat-
form. For AFD and AFC subtasks, we provide
annotators with the same instructions described in
Section 3. In particular, for AFD, annotators label

5https ://www.presidency.ucsb.edu/
®https://labelstud.io/
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each sentence in a given paragraph from a debate
as containing a fallacy. In case an annotator labels
a sentence as fallacious, they also provide the cor-
responding logical fallacy category to address AFC
subtask.

Inter-Annotator Agreement. Since fallacies can
span multiple sentences (Goffredo et al., 2022a),
we report the rate of exact and partial overlaps be-
tween annotations. An exact overlap is when both
annotators agree on all sentences constituting a
fallacy. In contrast, a partial overlap is when anno-
tators agree on a subset of sentences constituting
a fallacy. We observe 236 overlaps, 110 of which
are exact, while the remaining 126 are partial. The
agreement rate measured as the number of sen-
tences detected as fallacious of the same category
by both annotators is 67.37%. Moreover, we com-
pute inter-annotator agreement (IAA) at sentence
level, measured as Cohen’s Kappa (Cohen, 1968).
For AFD, the TAA is 0.4787 (moderate agreement),
while, for AFC, the IAA is 0.4954 (moderate agree-
ment). Additionally, regarding AFC, the per cate-
gory IAA is as follows: 0.411 Appeal to Emotion,
0.337 Appeal to Authority, 0.357 Ad Hominem,
0.224 False Cause, and 0.712 Slogan. No annotator
labeled a fallacy instance as Slippery Slope.

Resulting Dataset. Table 3 reports the statistics
of the resulting secret test set. We observe that a
large majority of fallacies belong to Appeal to Emo-
tion, followed by Ad Hominem. These findings are
in line with annotations reported in previous work
on argumentative fallacy classification (Goffredo
et al., 2022a). Regarding AFD, the collected se-
cret test set contains 229 fallacies and 1,946 non-
fallacious sentences.


https://www.presidency.ucsb.edu/
https://labelstud.io/

Fallacy Category No. Instances
Appeal to Emotion 142
Appeal to Authority 16
Ad Hominem 46
False Cause 16
Slippery Slope 0
Slogan 9
Total 229

Table 3: Secret test set statistics for Argumentative Fal-
lacy Classification.

5 Overview of the Systems and Results

Three teams participated in the AFC subtask, while
two teams participated in the AFD subtask. In
total, participants submitted 25 valid runs. No team
participated in both subtasks.

Table 4 shows the results achieved by the indi-
vidual teams for each subtask. Regarding AFC,
we observe that only one team, Team NUST (Tahir
et al., 2025), beats baselines on the text-only modal-
ity with a F1-score of 0.4856. This result shows
that even a simple baseline like a BiLSTM is a
strong competitor. In contrast, all participants im-
proved over the baselines when considering the au-
dio modality, while two teams surpassed the trans-
former baseline in the multimodal setting. Regard-
ing AFD, Team Ambali_Yashovardhan reaches
comparable performance to baselines in the text-
only input setting, achieving rank 2. Nonetheless,
despite reporting significant results in the audio-
only setting where baselines fail the task, their so-
lution is outperformed by both baselines in the
multimodal setting.

All teams wused neural networks, with
transformer-based models being the most
frequent choice. Some teams also employed
machine learning classifiers like XGBoost on top
of neural network models. Moreover, several
teams explored a wide set of solutions to account
for class imbalance, a well-known challenge in
fallacy detection (Goffredo et al., 2022a).

5.1 Baselines

For both tasks, we employ the same set of base-
lines: a feature-based BiLSTM (Mancini et al.,
2024b) and a transformer-based model (Mancini
et al., 2024a). Regarding the BiLSTM model, the
baseline uses GloVe embeddings for text inputs
and extracted MFCCs features for audio record-

ings. Conversely, the transformer-based model uses
RoBERTa (Liu et al., 2019)” for encoding text and
WavLM (Chen et al., 2022)3 for audio. Both ar-
chitectures employ a late fusion strategy for the
multimodal setting, where text and audio embed-
dings are concatenated and fed to a final classifica-
tion layer. Independently of the given input setting,
we denote the baselines as Baseline BILSTM and
Baseline Transformer, respectively.

5.2 System Descriptions and Task-Specific
Results

Below, we describe the approaches of all participat-
ing systems; see also Table 5 for an overview.

5.2.1 Argumentative Fallacy Classification.

Team NUST (Tahir et al., 2025) employ RoBERTa
(Liu et al., 2019) for text encoding and Whisper
(Radford et al., 2023) for audio encoding. The two
encodings are combined in a late fusion fashion
without requiring joint end-to-end training and fed
to a XGBoost (Chen and Guestrin, 2016) classi-
fier. To account for label imbalance, they propose
several solutions, including generating synthetic
samples via GPT 4.0, class weighting, SMOTE
(Chawla et al., 2002) in which synthetic samples
are generated for minority classes in the fused fea-
ture space via interpolation, and focal loss (Lin
et al., 2017) to handle hard-to-classify instances.

Team AlessioPittiglio (Pittiglio, 2025) explore
a wide set of transformer-based text and audio
encoders. For text, they evaluate BERT (Devlin
etal.,2019), RoBERTa (Liu et al., 2019), DeBERTa
(He et al., 2023) and ModernBERT (Warner et al.,
2024). In particular, the authors propose three dif-
ferent strategies to integrate context information by
(1) concatenating tokens during tokenization, (ii)
concatenating pooled embeddings, and (iii) lever-
aging cross-attention. For audio, they evaluate
Wa2Vec 2.0 (Baevski et al., 2020), WavLLM (Chen
et al., 2022) and HuBERT (Hsu et al., 2021). Re-
garding multimodality, they build an ensemble of
the best text (ROBERTa with context information)
and audio (HuBERT) models via a weighted av-
erage of individual encoder logits. Weights are
calibrated via Bayesian optimization (Snoek et al.,
2012).

Team CASS (Kalyan et al., 2025) encodes
texts with RoBERTa (Liu et al., 2019) and audio

"FacebookAl/roberta-base
8patrickvonplaten/wavim-libri-clean-100h-base-plus
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Team Rank Text | Rank  Audio | Rank Text-Audio
AFC
Team NUST 1 0.4856 2 0.1588 1 0.4611
Team AlessioPittiglio 304444 1 0.3559 2 0.4403
Team CASS 5 0.1432 4 0.0864 5 0.1432
Baseline BiLSTM 2 04721 3 0.1582 4 0.2191
Baseline Transformer 4 0.3925 5 0.0643 3 0.3816
AFD
Team Ambali_Yashovardhan 2 0.2534 1 0.2095 3 0.2244
Team EvaAdriana 4 0.2195 2 0.1690 4 0.1931
Baseline BiLSTM 3 0.2462 3 0.0000 2 0.2337
Baseline Transformer 1 0.2770 3 0.0000 1 0.2848

Table 4: Results for multimodal argumentative fallacy detection on political debates.
F1-score, while for AFD, we report the binary Fl-score. Best results per subtask are

For AFC, we report the macro
in bold, second best results are

underlined.
Team \ Task Text Audio MAM Misc
=
S
E F
£ o5
cccsg Hi o = g-gga,gﬁO%
o o= 5
SEE-23|5S2glBEE 22 5S¢
ERR dEEL228 dMA o A w 8 o= 2
R EREEEEE R EEE R
<R E AR REEETST S SRERAUREARO
NUST (Tahir et al., 2025)
AlessioPittiglio (Pittiglio, 2025)
CASS (Kalyan et al., 2025)
Ambali_Yashovardhan
EvaAdriana (Larumbe and Vendrell, 2025)

Table 5: Overview of the approaches. The numbers in the language box refer to the position of the team in the

official ranking.

recordings using a BiILSTM with extracted Mel-
Frequency Cepstral Coefficients (MFCCs) features
as input (Mancini et al., 2024b). For multimodal-
ity, they concatenate the pooled embeddings of
RoBERTa for text and Wav2Vec (Baevski et al.,
2020) for audio. The concatenated embedding is
eventually fed to a logistic regression classifier.

5.3 Argumentative Fallacy Detection

Team Ambali_Yashovardhan uses RoBERTa (Liu
et al., 2019) for processing text inputs and Distil-
HuBERT (Chang et al., 2022) for encoding audio
recordings. Due to memory constraints, they limit
audio sequence length to 320,000 samples (approx-
imately 20 seconds at 16 kHz), truncating longer
files. Regarding multimodality, the authors adopt
a late fusion strategy where a weighted average
of each modality model’s logits is computed. The
weights are learnt during training. To handle class
imbalance, they adopt focal loss (Lin et al., 2017).

Team EvaAdriana (Larumbe and Vendrell,
2025) explore five transformer-based models for
text modality: BERT (Devlin et al.,, 2019),
RoBERTa (Liu et al., 2019), SBERT (Reimers and
Gurevych, 2019), ALBERT (Lan et al., 2020), and
DeepSeek R1 (DeepSeek-Al et al., 2025). Up to
the last four layers of encoder-based transform-
ers are unfrozen for fine-tuning on the task, while
DeepSeek is 4-bit quantized to account for the
available computational budget. Regarding audio
modality, the authors evaluate two models: a CNN
with MFCCs features as inputs and Wav2Vec 2.0
(Baevski et al., 2020). Lastly, they combine the
best-performing models for text (RoBERTa) and
audio (Wa2Vec 2.0) for multimodality. In particu-
lar, they concatenate the output of each modality
encoder and feed it to a classification head.
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6 Main Findings

The MM-ArgFallacy2025 shared task revealed key
insights about multimodal fallacy analysis through
binary detection and multi-class classification tasks,
highlighting both capabilities and fundamental lim-
itations in this field.

Textual Dominance. Text-based approaches con-
sistently outperformed audio and multimodal al-
ternatives across all teams in AFC. Team NUST
achieved a 0.4856 F1-score for classification, es-
tablishing transformer-based models, particularly
RoBERTa variants, as the most effective. Team
EvaAdriana’s comparative evaluation in AFD re-
vealed that fine-tuned transformer models substan-
tially outperformed zero-shot approaches, with
their task-specific ROBERTa achieving 0.3393 F1-
score compared to DeepSeek-R1’s zero-shot perfor-
mance of 0.1567 on the validation set, underscoring
the importance of domain-specific adaptation for
specialised argumentation tasks.

Audio Processing Challenges. Audio-only ap-
proaches consistently underperformed, with Team
AlessioPittiglio’s best performance of 0.3559 re-
maining substantially below text baselines despite
employing state-of-the-art models including Hu-
BERT, Wav2Vec2, and Whisper. However, the
results achieved by the participants demonstrate
progress over previous work in extracting fallacy-
relevant acoustic features. Technical constraints
forced audio truncation to 15-20 seconds, but more
fundamentally, acoustic signatures of fallacious rea-
soning appear too subtle for current speech process-
ing models to reliably capture.

Limited Multimodal Gains. Multimodal ap-
proaches failed to deliver expected performance
improvements. Team NUST’s late fusion achieved
0.4611, only modestly improving over text base-
lines while requiring significant computational cost.
This suggests simple fusion strategies are insuf-
ficient to capture complex relationships between
semantic content and paralinguistic delivery, with
textual information overwhelming rather than com-
plementing audio features.

Effective Strategies. Team NUST’s success
stemmed from prompt-guided augmentation using
GPT-4. Team AlessioPittiglio’s context integration
(3-4 previous sentences) contributed to strong per-
formance, though benefits were primarily textual,
suggesting modality-specific strategies are needed.

Class Imbalance Challenge. Severe class imbal-
ance emerged as the primary technical challenge.
Binary detection faced 90.8% vs. 9.2% distribution,
while classification presented "double imbalance"
with Appeal to Emotion comprising 59% of fal-
lacious samples versus <3% for minority classes.
Team NUST’s synthetic data generation proved
more effective than algorithmic adjustments, indi-
cating quality augmentation outperforms technical
modifications for addressing imbalance.

7 Discussion

The MM-ArgFallacy2025 shared task established
important baselines while revealing both progress
and limitations in multimodal fallacy analysis.

Audio Improvements. While text-based meth-
ods achieved the highest performance across both
detection and classification tasks, teams demon-
strated notable improvements in audio-only ap-
proaches compared to previous work, with Team
AlessioPittiglio achieving a 0.3559 F1-score for
classification using HuBERT-based models. These
advances suggest that audio modalities contain
valuable information for fallacy detection, though
current extraction techniques remain limited.

Speaker Dependency. The challenges in audio-
only approaches may also be attributed to the in-
herently speaker-dependent nature of acoustic cues.
As noted by previous work, different speakers have
varying skills in using vocal cues such as articu-
lation, sonority, and tempo, and possess different
levels of persuasive power, with vocal character-
istics directly affecting the clarity, credibility, and
receptivity of a speaker’s message (Lippi and Tor-
roni, 2016).

Multimodality Fusion Strategies. The reliance
on simple concatenation and late fusion approaches
in the proposed multimodal systems reveals fun-
damental gaps in current methodologies. These
approaches fail to capture complex interdependen-
cies between linguistic content and paralinguistic
delivery, which likely explains the limited perfor-
mance of many multimodal systems. Rather than
indicating the non-effectiveness of multimodal in-
tegration itself, these results highlight the need for
more sophisticated fusion architectures that can
jointly learn complementary cues from both modal-
ities during training. Future work should priori-
tise advanced fusion architectures that enable joint

364



learning across modalities, moving beyond late fu-
sion toward cross-attention mechanisms and early
integration strategies.

Conditional Audio Generation. Key contribu-
tions of this shared task include successful prompt-
guided data augmentation and systematic context
integration strategies that proved effective for ad-
dressing severe class imbalance and improving
classification performance. Building on the suc-
cess of synthetic textual data generation, a possible
direction involves controllable conditional audio
generation that transcends the basic text-to-speech
approaches employed by teams in this shared task.
Drawing inspiration from recent advances in signal-
to-language augmentation (Kumar et al., 2024) that
enable fine-grained control over acoustic param-
eters such as loudness, pitch, reverb, brightness,
and duration, future research could develop fallacy-
aware audio generation systems. Such approaches
go beyond traditional digital signal processing by
incorporating learned representations that capture
how acoustic characteristics convey persuasive in-
tent and logical flaws in context. For appeals to
emotion, generation could emphasize particular
intonation patterns and vocal intensity, while de-
ceptive reasoning patterns could incorporate vocal
stress indicators, hesitation markers, or pitch varia-
tions suggesting uncertainty.

8 Conclusion

The MM-ArgFallacy2025 shared task demonstrates
that fallacy detection and classification remain chal-
lenging problems with significant potential for ad-
vancement. Text-based approaches currently show
the most promise, while audio and multimodal sys-
tems require architectural innovations to realise
their full potential. The ultimate goal remains de-
veloping integrated systems that effectively lever-
age both semantic and paralinguistic cues to sup-
port democratic discourse and critical thinking ed-
ucation.

Limitations

Annotations. In alignment with (Mancini et al.,
2024b), we advocate for approaching fallacy clas-
sification as a multimodal problem. Nonetheless,
the annotation methodology employed in this study
mirrors that of (Goffredo et al., 2022b), relying
solely on textual information for both training data
preparation and secret test set creation. This text-
centric approach potentially overlooks crucial infor-
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mation embedded in the acoustic characteristics of
spoken debates, such as intonational patterns, em-
phasis, and other paralinguistic features that could
indicate fallacious arguments. Achieving the full
potential of multimodal fallacy detection will re-
quire developing new annotation protocols that sys-
tematically integrate both linguistic and acoustic
dimensions from the ground up.

MAMKIit. MAMKit remains an evolving toolkit
with several acknowledged limitations that reflect
its ongoing development status. The platform cur-
rently supports only PyTorch, which may present
integration challenges for researchers working with
alternative frameworks or seeking to incorporate
existing work built on different architectures. Addi-
tionally, the toolkit’s coverage of multimodal argu-
mentation resources is non exhaustive, as several es-
tablished datasets (e.g., VivesDebate-Speech (Ruiz-
Dolz and Iranzo-Sénchez, 2023), ImageArg (Liu
et al., 2022), MMClaims (Cheema et al., 2022))
and models (e.g., M-ArgNet (Mestre et al., 2021b))
have not yet been integrated. Furthermore, the cur-
rent scope is restricted to text and audio modalities,
excluding visual argumentation mining despite its
growing importance in the field. Nevertheless, de-
ploying MAMKit to deliver the datasets used in
this shared task provided valuable opportunities to
gather community feedback and identify priority ar-
eas for future development, informing our roadmap
for expanding both framework compatibility and
multimodal coverage.

Dataset Scale and Imbalance. The MM-USED-
fallacy dataset faces dual constraints that signifi-
cantly impact model development and evaluation.
First, with only 3,388 instances for the AFC task,
the dataset represents a relatively small scale for
training robust deep learning models, a limita-
tion characteristic of specialised argumentation
tasks where high-quality annotations are resource-
intensive to obtain. The expansion conducted for
this shared task, while methodologically sound,
added only 229 fallacious instances from two 2024
debates, maintaining the dataset’s modest scale.
Second, severe class imbalance permeates both
detection and classification tasks, with fallacious
sentences comprising merely 9.2% of instances
in binary detection, while classification exhibits
"double imbalance" with Appeal to Emotion repre-
senting 59% of fallacious samples versus minority
classes accounting for less than 3% each. Some
fallacy types, such as Slippery Slope, are com-



pletely absent from the test set, preventing com-
prehensive evaluation. These scale and distribution
constraints compound each other, limiting model
generalization capabilities across diverse speaking
styles, debate formats, and political contexts while
making robust performance assessment particularly
challenging for underrepresented fallacy categories.
Future work should prioritize systematic dataset ex-
pansion across multiple election cycles and speaker
demographics while developing targeted annota-
tion strategies to achieve more balanced fallacy
type distributions.
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