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Abstract

Definition generation models trained on dic-
tionary data are generally expected to produce
neutral and unbiased output while capturing the
contextual nuances. However, previous studies
have shown that generated definitions can in-
herit biases from both the underlying models
and the input context. This paper examines the
extent to which stance-related bias in argumen-
tative data influences the generated definitions.
In particular, we train a model on a slang-based
dictionary to explore the feasibility of gener-
ating persuasive definitions that concisely re-
flect opposing parties’ understandings of con-
tested terms. Through this study, we provide
new insights into bias propagation in definition
generation and its implications for definition
generation applications and argument mining.

1 Introduction

The task of definition generation has been explored
in the context of lexical semantic change analysis
(Giulianelli et al., 2023), automated generation of
definitions for unfamiliar terms in scientific con-
texts (August et al., 2022), and assisted language
learning and reading (Huang et al., 2022).

Definition generation can be framed as a
sequence-to-sequence problem: "Given an input
sequence C containing a term 7, generate a contex-
tually appropriate, neutral definition D for T" (Giu-
lianelli et al., 2023). As illustrated in Table 1, the
model receives an input sequence — in this case, an
argumentative usage example — and is prompted
to define the term death penalty as used in con-
text. The generated output is the corresponding
definition.

Models fine-tuned on dictionary data are gen-
erally expected to produce neutral and unbiased
output. However, previous research on definition
generation has shown that generated definitions can
exhibit bias or reflect stereotypes inherited from
the underlying models (Giulianelli et al., 2023).

Since definition generation relies on contextual em-
beddings of input sequences, we hypothesize that
stance-related bias in the argumentative input se-
quence can also propagate into the generated defi-
nitions.

Not all bias in natural language is inherently neg-
ative (Shah et al., 2020). Some forms of bias reflect
diverse cultural perspectives, values, and stances
on a given topic. In argumentation, for instance,
one group may define abortion as murder, while
another may describe it as a right of a woman to
choose to terminate her pregnancy. While both
groups agree that murder is immoral, they differ in
how they interpret and categorize abortion. As a
result, their definitions carry distinct emotive con-
notations aligned with their stance. Reflecting such
subjectivity could be leveraged in argument min-
ing to generate persuasive definitions that capture
differing perspectives and understandings of the
contested terms. This can aid in clustering argu-
ments by perspective, summarizing key points of
contention, and enhancing the understanding of
diverse viewpoints within debates.

This paper examines how biased training data
and biased input sequences influence the presence
of bias in the generated definitions. It also explores
the intentional generation of contextually biased,
or persuasive, definitions that express an opinion
about the target word based on usage examples
from argumentative texts.

This study contributes the following:

* We demonstrate that stance-related bias from
argumentative data can propagate to vary-
ing degrees into definitions generated by
dictionary-trained models, resulting in out-
puts such as "abortion is the act of deliber-
ately killing a fetus" produced by Llama-3-
8b-Instruct! trained on three standard English

1https: //github.com/meta-1lama/llama3/blob/
main/MODEL_CARD.md
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Usage Example

| Target Word

| Definition

As long as death penalty is kept, this confirms that our
society is founded on violence.

death penalty

The punishment of death by a state or
other legal system for a crime or offence.

Table 1: An example of a definition generated by Flan-T5 Base (Giulianelli et al., 2023) on an instance of the IBM

argument corpus (Friedman et al., 2021).

dictionaries.

* Our findings confirm that a model fine-tuned
on more expressive and loaded language, such
as Llama-3-8b-Instruct fine-tuned on the Ur-
ban Dictionary (Ni and Wang, 2017), which
is usually avoided (Periti et al., 2024), is more
likely to capture and reproduce stance-related
bias with examples as follows: "a punishment
for someone who has committed a crime that
is so bad that it should result in death", "as-
sisted suicide is a euphemism for murder".
This model exhibits the biggest overlap be-
tween stances of the generated definitions and
those of the corresponding argument.

* We show that inference-time prompts can
influence the degree of propagated stance-
related bias in generated definitions.

* We provide (1) a manually annotated dataset
evaluating the stance and plausibility of gen-
erated definitions, which can be used for neu-
tral plausible definition detection or persua-
sive definition detection tasks; (2) a series
of Llama-3-8b-Instruct definition generation
models trained on dictionaries and combina-
tions of dictionaries (including and excluding
the Urban Dictionary) that have comparable
performance to the state of the art’.

2 Related work

2.1 Definition generation

In recent years, a number of studies have focused
on generating contextual definitions, based on an
input sequence and a target word (Giulianelli et al.,
2023; Periti et al., 2024; Mickus et al., 2022). The
generation of definitions has been successfully ap-
plied to a variety of tasks, such as interpretability of
static embeddings (Gadetsky et al., 2018), learning
and reading assistance (Ni and Wang, 2017; Zhang

’The models, their training parameters, and data
are available at huggingface.co/collections/LT3/stance-
aware-definition-generation-for-argumentative-texts-
6841456cadeec0116d0bad24.

et al., 2022), and semantic change analysis (Giu-
lianelli et al., 2023; Fedorova et al., 2024). Notably,
Giulianelli et al. (2023) show that generated defini-
tions, derived from word usage examples, enhance
the interpretability of semantic change analysis,
making it easier for lexicographers and other re-
searchers to track diachronic shifts in meaning.

Most English training data are sourced from
traditional lexical resources such as the Oxford
English Dictionary (Gadetsky et al., 2018), Word-
Net (Noraset et al., 2017), Wikipedia (Ishiwatari
et al., 2019), and Wiktionary (Mickus et al., 2022),
while the Urban Dictionary is generally avoided un-
less non-standard English is specifically targeted,
as in the work of Ni and Wang (2017).

Recent methods approach the task as a lan-
guage modeling problem, where transformer-based
large language models are instruction-tuned (Zhang
et al., 2023) to generate contextually appropri-
ate definitions, as illustrated in Table 1. Sev-
eral models have been explored in this setup, in-
cluding sequence-to-sequence transformers like
Flan-T5 (Giulianelli et al., 2023) and decoder-only
architectures such as Llama2-Chat and Llama3-
Instruct (Periti et al., 2024). These models are typi-
cally fine-tuned and evaluated on a combination of
different dictionaries to assess their generalization
ability.

In addition to instruction tuning, methods have
been developed to enhance the quality of gener-
ated definitions, such as adjusting their specificity
(Huang et al., 2021) and complexity (August et al.,
2022). These adjustments help tailor definitions to
different contexts, making them more informative
and interpretable across various applications.

The quality of generated definitions is typi-
cally assessed using standard natural language
generation (NLG) metrics that measure over-
laps with reference texts, such as BLEU (Pap-
ineni et al., 2002), SACREBLEU (Post, 2018)
NIST (Doddington, 2002), ROUGE-L (Lin, 2004),
and METEOR (Banerjee and Lavie, 2005),
alongside semantic similarity measures such as
BERTScore (Zhang et al., 2020). Additionally, hu-
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man evaluations are conducted to assess the quality
of the generated output, addressing, for example,
‘truthfulness’ and ‘fluency’, with inter-annotator
agreement between 0.35 and 0.45 Krippendorff’s
alpha (Giulianelli et al., 2023). Human annotations
play a crucial role in evaluating the plausibility,
or soundness, of generated definitions, offering in-
sights into how well they align with intended mean-
ings based on specific evaluation criteria. Combin-
ing NLG metrics with human judgments ensures
a more comprehensive and balanced evaluation,
leveraging both quantitative and qualitative per-
spectives.

Generally, definition generation models have
demonstrated the ability to capture fine-grained
semantic nuances of target words depending on
the context, highlighting their potential for broader
applications in Natural Language Processing.

2.2 Definitions in argumentation

Work on argumentation theory has stated that many
argumentative discussions stem from or involve a
debate about how to define particular terms (Wal-
ton, 2005). The notions of persuasive definitions
and quasi-definitions were introduced by Steven-
son (1938, 1944). They often include loaded terms
and rely on pathos, or emotive meaning, to make
an argument about a topic: "Abortion is a murder
of a human being". A pro-choice definition of abor-
tion could then be "Abortion is the right of every
woman to decide to have a child or not".
Formally, these statements function as defini-
tions. However, they also serve as implicit argu-
ments because they convey a stance. This con-
trasts with standard dictionary definitions, which
aim to be objective and do not typically reflect an
opinion. Dictionary definitions rely on common
knowledge — accepted propositions that are not
subject to dispute (Macagno and Walton, 2008) —
whereas persuasive definitions act as implicit argu-
ments, often reflecting the values and priorities of
a particular group advocating for or against a topic,
and implying a conclusion (Walton, 2005, p. 224).
Macagno and Walton (2008) describe persuasive
definitions as those that align with two key argu-
mentative schemes: argument from classification
and argument from values. Stevenson (1938, 1944)
identified two main strategies: altering the denota-
tive meaning of a term by including or excluding
specific objects (e.g., "Graffiti is art," redefining art
to include graffiti), or modifying its emotive con-
notation without changing its meaning (e.g., "The

death penalty is murder," framing the death penalty
in morally charged terms). According to Macagno
and Walton (2008), argument from classification
involves redefining a term’s denotation, while argu-
ment from values shifts its emotional connotation.

While exploring the shifting boundaries of such
terms as art, justice, democracy, etc. using NLP
techniques presents an intriguing area for explo-
ration, this paper focuses on analyzing definitions
as potential arguments from values. Specifically,
we aim to examine whether models trained on bi-
ased or unbiased data capture stance-related emo-
tive connotations in the generated definitions.

Similarly, as stated by (Walton, 2005), defining
a term using loaded language constitutes an argu-
ment. While such definitions may not always be
considered high-quality arguments, they provide
a stance-specific interpretation of a concept, high-
lighting the value-based aspects that are most rel-
evant to a given perspective — an approach also
referred to as framing (Eemeren and Houtlosser,
1999; Ajjour et al., 2019a).

In argument mining, the subjective and values-
related nature of arguments has recently gained in-
creased attention, leading to the adaptation of value
taxonomies and the annotation of argumentative
data for values (Kiesel et al., 2022), as well as the
generation of arguments tailored to specific sets of
morals (Alshomary et al., 2022). In this context, we
investigate whether value-based information about
opposing groups can be retrieved by generating
context-dependent definitions that capture differing
moral perspectives on a given topic.

3 Methodology

As we have demonstrated above, definition gener-
ation has the potential to move beyond neutrality,
offering a means to explore and represent stance-
based perspectives in argumentative contexts.

Based on these considerations, this paper inves-
tigates the following hypotheses:

1. H1: The stance-related bias in argumentative
data will seep into definitions generated by
dictionary-trained models that are expected to
produce neutral definitions.

2. H2: A model fine-tuned on more expres-
sive and loaded language will capture stance-
related bias more accurately.

3. H3: In instruction fine-tuned models, prompts
for zero-shot inference can be used to control
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the degree of persuasiveness (and/or bias) in
the generated definitions.

To explore these hypotheses, we instruction-tune
Llama-3-8b-Instruct on the same dictionary data
as in (Giulianelli et al., 2023; Periti et al., 2024):
WordNet (Ishiwatari et al., 2019), Oxford (Gadet-
sky et al., 2018), as well as Wiktionary (Mickus
et al., 2022), the standard English dictionaries. In
addition to that, we include the online Urban Dic-
tionary (Ni and Wang, 2017) in our training data.
This crowd-sourced dictionary defines slang words,
phrases, and cultural expressions. Previously, re-
searchers abstained from using the Urban Dictio-
nary as training data for non-slang applications to
avoid unnecessary bias or possible errors (Periti
et al., 2024). The train, validation, and test splits
are used as in Ishiwatari et al. (2019)3.

We adhere to the Alpaca template (Taori et al.,
2023) for instruction-tuning our dictionary models.
This involves providing the model with a prompt
consisting of an instruction and an input context
sequence. The model is instructed to answer the
following prompt: What is the definition of
{keyword} in the following text: {usage
example}?

The fine-tuned dictionary models are then used
to generate definitions for a target word in an ar-
gumentative input sequence. The target word is
the topic of the argument, the input sequence is the
argumentative sentence containing the target word.
Each input sequence thus expresses a stance to-
wards the target word — pro or contra; see Table 1
for an example.

The argumentative dataset comprises stance-
annotated arguments on abortion, gay marriage,
and the death penalty from the Webis args.me cor-
pus (Ajjour et al., 2019b), as well as arguments
on assisted suicide and capital punishment from
the IBM Keypoint Dataset (Friedman et al., 2021),
sourced from a debate platform described by Bar-
Haim et al. (2020). The topics were selected based
on the high number of available arguments and their
contested nature, as agreed upon in discussions
among the authors. We preprocess the datasets by
retaining only the sentences that contain the target
word: arguments are first split into sentences, and
only those in which the target word appears are
kept. Corpus statistics are shown in Table 2, with
abortion being the most represented topic.

3https ://github.com/shonosuke/
ishiwatari-naacl2019

Dataset  Topic PRO CON

Webis Abortion 3773 3560
Gay marriage 960 871
Death penalty 947 1144

IBM Assisted suicide 121 125

Capital punishment 110 126

Table 2: Number of argumentative sentences per stance
and topic

The generated definitions are evaluated using
standard NLG metrics mentioned above, followed
by a qualitative analysis assessing the stance (pro,
con, neutral) and plausibility — a clear and accu-
rate explanation of the term — in the generated
definitions.

4 Results
4.1 Language Model Evaluation

We train unsloth/llama-3-8b-Instruct* on Oxford,
Wordnet, and Urban dictionaries separately, in com-
bination "All" — all dictionaries including Urban,
and "NoSlang" — all dictionaries excluding the
Urban Dictionary.

We evaluate the fine-tuned models’ performance
on dictionary test sets as in Ishiwatari et al. (2019),
reporting the above-mentioned standard NLG met-
rics for comparison with previous work, including
BERTScore (BERT-F1), ROUGE-L, BLEU, NIST,
SacreBLEU, METEOR, and EXACT MATCH:
these metrics demonstrate both exact lexical over-
lap between the generated output and the reference
as well as semantic similarity (BERT-F1).

Table 3 presents the evaluation results of our
trained Llama models compared to the recent state-
of-the-art Flan-T5% (Giulianelli et al., 2023) and
Llama® (Periti et al., 2024) models.

The performance of our models trained with
the Unsloth framework’ is comparable to state-of-
the-art results but does not significantly exceed
established benchmarks due to lightweight train-
ing and reduced training parameters, but it demon-
strates the highest semantic similarity score for the
Oxford-trained model and higher overlap rates for
"NoSlang" combination.

“Llama-3-70b was also fine-tuned but showed only
marginal improvement with the average BERT-F1 of 88.19 on
test splits

Shttps://huggingface.co/ltg/
flan-t5-definition-en-x1

https://huggingface.co/FrancescoPeriti/
Llama3Dictionary

"https://huggingface.co/unsloth
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Model BERTScore-F1 ROUGE-L BLEU NIST SACREBLEU METEOR EX. MATCH
Oxford 0.882 0.293 0.091 0.498 9.200 0.259 13.650
WordNet 0.870 0.225 0.058 0.411 5.900 0.185 10.350
All 0.865 0.312 0.101 0.325 10.100 0.269 49.800
Slang 0.868 0.155 0.028  0.365 2.800 0.112 4.367
NoSlang 0.860 0.426 0.132  0.327 13.200 0.381 49.700
Flan-T5 XL 0.867 0.268 0.180  0.583 12.010 0.249 0.110%*
Llama3 Dict 0.869 0.292 0.191  0.680 13.729 0.305 50.093*

Table 3: Comparison of definition generation models across training data sources. The table presents average
scores across all test sets (Oxford, WordNet, Wiki, Urban). Notably, the "Oxford" model achieves the highest
BERTScore-F1, indicating superior semantic similarity, while the "NoSlang" model excels in ROUGE-L and
METEOR scores, reflecting its effectiveness in capturing content overlap. Averages for the Flan-T5 XL (Giulianelli
et al., 2023) and Llama3 Dict (Periti et al., 2024) baselines are based on results reported in Periti et al. (2024). *On

seen data.

4.2 Bias evaluation

As part of our preliminary analysis, we apply a
sentiment classification model® to pre-annotate the
sentiment of definitions on the three largest top-
ics of our argumentative data — Abortion, Death
Penalty, and Gay Marriage. Initially, we expected
Llama-Slang to produce a consistently more nega-
tive output, however, that was not confirmed: our
results did not show any particular pattern for the
models; what we observed was a general negative
sentiment (—0.4) associated with the topics. We
attribute this mostly to the negatively associated
vocabulary in the chosen topics.

Next, we automatically annotated the stance of
the generated definitions for the three topics of the
preprocessed Webis args.me dataset. To do so, we
fine-tuned microsoft/deberta-v3-base’ models. The
training utilized argumentative sentences contain-
ing target words from the Webis args.me corpus,
with train, validation, and test splits as detailed
in Table 4. The model’s performance was evalu-
ated on the test split, yielding the following results:
for gay marriage, Macro-F1: 0.747 and Accuracy:
0.755; for death penalty, Macro-F1: 0.754 and Ac-
curacy: 0.755; and for abortion, Macro-F1: 0.707
and Accuracy: 0.707.

This setup allowed us to compare the pro and
contra stance detected in each generated definition
with the gold-standard stance of the corresponding
argument. The results (see Figure 1) show the per-
centage of stance overlap for each Llama model

8https://huggingface.co/tabularisai/
multilingual-sentiment-analysis

9https://huggingface.co/microsoft/
deberta-v3-base

Topic | Train | Dev | Test
Abortion 3480 | 1160 | 1160
Gay Marriage | 1005 335 336
Death Penalty | 1397 466 466

Table 4: Dataset splits illustrating the number of sen-
tences containing the target word used for training topic-
based stance-detection deberta-v3-base models.

and prompt: a neutral Prompt 0, context-sensitive
Prompts 1-2, persuasive Prompt 3, and emotion-
ally charged Prompt 4, as shown in Table 5. The
highest proportion of stance-aligned definitions —
those that expressed the same stance as the argu-
ment in the original corpus — was observed for the
model trained on Urban Dictionary data (Llama-
Slang), followed by the model trained on all dic-
tionaries (Llama-All). The WordNet-trained model
also achieved relatively high stance alignment in
the abortion topic, likely due to its broad lexical
coverage and usage examples. Prompts 1 and 4
consistently resulted in slightly higher stance align-
ment rates, while Prompts 3 and 4 tended to pro-
duce longer definitions — by approximately 5-10
tokens on average.

In addition, we computed how often Llama-
Slang’s higher proportion of stances overlap was
statistically significant compared to other models
using a two-proportion z-test (see Table 10 in the
Appendix for the detailed scores). As summa-
rized in Figure 6, Llama-Slang showed statistically
significant results in seven comparisons against
Llama-NoSlang, four against Llama-WordNet, and
nine against Llama-Oxford. These effects were
most prominent for Prompt 1 and Prompt 4, which
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explicitly encouraged contextually or emotionally
framed definitions (see Figure 7).

# | Prompt Text

(=]

What is the definition of {keyword} in the fol-
lowing text?

1 | What is the contextual definition of {keyword}
in this text?

2 | In what sense is the {keyword} used in the fol-
lowing text?

3 | What is the persuasive definition of {keyword}
in the following text?

4 | What is the emotionally charged definition of
{keyword} in the following text?

Table 5: Prompts used for definition generation.

4.3 Definitions Topic Modeling

Previous research has explored clustering meth-
ods for retrieving various word senses (Giulianelli
et al., 2023). In this study, we investigate whether
soft clusters obtained through unsupervised topic
models exhibit stance-related bias. To this end,
we apply a BERTopic model (Grootendorst, 2022)
on definitions of the term "abortion" generated by
both the Llama-Slang — which is expected to pro-
duce stance-related clusters — and Llama-Oxford
— which showed best results for the definition gen-
eration similarity to dictionary gold standards —
models on the same dataset.

Our results (see Appendix for visualizations) in-
dicate that Llama-Slang, in addition to using more
loaded and emotive language, tends to produce top-
ics that reflect opposing perspectives on abortion.
Interestingly, both sides of the argument are re-
flected in the output, with some clusters focusing
on keywords "right to choose" while others contain
negatively associated words such as "killing un-
born baby" or "innocent/killing/murder”. This is in
contrast to Llama-Oxford where topics tend to be
fairly uniform and lack the more charged language
of the context sentences.

These findings lead us to believe that contextual
bias from the test data seeps into the generated def-
initions, primarily when the model is trained on
emotionally charged data. The model’s awareness
of bias can help better reflect varying perspectives,
making it a potential tool for analyzing how differ-
ent ideological groups use and frame a particular
term. In contrast, we find Llama-Oxford to be
much more robust with most clusters correspond-
ing to what one would intuitively consider a neutral

and plausible definition. A thorough analysis of
the generated definitions shows, however, that a
"neutral" model might still generate biased output
based on the input: "abortion is the act of deliber-
ately killing a fetus", "death penalty is the judicial
killing of a human", "assisted suicide is a deliberate
act of self-destruction that is facilitated by another
person" — these definitions are generated by one

of our most robust models — Llama-NoSlang.

4.4 Annotated stance and plausibility across
models

Evaluation of generated definitions is often sup-
plemented by qualitative analysis and human an-
notations. Despite a decent BERTScore-F1 (0.87)
across models as shown in Table 3, generated def-
initions might not be plausible because they are
too general, subjective (Huang et al., 2021), or not
meaningful.

In order to provide a thorough assessment of the
generated definitions, we set up an annotation task
where we analyze the presence of stance in the def-
inition — pro, contra, and neutral — and assess
the general plausibility of the generated definitions.
In this setup, plausibility is understood as clarity
and accuracy of the definition. The annotations
were performed by two human annotators, both
graduate-level NLP researchers, authors of this pa-
per. In the task, annotators were presented with a
target word, its corresponding generated definition,
and were asked to evaluate:

* Stance: What stance is expressed in the definition to-
wards the topic?
(Options: Pro, Contra, Neutral)

 Plausibility: Does the generated text function as a
proper definition by providing a clear and accurate ex-
planation of the term?

(Options: Yes, No)

In total, 1000 definitions were annotated. First,
we selected random samples of 100 definitions gen-
erated by each of the following models: Llama-
Slang, Llama-NoSlang, Llama-All; Flan-T5-Base
and Flan-T5-XL (Giulianelli et al., 2023) to ex-
plore stance-related bias in both Llama and Flan-
TS model outputs. In addition, we took a closer
look at all five Llama models trained on Oxford,
Wordnet, Slang, All and NoSlang data — specif-
ically for the topic of abortion — to assess how
training data influences the stance-related bias in
generated definitions.

Both stance and plausibility judgments involve
a degree of subjectivity, with agreement scores in-
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Figure 1: The overlap between the stance detected in the generated definitions and the
gold-standard stance of the arguments used as context during generation.

Baseline Model 1 Accuracy p<0.05
Llama-NoSlang 15/15 7/15
Llama-WordNet 14/15 4/15
Llama-Oxford 15/15 9/15

Table 6: Llama-Slang vs. baselines across 15 prompts.
Columns show how often Llama-Slang outperformed
each model in stance accuracy and in how many cases
the difference was statistically significant (p < 0.05).

fluenced not only by individual annotator interpre-
tations but also by the diversity and distribution
of annotated instances. In Table 8, we report both
the percentage of agreement between the two an-
notators and Cohen’s Kappa (x) to assess inter-
annotator reliability for stance and plausibility an-
notations. Although the overall agreement is mod-
erate, the highest inter-annotator agreement is ob-
served for Llama-Slang in stance annotation (84%,
x = 0.688), which corresponds to the model with
the largest proportion of biased definitions. This
suggests that Llama-Slang produced more polar-
ized definitions that facilitated stronger annotator
agreement.

The polarized definitions were not marked as
plausible in most cases, as they were too subjec-
tive for a standard definition. For other models,
annotators often detected slight biases that were
insufficient to be annotated as pro or contra stance;
thus, they were marked neutral. Higher percent-
ages and low x in Table 8 indicate cases where
most stances were annotated as neutral.

For example, Llama-NoSlang, which was ex-

Prompt0  Prompt 1

0.0250

Prompt2  Prompt3  Prompt 4

0.1334 0.2172 0.1720 0.0184

Table 7: Average p-values across model comparisons
per prompt for Llama-Slang. Prompts 1 and 4 showed
significant differences (p < 0.05), indicating stronger
stance alignment under subjectively framed instructions.

Models Stance  Plaus. Stance Plaus.
(%) (%) (k) (k)
Llama-Slang 84 72 0.688 0.440
Llama-All 85 71 0.454 0.430
Llama-NoSlang 94 66 -0.017 0.222
Flan-T5-Base 95 82 0.519 0.572
Flan-T5-XL 97 76 0.652 0.465
Llama-Wordnet: abortion 78 74 0.541 0.470
Llama-Oxford: abortion 91 81 0.469 0.313
Llama-NoSlang: abortion 94 93 0.603 0.682
Llama-All: abortion 82 84 0.621 0.684
Llama-Slang: abortion 76 85 0.574 0.676

Table 8: Inter-Annotator Agreement for Llama and Flan-
TS definition annotations for stance and plausibility.

pected to generate more neutral definitions, showed
the highest percentage of agreement for stance
(94%), but worse-than-chance Kappa score (x =
—0.017), which was the result of most generated
definitions being neutral, suggesting that Llama-
NoSlang is generally successful in generating neu-
tral, dictionary-like definitions.

For plausibility judgments, agreement scores are
generally lower than for stance, with Llama-Slang
reaching x = 0.440 and Llama-NoSlang showing
the lowest reliability (v = 0.222) with most ex-

174



Model % Stance-Taking Match Rate (if stance) Overall Match Rate  Avg. Plausibility (%)
Llama-Slang 38.75 76.84 29.75 37.25
Llama-All 24.00 75.27 17.75 53.25
Llama-WordNet 35.00 49.66 17.50 43.00
Llama-Oxford 9.00 54.17 5.50 84.50
Llama-NoSlang 5.50 3542 2.00 79.75
Flan-T5-Base 5.50 81.67 4.50 70.00
Flan-T5-XL 4.50 75.00 3.50 66.00

Table 9: Comparison of stance sensitivity and definition plausibility across models. Llama-Slang produced the
highest number of stance-aligned definitions, while Llama-Oxford and Flan models received the highest plausibility

ratings.

amples being neutral and plausible; a larger-scale
plausibility annotation might help evaluate the mod-
els better.

While for all the Llama models neutral stance
would be associated with plausibility, annotators
observed that Flan-T5 had cases of neutral defini-
tions that are not plausible, like: "Gay marriage is
the practice of marrying people who are not your
mate" (Flan-T5-XL). These models would also re-
produce bias from the input sequence as in this
definition of death penalty: "The infliction of the
death penalty, in particular, the killing of an inno-
cent person as a form of punishment".

The moderate and substantial inter-annotator
agreement suggests that while stance annotation
involves some interpretative variation, annotators
were largely consistent in their judgments when
evaluating biased definitions.

Table 9 presents a comparison of models based
on their stance sensitivity (both pro and con) and
definition plausibility. Llama-Slang stands out with
the highest percentage of stance-taking definitions
(38.75%) and the highest overall stance match
rate between definitions and original arguments
(29.75%), indicating that training on informal or bi-
ased data (like slang) can steer models to produce
more context-sensitive outputs. However, these
benefits come at the cost of plausibility: LLama-
Slang received the lowest average plausibility rat-
ing (37.25%), mostly because annotators would
not perceive biased definitions as plausible. In con-
trast, models like LLama-Oxford and Flan-T5-Base
produced significantly fewer stance-taking defini-
tions but were rated as more plausible, with Oxford
achieving the highest plausibility score (84.5%).
The model choice should therefore be guided by
the specific goals of the application, whether to
prioritize contextual and/or stance- sensitivity or
definitional neutrality.

5 Conclusions and Future Work

This study explored how stance-related bias in argu-
mentative data is reflected in the definitions gener-
ated by models trained on dictionary data. Our find-
ings confirm key hypotheses regarding bias propa-
gation, demonstrating how both training data and
prompts influence models to produce more context-
sensitive and stance-aware definitions.

H1: Stance-related bias in argumenta-
tive data seeps into definitions generated by
dictionary-trained models. Our results demon-
strate that Llama and Flan-T5 models trained on
neutral dictionary data might be influenced by bias
present in the input sequence to a different extent.
The best results in terms of neutrality were demon-
strated by Llama-NoSlang trained on a few stan-
dard dictionaries and Llama-Oxford that shows the
least changes when prompted to generate more con-
textually sensitive definitions.

H2: Models fine-tuned on more expressive
and loaded language capture stance-related bias
more accurately. We demonstrated that Llama-
Slang, fine-tuned on the Urban Dictionary, had
the highest degree of definition stance alignment
with the corresponding argument sentence. Llama-
All, trained on all the dictionaries including Urban,
showed second-best sensitivity to stance-related
bias in the input sequence among Llama models.

H3: Instruction fine-tuned models allow for
prompt-based control over persuasiveness. We
observed a statistically significant improvement in
stance match accuracy for the model trained on
slang data when prompts encouraged contextually
or emotionally framed definitions. These prompts
also resulted in longer definitions, indicating that
explicitly requesting more context led to more elab-
orate and persuasive outputs.

Overall, our study provides insights into how
stance-related biases of the argumentative data

175



manifest in automated definition generation of the
words that represent a topic of an argument across
Llama and Flan-T5 models. The results highlight
opportunities for refining models to better balance
neutrality and context awareness. Additionally,
leveraging context-dependent bias can offer valu-
able insights into underlying opinions and perspec-
tives in argumentative discourse. Future work may
focus on developing robust methods for controlling
the degree of contextual bias in generated output
and fine-tuning models specifically tailored for per-
suasive definition generation.

Limitations

The limitations of this study are the following.
First, the study is limited to English-language data
and perspective only: what is plausible may differ
across languages and countries depending on, for
example, whether the death penalty, abortion, gay
marriage, etc. is a legal practice or not. Second, we
only trained and evaluated a series of comparatively
smaller generative Llama models (Llama-8b), and
only marginally touched upon other models, like
Flan-T5. It is possible that our observations of
stance and bias do not fully generalize to other
models. Here, we anticipate two key possibili-
ties: different or larger models could potentially be
more robust against contextual variation in the in-
put prompt, or they might become more reliant on
their original training data, potentially reinforcing
certain biases and failing to capture context entirely.
Third, we only annotated a limited number of the
generated definitions for the stance dataset. As a
result, the analysis presented in the paper only pro-
vides a snapshot of the broader picture. While our
sample size is sufficient for initial insights, future
work should aim to extend the annotation process
and provide a more complete human evaluation of
the generated data. Fourth, we limited ourselves
to target words that corresponded to topics of ar-
guments, however, the arguments might have other
interesting target words that can be defined persua-
sively e.g. fetus in a debate on abortion. Finally,
there is a lot of room to explore not only arguments
from values but also arguments from classification:
understanding the boundaries of abstract concepts
that are commonly used in arguments is an excit-
ing area for further research that could provide in-
sights into questions like "What is understood with
terms like extremism, terrorism, justice, democracy
across languages and cultures?".
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Average Sentiment Score

Stance Match of Annotated Definitions vs Argument (LLama-Slang, All Topics, 200 defintions)

== Annotator 1
Annotator 2

Abortion

Death Penalty
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Pro (same as Arg.)

Con (Same as Arg.)
Stance Category

Pro (Not same)

Con (Not same)

Figure 2: Average sentiment score per model across Figure 3: Llama-Slang: overlap between annotated

topics. stance of definitions and their corresponding argument
stances.
Topic Definition Model B Acc A (%) AccB (%) Z  p-value
Death definition_1_death_penalty = Llama-WordNet 38.41 2998 3.673 0.0002
Death definition_4_death_penalty  Llama-WordNet 38.76 30.56 3.559  0.0004
Abortion definition_4_abortion Llama-Oxford 41.62 37.33  3.096 0.0020
Death definition_4_death_penalty Llama-Oxford 38.76 3244 2729  0.0064
Death definition_1_death_penalty = Llama-NoSlang 38.41 3220 2.683 0.0073
Abortion definition_4_abortion Llama-WordNet 41.62 37.98 2.630 0.0085
Death definition_1_death_penalty Llama-Oxford 38.41 3232 2.632 0.0085
Abortion definition_4_abortion Llama-NoSlang 41.62 38.02  2.601 0.0093
Abortion definition_1_abortion Llama-Oxford 41.06 37.62 2490 0.0128
Abortion definition_1_abortion Llama-WordNet 41.06 37.62 2490 0.0128
Death definition_3_death_penalty = Llama-NoSlang 37.94 3244 2.381 0.0172
Gay Marriage  definition_4_gay marriage Llama-Oxford 32.19 28.18 2.289  0.0221
Gay Marriage  definition_1_gay_marriage Llama-Oxford 32.26 28.25 2.287  0.0222
Death definition_3_death_penalty Llama-Oxford 37.94 32.67 2278  0.0227
Gay Marriage  definition_4_gay_marriage =~ Llama-NoSlang 32.19 28.25 2.247  0.0247
Gay Marriage  definition_1_gay_marriage =~ Llama-NoSlang 32.26 28.32  2.245  0.0248
Abortion definition_1_abortion Llama-NoSlang 41.06 38.06 2.170 0.0300
Death definition_4_death_penalty = Llama-NoSlang 38.76 33.72  2.164  0.0304
Abortion definition_3_abortion Llama-Oxford 40.14 37.21 2.120 0.0340
Gay Marriage  definition_0_gay_marriage Llama-Oxford 31.75 28.25 2.001 0.0454

Table 10: Results of z-tests comparing stance-match accuracy between Llama-Slang and baseline models. Only
definition-topic pairs with statistically significant differences (p < 0.05) are shown.
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Figure 4: Llama-Slang abortion definitions Figure 5: Llama-Oxford abortion definitions
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Model Topic | Stance | Generated Definition

Llama-Slang Abortion neutral | the act of a woman to remove an unwanted fetus from
her uterus

Llama-Slang Abortion pro a medical procedure that is both a right and a responsi-
bility of women, and should not be illegal

Llama-Slang Abortion contra | the act of a woman killing a fetus with her body

Llama-All assisted suicide | neutral | a method of suicide in which a person deliberately ends
their own life with the assistance of another person or a
device

Llama-All assisted suicide | contra | the act of killing another human

Llama-All assisted suicide | pro the right to choose to end one’s life

Llama-NoSlang | Abortion neutral | the deliberate termination of a human pregnancy, most
commonly performed as a surgical procedure by a quali-
fied health professional

Llama-NoSlang | Abortion pro the deliberate termination of a human pregnancy, as a
means of birth control, or because it poses health risks to
the mother; the induced expulsion of a fetus or embryo
from the uterus before the viability of birth.

Llama-NoSlang | Abortion contra | the act of deliberately killing a human fetus

Llama-Oxford | Abortion contra | aviolent or illegal termination of pregnancy

Llama-Oxford | Abortion neutral | the termination of a pregnancy by the removal or expul-
sion from the uterus of a non-viable fetus, or a fetus that
does not stand a viable chance of survival after birth

Llama-Oxford | Abortion neutral | the deliberate termination of a human pregnancy, most
often performed before the fetus is viable, by various
medical means, in order to remove a fetus that has seri-
ous abnormalities or is otherwise unsuitable for delivery
or would otherwise produce a child that would suffer.

Flan-T5-Base Death penalty | neutral | The punishment of death, in particular the execution of
a condemned person by hanging

Flan-T5-Base Gay marriage contra | The practice of marrying people who are not your mate

Flan-T5-Base Abortion neutral | The act of terminating a pregnancy, either naturally or
by artificial means

Flan-T5-Base Death penalty | contra | The infliction of the death penalty, in particular the
killing of an innocent person as a form of punishment

Flan-T5-Base Death penalty | neutral | The punishment of death, especially as a legally man-
dated part of a state’s criminal code

Flan-T5-XL Gay marriage neutral | The practice of marrying people who are not your mate

Flan-T5-XL Abortion neutral | The act of terminating a pregnancy, either naturally or
by artificial means

Flan-T5-XL Death penalty | contra | The infliction of the death penalty, in particular the

killing of an innocent person as a form of punishment

Table 11: Generated definitions across models and stances for contested topics. Each definition reflects a perspective
that aligns with a stance (pro, contra, neutral) as annotated by human annotators.
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