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Abstract

Evaluation metrics are an important driver of
progress in Machine Translation (MT), but they
have been primarily validated on high-resource
modern languages. In this paper, we conduct an
empirical evaluation of metrics commonly used
to evaluate MT from Ancient Chinese into En-
glish. Using LLMs, we construct a contrastive
test set, pairing high-quality MT and purpose-
fully flawed MT of the same Pre-Qin texts. We
then evaluate the ability of each metric to dis-
criminate between accurate and flawed transla-
tions.

1 Introduction

Large Language Models (LLM) make it possible
to translate between languages in a zero-shot fash-
ion. This makes it possible for English readers to
access previously untranslated texts in ancient lan-
guages such as Ancient Chinese (Jin et al., 2023)
or Latin (Volk et al., 2024). However, how can we
determine how good these translations are? For
our language of interest, Ancient Chinese, machine
translation (MT) research has relied on standard
reference-based metrics to assess translation qual-
ity, but these metrics have not been validated specif-
ically for this language.

Ancient Chinese 1 presents a unique challenge in
translation to English due to the language’s laconic
and epigrammatic nature, as well as the relatively
limited resources available compared to other lan-
guages. There are numerous English translations
of the most famous Ancient Chinese texts, includ-
ing Tao Te Ching (Campbell, 2022), Analects (Jin
et al., 2023), and Dream of the Red Chamber (Kong,
2022), but a large majority of texts remain inacces-
sible to English readers (Fordham, 2021). When
translating Ancient Chinese into English, many

1The term Ancient Chinese encapsulates thousands of
years of linguistic development (Chang et al., 2021). Our
experiments use a Pre-Qin dataset from before the establish-
ment of the Qin Dynasty in 221 BCE.

Chinese characters have multiple meanings depend-
ing on their usage in a sentence, requiring disam-
biguation in the translation process (Zou, 2016).
The large amount of idioms and symbolic language
also makes translation difficult, along with a lack
of sentence boundaries or punctuation, explicit plu-
rals, or conjunctions, making it a uniquely difficult
translation problem. (Li et al., 2024). While the
advent of LLMs has led to improvements in MT
quality for Ancient Chinese to English translation,
current models still lag behind human translators.
(Jin et al., 2023).

The complexity of translating from Ancient Chi-
nese to English is reflected in the complexity of
evaluation. Translations may capture the mean-
ing of a sentence very well, while having very dif-
ferent wording from another valid English trans-
lation. This might be problematic when evaluat-
ing with metrics such as BLEU (Papineni et al.,
2002) and ChrF (Popović, 2015), which measure
the word or character n-gram overlap between the
MT output and a human-written reference transla-
tion. Neural metrics based on fine-tuning LLMs
(Guerreiro et al., 2024; Rei et al., 2020; Juraska
et al., 2023) have been found to correlate better
with human ratings of translation quality for mod-
ern language pairs evaluated at the Conference on
Machine Translation, including English-German
and Japanese-Chinese (Freitag et al., 2024), but
they have not been evaluated on translation from
Ancient Chinese to English.

In this paper, we ask how well existing MT met-
rics are able to discriminate between ‘good’ and
‘bad’ English translations of Ancient Chinese texts.
Building on meta-evaluation methods used for mod-
ern languages (Karpinska et al., 2022; Edunov et al.,
2020), we address this question using a contrastive
test set created by prompting an LLM for ‘good’
and ‘bad’ translations of the same Chinese inputs.
After validating that the ‘bad’ translations are rated
as worse than the ‘good’ translations by human
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judges, we use this set to evaluate the ability of
standard MT evaluation metrics to discriminate be-
tween ‘good’ and ‘bad’ translations.

2 Test Set Construction

2.1 Data Collection
The dataset used for this experiment is a collection
of texts from the Pre-Qin period (prior to the estab-
lishment of the Qin Dynasty in 221 BCE) acquired
from Dongbo Wang’s team at Nanjing Agricultural
University (Li et al., 2024). The format of the
Pre-Qin dataset is a collection of Ancient Chinese
source texts paired with single human English ref-
erence translations.

We cleaned the data for this experiment by re-
moving pairs with the following properties:

1. The source text contains English.
2. The source or target length is greater than one

standard deviation from the mean (>61 char-
acters), to simplify human validation.

3. Being a duplicated source text.
4. The text contains portions of the Tao Te Ching,

as the high interpretability of the document
could interfere with this evaluation.2

In total, from the original dataset of 23,686
source-reference pairs 6,794 were deleted in the
data cleaning process, resulting in a set of 16,892
source-reference pairs for analysis. The results
show insights from both the entire cleaned Pre-Qin
dataset, and a 500 entry human validated sample
drawn randomly from the Pre-Qin dataset (Table 1).

2.2 Synthetic Translations Generation
We used OpenAI’s gpt-4o model (Hurst et al., 2024)
to generate a ‘good’ and a ‘bad’ translation for each
of the source texts. We used the following prompts
for the ‘good’ and ‘bad’ outputs, respectively:

• “Translate the Ancient Chinese text into En-
glish. Respond with the translation only.”

• “Translate the Ancient Chinese text into En-
glish incorrectly, deliberately introducing dis-
ambiguation errors, accuracy errors, and tense
errors in the text. Respond with the translation
only.”

The error types listed in the ‘bad’ translation
prompt were chosen based on common errors iden-
tified in Chinese to English translations (Freitag

2Tao Te Ching is one of the most translated texts in the
world, with over 2,052 recognized translations in 92 languages.
(Tadd, 2022)

et al., 2021), and tense error was drawn from the
lack of tense in Ancient Chinese.

Here is a randomly selected example from
the evaluation dataset resulting from this process:

Source:
鮮卑寇酒泉；種眾日多，緣邊莫不被
毒。
Reference translation:
The Xianbi raided Jiuquan. The numbers of
their people increased day by day, and there
was no region of the border country which did
not suffer from them.
‘Good’ translation:
The Xianbei raided Jiuquan; their numbers
grew daily, and the border regions suffered
widespread harm.
‘Bad’ translation:
The Xianbei invaded Qiuquan; the people of-
ten multiply their seeds, along the edges they
refuse to receive poison.

2.3 Human Validation

We asked human judges to validate the LLM-
generated translations. A sample of 500 entries was
randomly selected from the cleaned dataset, and
given to two human evaluators, one being an expert
with extensive experience in Classical Chinese to
English translation, and one being a native Chinese
speaker with an intermediate level of experience
with Classical Chinese. 100 entries were randomly
selected from the sample as a cross-validation set to
ensure coherence between the validators, and each
validator was given 200 unique entries to complete
the 500 entry sample. The composition of the sam-
ple is shown in Table 1.

# Entries # Src Char # Ref Char # Ref Words

Sample 500 9,641 70,902 12,916
Pre-Qin 16,892 332,355 2,463,235 448,386

Table 1: Dataset summary

Each validator was given access to the source
and reference for an entry, and asked to compare
the quality of two unlabelled machine translations
A and B by selecting one of 3 options: “A is better
than B”, “B is better than A”, or “too hard to tell”.
The order in which the ‘good’ and ‘bad’ transla-
tions were provided was randomly assigned. Anno-
tators did not receive explicit guidelines defining
what makes a translation better, and were simply
asked to rate based on their own best judgment
(Vilar et al., 2007).
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The Cohen’s Kappa score was 0.78 on the dou-
bly annotated subset, indicating a high strength
of agreement. The two validators both chose the
‘good’ translation as higher quality in 88/100 en-
tries. In entries where both validators decided
on one of the translations (neither validator chose
the “too hard to tell” option), there was an 88/90
(97.78%) accuracy, and there were no cases where
both validators agreed that the ‘bad’ translation
was better. For the compiled validation dataset
of 500 entries, when differences between the two
evaluators were present, the more expert evaluator
response was chosen. Overall, the human valida-
tors selected the ‘good’ translation as higher quality
in 471/500 entries (94.2%).

3 Metric Selection

When deciding which metrics to test, the first con-
sideration was the metrics used in past papers re-
garding Ancient Chinese MT. The results of an
analysis of 5 recent papers related to Ancient Chi-
nese machine translation is located in Table 2. The
“Other” metrics include Ancient Chinese LLM eval-
uation metrics not related to machine translation in
Zhang and Li (2023) as well as LMS (Levenshtein-
distance-based Morphological Similarity) and ESS
(Embedding Semantic Similarity) for evaluation
as proposed in Wang et al. (2023). With this in
mind, SacreBLEU (Post, 2018) and ChrF++ were
selected for testing.

Previous Works BLEU ChrF++ Neural Other

Jin et al. (2023) Multi ref × × ✓
Wang et al. (2023) Single ref ✓ × ×
Nehrdich et al. (2023) Single ref ✓ × ×
Chang et al. (2021) Single ref × × ×
Zhang and Li (2023) × × × ✓

Table 2: Evaluation metrics for Ancient Chinese MT in
previous literature.

Furthermore, we decided to test the current state-
of-the-art neural metrics for MT evaluation (Fre-
itag et al., 2024) as well, despite them not being
trained specifically on Ancient Chinese. From
Google, metricx-24-hybrid-xl-v2p6 (Juraska et al.,
2024) and metricx-23-xl-v2p0 (Juraska et al., 2023)
were chosen. Both metrics are based on the mT5
encoder-decoder language model (Xue et al., 2021).
MetricX-23 is finetuned using two stages of train-
ing, on direct assessment (DA) followed by MQM
training data, as well as synthetic training data.
MetricX-24 significantly expands the usage of syn-
thetic data, and mixes DA and MQM data in the

second training stage. MetricX-24 Hybrid allows
for reference-based or reference-free evaluation in
a unified model (in this experiment a reference is
given) and had the highest correlation with human
evaluation in WMT-24 with the exception of Meta-
Metrics-MT (Anugraha et al., 2024).

Two COMET metrics were also chosen for anal-
ysis. XCOMET-XL (Guerreiro et al., 2024) is sim-
ilar to MetricX-24 Hybrid in its ability to evalu-
ate with or without a reference. It is based on
the XLM-R XL encoder-decoder model (Conneau
et al., 2020), and trained on DA data, followed by
MQM data, and finally further high-quality MQM
data. It also incorporates error-span detection in
the training process, with the error-span detection
function of the model sharing a common encoder
with the sentence-level score function. COMET-
WMT22 (Rei et al., 2022) is based on the XLM-R
base model. It is trained primarily on DA data,
followed by fine-tuning on z-normalized MQM
scores.

For each of the selected metrics, we evaluated
the two machine-translated hypotheses for each of
the source entries. The provided single human ref-
erence translation was used as a single reference.

4 Results

To analyze the results of our evaluations using the
chosen metrics, a difference score was calculated
for each entry by subtracting the metric’s score on
the ‘bad’ translation from the score on the ‘good’
translation. A difference score of >0 represents a
‘correct’ prediction- that the generated ‘good’ trans-
lation was judged better than the ‘bad’ translation.
A Wilcoxon signed-rank test was also performed
for each metric to determine whether the ability of
the metric to detect differences in scores is statisti-
cally significant. The performance of each metric,
both on the entire 16,892 entry Pre-Qin dataset and
the 500 entry human-validated sample, is described
in Table 3, and Figure 1 compares distributions for
each of the metrics in the human validated sample.

One notable performance from the evaluation
is the following case, where all four neural met-
rics performed particularly poorly. The difference
score for the evaluation fell within the bottom 10%
for each metric, with the ‘bad’ translation being
predicted as being higher quality than the ‘good’
translation by every metric except for MetricX-24
Hybrid despite the error of the direction ‘left’ being
translated as ‘right’ in the ‘bad’ translation:
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Human Validated Sample Pre-Qin Dataset

metric % predicted
correctly mean median stdev Wilcoxon Test

Statistic P-Value % predicted
correctly mean median stdev Wilcoxon Test

Statistic P-Value

SacreBLEU 71.600 0.027 0.011 0.064 94892 9e-28 72.241 0.029 0.012 0.066 110817290 0.0
CHRF++ 79.200 0.062 0.053 0.082 110333 1e-49 80.440 0.064 0.054 0.084 126219585 0.0
XCOMET-XL 88.000 0.175 0.170 0.150 119650 6e-70 88.048 0.168 0.156 0.149 136247392 0.0
COMET-WMT22 93.200 0.111 0.106 0.080 122582 4e-77 93.760 0.109 0.104 0.077 140339475 0.0
MetricX-24-XL 95.800 0.230 0.223 0.139 124586 3e-82 95.803 0.226 0.223 0.136 141675253 0.0
MetricX-23-XL 94.800 0.173 0.158 0.131 123238 9e-79 93.926 0.170 0.157 0.128 140164192 0.0

Table 3: Difference score metrics on validated sample and Pre-Qin dataset with Wilcoxon Test Statistic. For
SacreBLEU and the two MetricX metrics scores were normalized between 0 and 1.

Figure 1: Box plot of difference scores. For SacreBLEU
and the two MetricX metrics scores were normalized
between 0 and 1.

Source:
有杕之杜: 有杕之杜、生于道左。
Reference translation:
You Di Zhi Du: There is a solitary russet pear
tree,Growing on the left of the way.
‘Good’ translation:
A solitary tree in the woods: A solitary tree in
the woods, growing by the roadside.
‘Bad’ translation:
There is a single pine tree: There is a single
pine tree, growing on the right of the road.

Although all of the metrics were shown to have
statistically significant success in the task of de-
termining between the ‘good’ and ‘bad’ transla-
tions, some metrics performed with greater accu-
racy or more consistently. Commonly used metrics
like BLEU and ChrF++ notably showed a lower
standard deviation and therefore more consistency
compared to newer metrics, with the exception
of COMET-WMT22. While XCOMET-XL has
a higher mean than COMET-WMT22, its higher

Figure 2: Correlation of difference scores between nor-
malized metrics.

variability results in a worse performance than the
older model at predicting the ‘good’ translation.
Furthermore, Figure 2 describes the correlation be-
tween metrics, showing that neural metrics tend
to agree with each other more than with surface
metrics, but still hold disagreements, particularly
across families of models.

Overall, these results show that neural metrics
are better able to discern ‘good’ and ‘bad’ transla-
tions than surface metrics, despite not being trained
with translation quality ratings of MT from Ancient
Chinese to English. Supervision from other MT
tasks into English helps identify the problematic
outputs in our test set. These results suggest future
research on MT from Ancient Chinese would bene-
fit from including neural metrics such as XCOMET-
XL or MetricX-24 Hybrid to guide system devel-
opment. At the same time, it would be useful to de-
sign metrics that target error categories known to be
problematic for Ancient Chinese MT: the method
we used here to generate contrastive synthetic trans-
lations could be extended to evaluate each metric’s
ability to detect specific error categories, and to
provide training data for more targeted metrics.
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