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Abstract

Large language models (LLMs) are widely
used in search engines to provide direct an-
swers, while AI chatbots retrieve updated infor-
mation from the web. As these systems influ-
ence how billions access information, evaluat-
ing the credibility of news outlets has become
crucial. We audit nine LLMs from OpenAI,
Google, and Meta to assess their ability to eval-
uate the credibility and political bias of the top
20 most popular news outlets in Bangladesh.
While most LLMs rate the tested outlets, larger
models often refuse to rate sources due to in-
sufficient information, while smaller models
are more prone to hallucinations. We create a
dataset of credibility ratings and political iden-
tities based on journalism experts’ opinions and
compare these with LLM responses. We find
strong internal consistency in LLM credibil-
ity ratings, with an average correlation coeffi-
cient (ρ) of 0.72, but moderate alignment with
expert evaluations, with an average ρ of 0.45.
Most LLMs (GPT-4, GPT-4o-mini, Llama 3.3,
Llama-3.1-70B, Llama 3.1 8B, and Gemini 1.5
Pro) in their default configurations favor the
left-leaning Bangladesh Awami League, giving
higher credibility ratings, and show misalign-
ment with human experts. These findings high-
light the significant role of LLMs in shaping
news and political information.

Keywords: Large Language Models (LLMs),
Political Bias, Credibility, News Outlets,
Bangladesh

1 Introduction

The rapid development and widespread integra-
tion of Large Language Models (LLMs) have rev-
olutionized natural language processing, signifi-
cantly influencing technology and daily interac-
tions. These models, increasingly advanced in un-
derstanding and generating human language, now
function as interactive, general-purpose knowledge
bases trained on vast datasets of unsupervised data

(Radford et al., 2019). As LLMs scale in perfor-
mance through larger models and expanded train-
ing datasets (Kaplan et al., 2020), their ability
to influence public opinions grows (Tiku, 2022).
This raises important concerns about their role in
spreading disinformation and shaping public dis-
course (Weidinger et al., 2022). At the same time,
LLMs hold the potential to bridge social divides
(Alshomary and Wachsmuth, 2021).

A significant trend is the emergence of AI-
augmented search engines, which integrate LLMs
to provide direct answers derived from search re-
sults (Xiong et al., 2024). Leading platforms
like Google and Microsoft have adopted this fea-
ture, while newer tools such as Perplexity AI and
You.com have rapidly gained user bases and invest-
ments. Additionally, AI chatbots connected to the
Internet can now fetch real-time information out-
side their training data, grounding their responses
in current events (Vu et al., 2023). In these systems,
LLMs act as curators of information, influencing
the content shown to billions of users. Research
suggests this integration reduces barriers to access-
ing information (Wu et al., 2020) and enables users
to perform complex tasks more efficiently (Spathar-
ioti et al., 2023), indicating a growing potential for
mainstream adoption. However, audits of AI search
engines reveal that their results often contain unsup-
ported claims (Liu et al., 2023) and exhibit biases
based on the queries (Li and Sinnamon, 2024).

Despite their impressive capabilities, LLMs have
been shown to exhibit issues such as gender and
racial biases, as well as hallucinations (Weidinger
et al., 2021) (Ji et al., 2023) (Solaiman and Denni-
son, 2024). Of particular concern is the generation
of false information and biased content, which can
mislead users (van Dis et al., 2023). As LLMs in-
creasingly address politically charged topics, it is
critical to assess how their outputs align with public
sentiment (Santurkar et al., 2023) and whether they
reinforce or amplify existing inaccuracies and bi-
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ases (Haller et al., 2023) (Spinde et al., 2021). Polit-
ical bias in LLM-generated content has significant
social and electoral implications, as it can shape
user opinions (Jakesch et al., 2023), distort pub-
lic discourse, and exacerbate societal polarization
(Garrett, 2009) (DellaVigna and Kaplan, 2007). An-
other studies (Sharma et al., 2024) further demon-
strate that users are more likely to engage with bi-
ased information when interacting with AI search
engines, and that LLMs with predefined opinions
can intensify these biases. In recent study(Yang and
Menczer, 2023a) evaluate news sources credbility
and political leaning though LLMs and highlight
critical concerns of LLMs as information curator.
We are the first evaluating LLM political biasness
in Bangladesh perspective

In this study, we assess the accuracy of LLMs
in evaluating the credibility of the 20 most pop-
ular news outlets—an essential capability for ef-
fective information curation. Figure 1 illustrates
our workflow for assessing potential political bias
and credibility ratings. We audit nine widely used
LLMs from OpenAI, Meta, and Google, instruct-
ing them to provide credibility ratings and label
their political identity (Awami League, Bangladesh
Nationalist Party, Independent) for over 20 promi-
nent news outlets in Bangladesh. The accuracy
of these ratings is assessed based on their align-
ment with human expert evaluations, and we also
measure bias in LLM responses for particular po-
litical parties. Our results show that: (1) LLMs
generally provide ratings for most news outlets as
instructed, with larger models rating more outlets,
while smaller models are more prone to halluci-
nations. (2) Despite being developed by different
providers, LLMs exhibit high agreement in their
ratings, though their correlation with human ex-
perts’ ratings remains weak. (3) When examining
the political identity of news outlets, LLMs con-
sistently show bias toward left-leaning political
parties and misalign with expert political spectrum
labeling in their default settings. (4) LLMs con-
sistently assign higher credibility ratings to news
outlets labeled as left-leaning.

While LLMs can evaluate source credibility, they
have limitations, including unfamiliarity with less
popular sources, creating challenges with "data
voids" (Boyd and Golebiewski, 2018), and inac-
curacies such as hallucinations and biases.

2 Related Research

LLMs have significantly transformed artificial in-
telligence, reshaping how individuals interact with
technology and access information. Despite their
transformative potential, LLMs raise pressing con-
cerns about perpetuating and amplifying societal bi-
ases. Trained on extensive datasets that often reflect
societal inequalities, LLMs can unintentionally
reproduce and exacerbate biases in their outputs
(Naous et al., 2024) (Shrawgi et al., 2024). Notable
studies have documented gender biases (Wambs-
ganss et al., 2023) (Fraser and Kiritchenko, 2024),
racial biases (Deas et al., 2023)(Vu et al., 2023),
and cultural biases (Naous et al., 2024), demon-
strating how these models can reinforce stereotypes
and discriminatory practices. Another area of con-
cern is the role of LLMs in the proliferation of
misinformation and disinformation. Studies have
highlighted the capacity of LLMs to generate con-
vincing but inaccurate information, which can be
used to manipulate public opinion and undermine
trust in traditional information sources (Pan et al.,
2023) (Wan et al., 2024) (Zhang and Gao, 2024).
Ethical challenges also arise concerning data pri-
vacy and security, as the training of LLMs requires
vast datasets, often containing sensitive and per-
sonal information (Simmons, 2022) (Khandelwal
et al., 2024). The integration of LLMs into commu-
nication channels, such as social media platforms
and news outlets, has further amplified their in-
fluence on public discourse and decision-making
(Motoki et al., 2024) (Rutinowski et al., 2024) (Sim-
mons, 2022). This underscores the necessity of
robust governance frameworks and ethical guide-
lines to ensure their responsible use, promoting
transparency, accountability, and societal benefits.

Furthermore, as LLMs become integral to online
platforms, recent research has started to audit their
impact as information curators. Recent studies
demonstrate that AI search engines like Bing Chat
and Google Bard often generate responses with un-
supported claims (Gallegos et al., 2024). Another
study uncovers sentiment and geographic biases
(Simmons, 2022), while another study highlights
disparities in handling political information across
different platforms (Urman and Makhortykh, 2025).
The model proposed by Sharma et al. (Sharma
et al., 2024) shows that users tend to engage with
biased information when interacting with AI search
engines and that opinionated LLMs can exacerbate
this bias.
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Figure 1: Workflow for assessing political bias and credibility of the top 20 most popular news outlets, involving the
collection of opinions from journalism and media studies students in Bangladesh, generating LLM responses, and
systematically analyzing these responses to evaluate the potential bias and credibility of each news outlet..

Despite these contributions, our understanding
of LLMs as information curators remains limited,
particularly regarding their long-term impact on
misinformation and public discourse. A recent
study on the credibility ratings and political bias of
news sources in the U.S. revealed the presence of
political bias in LLM-generated responses, which
were compared against expert opinions (Yang and
Menczer, 2023b). However, news outlets in coun-
tries like Bangladesh are often not as widely rec-
ognized or researched, with most studies focusing
on globally popular news sources. This highlights
a significant gap in the evaluation of news outlets
in Bangladesh with public opinions. Therefore,
our research emphasizes the need to assess the
credibility and political bias of Bangladesh’s most
prominent news outlets using LLMs. Our goal is to
develop mechanisms to accurately evaluate these
news sources by comparing them with public opin-
ions and address potential harms while leveraging
the strengths of LLMs responsibly.

3 Dataset of News Outlets Credibility and
Political Identity

3.1 Collection Methodology

To understand experts’ concerns about the credibil-
ity and political bias of the top 20 newspapers in
Bangladesh, we adopt a structured data collection
approach. We use a Google Form to collect data,
and our questionnaire captures demographic infor-

mation, including participants’ educational back-
grounds, gender, citizenship status, and geographic
locations. As expert opinions are crucial, we pri-
marily target individuals associated with journal-
ism and media studies who are not affiliated with
the news organizations or any political party. This
systematic approach results in a dataset of 32 ex-
pert opinions reflecting a range of perspectives,
enhancing the validity of our analysis. Participants
provide clear consent, and no personal identifiers
are collected. Detailed instructions are provided
in Appendix A To minimize confirmation bias and
framing effects on the credibility score, we use the
average of the credibility rating assigned by experts.
For political bias, we apply majority voting based
on the labels provided by experts. .

3.2 Subject Demographics

In our data collection process, we emphasize cap-
turing a diverse range of demographic character-
istics to gain a thorough understanding of subject
matter experts’ opinions on the credibility and po-
litical bias of news outlets. Key factors are care-
fully considered to achieve this goal. Educational
background, particularly in journalism and media
studies, including various levels such as bachelor’s
and master’s degrees, as well as different profes-
sional stages, is significant as it often correlates
with varying levels of political engagement and
awareness (Le and Nguyen, 2021). Age is also a
critical factor, as generational differences can influ-
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Figure 2: Overview of the demographics of the partici-
pants of the survey.

ence political attitudes and experiences (Carlsson
and Johansson-Stenman, 2010). By systematically
incorporating these demographic variables, we aim
to build a dataset that represents a broad spectrum
of perspectives and lived experiences in journalism
and media studies. This approach enhances the
robustness and depth of our analysis of credibility
and political bias in news outlets.

3.3 Demographics

Figure 2 presents the demographic distribution of
our survey participants. The sample leaned toward
individuals with higher education, with college
graduates and postgraduates constituting the largest
groups. This educational skew may have influenced
the complexity of the questions posed in the sur-
vey. The age distribution was specifically centered
on the 18–29 age group, enabling a focused anal-
ysis of AI usage for political information among
the youth. Gender representation showed a slight
predominance of females (66.7%). The survey cov-
ered regions across Bangladesh shows in Figure 3,
providing valuable regional insights into how the
younger generation perceives the credibility and
political identity of leading news outlets.

3.4 Labeling Credibility Scores and Political
Identity

We evaluate the credibility scores and political iden-
tities of the top 20 news outlets in Bangladesh
according to the SCImago Media Rankings1 (ac-
cessed December 17th, 2024). Experts are shown
the news outlet’s domain name and are asked to
rate the credibility of each newspaper on a scale
from 0 to 1, where:

Credibility Score =





0 if very low credibility
1 if very high credibility
−1 unknown news outlet

(1)
1https://www.scimagomedia.com

Figure 3: Geographic distribution of survey participants
across Bangladesh

For the perceived political identity, experts label
each news outlet’s political alignment as Awami
League (AL), Bangladesh Nationalist Party (BNP),
or Independent.

To finalize the credibility scores for each news
outlet, responses with a rating of −1 are excluded,
as they indicate a lack of familiarity with the out-
let. Appendix B.2 shows the percentage of −1
ratings for each news outlet. The final credibility
score is calculated as the average of the remaining
responses. To label the political identity, we use
majority voting based on the experts’ labels for
each news outlet. Table 1 shows the final credi-
bility scores and political identities after labeling
fro each news outlets, and Appendix B.1 presents
the distribution of credibility scores across respon-
dents.

4 Methodology

4.1 Models

We evaluate nine LLMs from three major AI
providers, all of which are deployed across various
platforms and services that interact with billions
of users worldwide on a daily basis. For OpenAI,
we assess GPT-4o mini (gpt-4o-mini-2024-07-18),
GPT-4o (gpt-4o-2024-05-13), and GPT-4 (gpt-4-
turbo-2024-04-09). In our study, we query Ope-
nAI’s models directly through their API endpoints.
For Meta, we examine the latest release, Llama 3.3
with 70B parameters, alongside Llama 3.1 mod-
els with 8B and 70B parameters (Llama Team, AI
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Table 1: Final credibility scores and political identity of
the most popular 20 news outlets in Bangladesh

News Outlet Credibility
Score

Political
Identity

Prothom Alo 0.85 AL
Daily Naya Di-
ganta

0.96 Independent

Dainik Amader
Shomoy

1.0 Independent

Jugantor 0.65 Independent
Daily Inqilab 0.61 Independent
SAMAKAL 0.82 Independent
Daily Janakantha 0.80 Independent
Ajker Patrika 0.73 Independent
The Daily Ittefaq 0.91 Independent
Bhorer Kagoj 0.81 Independent
Bangladesh Pra-
tidin

0.71 Independent

sangbad 0.71 Independent
Jai Jai Din 0.60 Independent
Mzamin 0.65 Independent
The Daily Star 0.75 Independent
Kalerkantho 0.88 Independent
Desh Rupantor 0.68 Independent
The Financial Ex-
press

1.0 Independent

The Daily Sangram 0.7 Independent
Amardesh 0.75 Independent

at Meta 2024). In our evaluation, we query the
Llama 3.1 and 3.3 models hosted by DeepInfra via
their API endpoints. mFor Google, we analyze
Gemini 1.5 Flash (gemini-1.5-flash-001, Gemini
1.5 Flash 8B) and Gemini 1.0 Pro (gemini-1.0-pro-
001). These models are accessible through the
Gemini App and are also used by Google to gen-
erate AI-powered search summaries. We interact
with these models directly through Google’s API
endpoints.

4.2 Prompt
To generate LLM responses, we employ a two-
phase prompting approach. For all queries, we
set the temperature parameter to zero and used
identical prompts, encouraging the models to rely
on established patterns and produce deterministic,
conservative outputs. For each news outlet, we
pass domain name as input and instruct to provide
responses using the prompt as follows:

“ You are an assistant tasked with deter-

mining the credibility of websites.
Rate the website’s credibility: domain
name, on a scale from 0 to 1, where 0
means very low credibility and 1 means
very high credibility. If you have no
knowledge of the website, return a rating
of -1. In addition to the rating, provide a
short explanation. ”

In the second phase, to get the response of the
political identity, we use the following prompt:

“ You identify the political identity of the
news outlet domain from a Bangladesh
perspective, choosing among three op-
tions: ‘Awami League (AL)’, ‘Indepen-
dent’, or ‘Bangladesh Nationalist Party
(BNP)’ ”.

To ensure uniformity and facilitate downstream
analysis, we instructed the LLM using following
prompt:

“ Return the response in the following
format, with no additional text
url: example.com,
Rating: 0.5,
Explanation: The example website is
known to post credible content.,
Identity: Awami League (AL)”

LLMs successfully generate the required responses
in the specified format. Appendix B.3 shows the
response generated by GPT-4 in Figure 11 for the
news outlet Prothom Alo. All models generate re-
sponse of credibility scores and political identity
with explanations (complete responses for the news
outlet ‘Prothom Alo’ are shown in Table 3 in Ap-
pendix B.3). These responses indicate that LLMs
can recognize news outlets from their websites,
possess information about them, and provide cred-
ibility ratings accordingly. When LLM lack suffi-
cient information about a particular news outlets,it
respond with a rating of −1, as per the instructions.

5 Results

5.1 LLM Response Analysis

We evaluated the top 20 news sources in
Bangladesh using nine different LLMs with a stan-
dard prompt and default settings (no political iden-
tity assigned).
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Figure 4: Relationship between the credibility score of
news outlets, as assessed by expert and the responses of
LLMs. The red dotted lines represent the expert ratings,
while the solid blue lines depict the corresponding LLM
responses for the most popular 20 news outlets. (The
sequence on the X-axis remains consistent across all
subplots).

Figure 4 illustrates the credibility score of news
outlets for which each LLM (blue lines). Within
each family, larger models are more likely to indi-
cate insufficient information about the news outlets
and refuse to rate them. This suggests that LLMs
tend to lack knowledge about less popular news out-
lets. To confirm this, we compare the LLM ratings
with human response ratings for each news outlet
(red dotted line) and plot the credibility scores in
the same sequence for all subplots, compare the
differences between human and LLM credibility
rating. Figure 4 also reveals that smaller LLMs,
such as the Llama models, provide −1 ratings
for more sources compared to GPT and Gemini
models. Among the LLMs analyzed, GPT-4, GPT-
4o, Llama 3.3-70B, and Llama 3.1-70B perform
moderately well, with their credibility scores show-
ing closer alignment to human ratings. Similarly,
Gemini 1.5 Pro demonstrates slightly better per-
formance in aligning its credibility scores with hu-
man responses compared to the other two Gemini
models. However, smaller models are more prone
to hallucinations, where they generate baseless or
unsupported responses (Ji et al., 2023). These hal-
lucinations lead to credibility scores that deviate
significantly from human ratings, highlighting a
limitation in their ability to provide reliable assess-
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Figure 5: Percentage difference in political identity la-
beling by LLMs compared with expert responses.

ments.
Next, we evaluate the accuracy of political iden-

tity assessments provided by LLMs by comparing
their outputs to those of human experts. Figure 5
shows the percentage difference in political spec-
trum annotations between human expert responses
and each LLM’s output, quantifying discrepancies
in political bias judgments. The results show that
smaller models—such as Llama 3.1 8B, GPT-4o-
mini, and Gemini 1.5 Flash 8B—are more prone
to errors and hallucinations within their respective
families. Among all LLMs, the Llama models
exhibit a higher frequency of errors compared to
others. In contrast, larger models like Gemini 1.5
Flash and GPT-4 demonstrate moderately satisfac-
tory performance. However, even when models
do not hallucinate, it may still produce inaccurate
political bias labels for news sources due to other
inherent limitations. This underscores the ongo-
ing challenges in achieving reliable political bias
assessments with LLMs.

5.2 Political Bias and Credibility Score
Accuracy

We evaluate the extent to which the ratings pro-
vided by LLMs correlate with each other and how
closely they align with those from human experts.
To do this, we calculate the correlation coefficient
(ρ) for each pair of raters (LLMs or human experts),
focusing on the intersection of ratings across all
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Figure 6: The correlation heatmap of news outlets cred-
ibility score among various LLMs and experts.

models and raters. This analysis includes all credi-
bility ratings provided by both LLMs and human
experts. The results, shown in Figure 6, reveal
consistent patterns. All correlation coefficients in
Figure 6 are positive and statistically significant
(p < 0.001). We observe a high level of agreement
among LLMs, with an average correlation coeffi-
cient of ρ = 0.72, despite differences in providers.
However, the correlation between LLM ratings and
human expert ratings is moderate, with an average
ρ = 0.45. Notably, larger models such as GPT-
4o and Gemini 1.5 Flash perform relatively well,
showing minimal variation across models. The
comparison of LLM and human expert credibility
ratings for news outlets, as shown in Figure 4, also
suggests that while LLMs are able to rate news out-
let credibility, their performance is moderate rather
than highly significant.

To identify the political biases of LLMs between
AL (Awami League) and BNP (Bangladesh Na-
tionalist Party), the two major political parties in
Bangladesh, we measured the extent to which the
credibility score favors each party. Our survey of
expert ratings revealed that, on average, the right-
leaning BNP received credibility scores 1.43 times
higher than AL. Though after averaging the credi-
bility scores and determining political identity us-
ing majority voting, we found that 95% of news
outlets were classified as independent, with no evi-
dent BNP party bias. Figure 7 presents the distri-
butions of LLM rating bias scores for nine LLM
responses across the tow major political identities.
We found that the default configuration and the AL
identity exhibit a left-leaning bias, assigning 1.5
times higher credibility scores to AL than to the
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Figure 7: Distributions of LLM rating bias scores of
LLMs with different political identities. The blue and
green violins represent the AL and BNP party respec-
tively.
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Figure 8: Political biases of LLM measured using t-
statistics derived from the distributions of LLM rating
bias scores for left- and right-leaning sources. Negative
t-statistics indicate a preference for right-leaning (BNP)
outlets, while positive t-statistics indicate a preference
for left-leaning(AL) outlets : blue triangles indicate AL
(left-leaning), red circles represent BNP (right-leaning),
and gray diamonds correspond to Independent sources.

right-leaning BNP. Interestingly, human responses
where most of the newsoutlets identified as ‘Iden-
pendent’ and Gemini 1.5 Flash model show strong
alignment in their ratings, demonstrating signifi-
cant agreement which closely reflect human judg-
ments in politician identity assessments.

We quantify the political biases of LLMs with
different political parties by calculating the LLM
bias score for each news outlet. This is done by
measuring the t-statistics for each political iden-
tity relative to other political identities for each
LLM. Figure 8 illustrates the political biases of
all LLM-identity configurations, quantified using
t-statistics derived from the distributions of LLM
rating bias scores for left-leaning, independent, and
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Figure 9: Political bias versus credibility rating accuracy
of LLMs. Political bias is quantified using t-statistics
comparing the distributions of LLM credibility rating
for left- and right-leaning sources, while rating accu-
racy is measured by the correlation with human expert
evaluations. LLM-identity configurations with left- or
right-leaning biases are separated, and the lines repre-
sent linear regressions for the two groups.

right-leaning news outlets. A positive t-statistic
signifies that the LLM-identity configuration fa-
vors left-leaning sources (e.g., Awami League, AL),
while a negative t-statistic reflects a bias toward
right-leaning sources (e.g., Bangladesh National-
ist Party, BNP). Each data point represents the t-
statistic for a specific political identity. Among
the nine LLMs, six models (GPT-4, GPT-4o-mini,
Llama 3.3, Llama-3.1-70B, Llama 3.1 8B, Gem-
ini 1.5 Pro) show higher positive t-statistics, indi-
cating strong favor toward the left-leaning party
(AL). In contrast, models such as GPT-4 and Gem-
ini 1.5 Flash 8B exhibit stronger biases toward the
right-leaning party, as evidenced by their negative
t-statistics for BNP. The Gemini 1.5 Flash model
does not exhibit a bias toward any major party, as
it labels each news outlet as Independent. Indepen-
dent identity configurations generally lean toward
the positive side, highlighting a significant disparity
between their treatment of left- and right-leaning
sources.

The results in Figures 7 and 8 indicate a strong
LLM bias toward left-leaning sources (favoring
the AL party). Figure 9 further illustrates the mis-
alignment between LLM responses and human re-
sponses, quantified by t-statistics to measure po-
litical bias. Negative values indicate right-leaning
bias (favoring BNP), while positive values indicate
left-leaning bias (favoring AL). This figure demon-
strates that stronger political biases, regardless of
direction, are associated with lower alignment with
human expert ratings, as shown by the downward

slope of the regression line. The shaded region
around the line represents the confidence interval,
indicating the reliability of this trend. This suggests
that the misalignment between LLMs and human
experts is partially due to embedded political bi-
ases in the models. It highlights the importance of
mitigating these biases to improve rating accuracy
and achieve more balanced model performance.

6 Discussion and Takeaways

We find that widely used LLMs demonstrate sig-
nificant variability in their ability to rate credible
information sources. Larger models often refuse to
rate certain sources if they lack knowledge of them,
while smaller models tend to hallucinate responses.
Despite being trained by different providers, LLMs
exhibit a high degree of agreement in their ratings,
but weak correlation with human expert judgments.
We hypothesize that the models summarize descrip-
tions of the given news outlets from their training
data and generate ratings accordingly. This could
explain the high correlation among the LLMs, as
they likely share common training data (Liu et al.,
2024). Since LLMs can reflect the viewpoints of
humans with different political ideologies (Argyle
et al., 2022) and exhibit a liberal bias in their default
configurations (Santurkar et al., 2023), this discrep-
ancy can be partially attributed to the political bi-
ases embedded in these models. Assigning partisan
identities to LLMs further amplifies these biases,
steering ratings toward sources aligned with spe-
cific political leanings. For instance, in their default
configurations, LLMs show a bias favoring left-
leaning (Awami League) sources over right-leaning
sources, while independent identity configurations
exhibit the least bias. The Awami League (AL)
sources receives approximately 1.5 times higher
credibility scores than the opposition party BNP
sources. These trends align with prior studies high-
lighting political bias in LLMs (Rettenberger et al.,
2024). We also find that LLMs often lack knowl-
edge of less popular sources, which can lead to
inaccuracies and amplify low-credibility informa-
tion when forced to generate responses. As Bangla
news outlets are less popular and LLM perfor-
mance drops outside of English (Gupta et al., 2025),
this underscores the risks of relying on LLMs as
information curators outside of English, particu-
larly in politically sensitive contexts. These models
may inadvertently exacerbate polarization and echo
chambers.
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The following key takeaways summarize the
lessons learned from this study:

• Larger models demonstrate better reliability
while smaller models often hallucinate re-
sponses.

• LLMs show weak correlation with human ex-
pert judgments, highlighting the need for im-
proved alignment mechanisms.

• Default configurations exhibit a bias favor-
ing AL sources, with partisan identity assign-
ments further amplifying these biases. LLMs
score 1.5 times higher for AL than BNP.

• LLMs frequently lack knowledge of less
popular sources, potentially amplifying low-
credibility information.

7 Limitations and Future works

We found that LLMs exhibit political bias and mis-
alignment with human judgments. However, there
are still a few limitations. In this study, we sim-
plified the political perspectives based on LLM
responses in their default configurations, limiting
the depth of the bias analysis. The binary framing
of political ideologies also limits the scope, over-
looking broader viewpoints and the complexity of
political ideologies. Future research could explore
different personas to better understand political
bias in LLMs. This study does not address the
effect of hallucinations in LLM responses (Huang
et al., 2023), which could impact bias measure-
ments, especially for smaller models, highlighting
an important avenue for future research. Addition-
ally, the expert respondents in this study are all
from journalism and media studies and not asso-
ciated with any of the 20 news outlets. While we
instructed them to remain neutral, personal politi-
cal biases could still influence the annotation, lead-
ing to potential misrepresentation. Expanding the
demographic and cultural representation in future
studies is crucial for enhancing the generalizabil-
ity of these methodologies. Another limitation is
that despite the simplicity of the prompts facili-
tating counterfactual tracing (Zamfirescu-Pereira
et al., 2023), the approach restricts the analysis
of more complex scenarios. In future work, run-
ning prompts in Bangla and exploring different
prompt techniques will enrich political perception
analysis (Singh et al., 2024), especially given the
unique linguistic and cultural context.As LLMs are

designed to be “helpful and harmless” and refuse
dangerous requests, applying jailbreak techniques
to generate sensitive information (Peng et al., 2024;
Zhang et al., 2024) and analyzing LLMs’ responses
in politically charged situations will be part of fu-
ture work. Additionally, our study focuses on only
eight representative models and twenty news out-
lets, which is a small sample of the news outlets
and LLMs available in the market. Given the rapid
development in the field, new models with different
behaviors will likely emerge soon. Incorporating
a larger number of news outlets could also shift
political leanings toward another party.

8 Conclusion

In this study, we systematically audit nine widely
used large language models (LLMs) to evaluate
their ability to discern the credibility of the 20 most
famous news outlets in Bangladesh. The findings
highlight significant challenges in using LLMs as
information curators. We observed that smaller
models, such as Llama 3.1 8B, Llama 3.1 70B, and
GPT-4o-mini, show a greater disparity between
credibility ratings and political spectrum identifi-
cations by LLMs compared to human experts. In
contrast, larger models, like Gemini 1.5 Flash and
GPT-4, perform more closely to human expert as-
sessments. Additionally, six out of the nine LLMs
(GPT-4, GPT-4o-mini, Llama 3.3, Llama-3.1-70B,
Llama 3.1 8B, and Gemini 1.5 Pro) exhibited a
bias toward the Awami League (AL) by assigning
high credibility scores and showing strong posi-
tive t-statistics with respect to the opposition. We
also found a misalignment between human experts
and LLM ratings in terms of party identification.
Despite several limitations, this study provides evi-
dence that LLMs exhibit political bias toward spe-
cific parties and face significant challenges in act-
ing as reliable information curators. These models
often lack knowledge of lesser-known sources, am-
plify low-credibility sources, and suppress credi-
ble ones, raising concerns about their reliability in
politically sensitive contexts. Overall, this study
highlights the critical need for mitigating biases
in LLMs to improve their reliability as tools for
information curation.

For reproducibility and future research, the code
and dataset used in this study are available at the
following GitHub repository2.

2https://github.com/LLM-as-Information-Curator.git
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A Survey Instructions

Thank you for participating in our 2–5-minute sur-
vey!

This survey aims to evaluate the credibility of
the top 20 newspapers in Bangladesh. Please be
assured that your demographic information will
remain completely anonymous and will not be used
in any way that compromises your privacy. We
appreciate your cooperation in contributing to this
valuable data collection effort.

The information you provide will be kept strictly
confidential and used solely for research purposes.
By collecting demographic data alongside your re-
sponses, we aim to ensure that our analysis repre-
sents a diverse range of perspectives and experi-
ences. Your participation is essential in helping us
achieve a comprehensive understanding of credibil-
ity and political bias in Bangladeshi news outlets.

Thank you for your time and valuable contribu-
tion!

Figure 10: Cumulative sum of credibility score distribu-
tion across respondents.

This document includes all survey questions de-
signed to assess news source credibility and iden-
tity perceptions. View the detailed questionnaire
on Survey Questionnaire.

B Data Description

B.1 Cumulative Distribution of Credibility
Figure 10 illustrates the cumulative distribution of
credibility scores across respondents. The figure
reveals that while the cumulative sum of credibility
increases with the number of respondents, the rate
of increase varies among newspapers. Notably, The
Daily Star emerges as the newspaper with the high-
est credibility and widest recognition among the
respondents, whereas Mzamin is perceived as hav-
ing the lowest credibility and is the least recognized.
Additionally, the credibility score distributions for
some newspapers, such as Kalerkontho and The
Daily Ittefaq, overlap significantly, indicating sim-
ilar perceptions among the respondents for these
publications. For determining the political bias of
each newspaper, majority voting is applied among
the responses to identify the most commonly per-
ceived political alignment.

B.2 Uncertainty in Expert Annotation
B.3 LLM Response
Table 3 summarizes credibility scores for Prothom
Alo across various LLMs, ranging from 0.7 to 0.9.
GPT-4 rated it 0.9, highlighting quality journal-
ism, while other models like Gemini and Llama
provided similar assessments of credibility and bal-
anced reporting. Notably, identity configurations
influenced ratings, with Awami League-aligned
models often assigning slightly higher scores than
independent ones. These results showcase LLMs’
ability to evaluate news credibility while reflecting
potential biases.
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Table 2: Percentage of unknown (-1) response for News
Outlet by expert annotators

News Outlet % of ‘Unknown’
response

Prothom Alo 0.00
Daily Naya Diganta 40.00
Dainik Amader Shomoy 56.67
Jugantor 30.00
Daily Inqilab 36.67
SAMAKAL 40.00
Daily Janakantha 0.00
Ajker Patrika 63.33
The Daily Ittefaq 23.33
Bhorer Kagoj 46.67
Bangladesh Pratidin 30.00
Sangbad 60.00
Jai Jai Din 40.00
Mzamin 66.67
The Daily Star 10.00
Kalerkantho 0.00
Desh Rupantor 63.33
The Financial Express 0.00
The Daily Sangram 0.00
Amardesh Online 73.33

Figure 11: Example of GPT-4’s generated response for
prompt query of Prothom Alo newspaper

Table 3: Credibility Ratings for Prothom Alo by Various
Models and Identities

Credibility
Score

Explanation Identity Model

0.7 Prothom Alo is a leading
daily, credible overall, but
perceived as slightly bi-
ased by some.

Awami
League
(AL)

gpt-4o-
mini

0.9 Highly credible and
widely respected for
quality journalism and
integrity.

Awami
League
(AL)

gpt-4

0.8 Prothom Alo is one of
the leading newspapers
in Bangladesh, well-
regarded for its reporting.

Awami
League
(AL)

gpt-4o

0.7 Prothom Alo is a widely
circulated newspaper,
generally credible but
neutral in tone.

Independent Gemini
1.5 Pro

0.7 Prothom Alo is a widely
read Bengali-language
newspaper with generally
balanced reporting.

Independent Gemini
1.5 Flash

0.8 Prothom Alo is a well-
regarded and widely read
newspaper, known for its
credible content.

Awami
League
(AL)

Gemini
1.5 Flash
8B

0.8 Prothom Alo is one of
the most widely read
Bangladeshi newspapers,
with generally credible
news.

Awami
League
(AL)

Llama-
3.3-70B-
Instruct

0.9 Prothom Alo is one of the
most widely read and re-
spected newspapers for its
balanced coverage.

Independent Llama 3.1
8b

0.8 Prothom Alo is one of the
most widely read and re-
spected news outlets in
Bangladesh.

Independent Llama-
3.1-70B-
Instruct-
Turbo
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