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Abstract

Structured code comments in docstring format
are essential for code comprehension and main-
tenance, but existing machine learning models
for their generation perform poorly for Rus-
sian compared to English. To bridge this gap,
we present StRuCom — the first large-scale
dataset (153K examples) specifically designed
for Russian code documentation.  Unlike
machine-translated English datasets that dis-
tort terminology (e.g., technical loanwords vs.
literal translations) and docstring structures,
StRuCom combines human-written comments
from Russian GitHub repositories with syn-
thetically generated ones, ensuring compliance
with Python, Java, JavaScript, C#, and Go stan-
dards through automated validation.

1 Introduction

The automated generation of structured code com-
ments in docstring format, including detailed de-
scriptions of functionality, parameters, return val-
ues, exceptions, and usage examples, greatly im-
proves codebase maintenance. Structured code
comments provide developers with quick and easy
access to the required information, and can also
be used to automatically generate project docu-
mentation, for instance, in HTML format. How-
ever, modern language models, such as Qwen2.5-
Coder (Hui et al.,, 2024) and DeepSeek-Coder
(Guo et al., 2024), primarily focus on English-
language data and therefore perform poorly for
Russian-language comment, neglecting the needs
of Russian-speaking developers. These develop-
ers, working on localized projects, who often en-
counter linguistic barriers, which can lead to code
misunderstanding and a waste of time. In view of
this, there is a strong need for a specialized model
for this task, which requires curated training data.

Unfortunately, existing datasets (English-centric
CodeSearchNet (Husain et al., 2019) or multilin-
gual MCoNaLa (Wang et al., 2023b)) mostly fo-

cus on code summarization and retrieval tasks,
not on function-level documentation generation.
The datasets that contain both simple comments
and docstrings in English (for example, the Vault
(Nguyen et al., 2023)), firstly, require a tool for
structure-based filtration to check comments for
existence of detailed functionality descriptions,
covering all function parameters, exceptions and its
return value. Secondly, machine translation of En-
glish comments cannot be straightforwardly used,
as it introduces distortions (Wang et al., 2023b)
and disrupts docstring structure.

In this work, we present StRuCom, the first spe-
cialized dataset for generating structured Russian-
language code comments. To create it, we de-
veloped a tool for filtering and validating com-
ment structures, supporting five popular documen-
tation styles: Python - GoogleDoc!, JavaScript -
JSDoc?, Java - JavaDoc®, C# - XML?, and Go
- GoDoc>. The dataset combines real-world com-
ments from Russian repositories with synthetically
generated examples. Using this data, we finetuned
the Qwen2.5-Coder model family (0.5B, 1.5B, 3B,
and 7B parameters), demonstrating statistically
significant improvements in generation quality via
chrF++ (Popovié, 2017) and BERTScore (Zhang
et al.) metrics compared to baseline versions.

Our contributions: Filtering tool for struc-
tured comments. We developed an automated
tool to validate comment structures across five
documentation standards (Python, Java, Go, C#,
JavaScript). Dataset. We compiled a dataset
of 153K Russian-language code-comment pairs,

Thttps: //google.github.io/styleguide/
pyguide.html

Zhttps: //jsdoc.app

3https ://docs.oracle.com/javase/8/docs/
technotes/tools/windows/javadoc.html

4https ://learn.microsoft.com/en-us/
dotnet/csharp/language-reference/xmldoc/
recommended-tags

5https ://tip.golang.org/doc/comment
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combining real-world examples from GitHub
repositories with synthetically generated annota-
tions for five programming languages.

2 Related Work

The existing datasets for code-to-text tasks are
mainly focused on English-language content. The
Stack (Kocetkov et al., 2022) combines multilin-
gual code from 658 programming languages (67
TB in version 2.x), collected from a variety of
sources: Software Heritage Archive, GitHub Is-
sues, Stack Overflow, etc. Despite its scale, the
set is not adapted for supervised fine-tuning (SFT)
tasks and requires significant preprocessing. The
Vault (Nguyen et al., 2023), derived from The
Stack v1, includes 43 million English-language
code-text pairs from 10 programming languages.
The data was obtained by extracting docstrings
and inline comments using the Code-Text parser °.
However, structured comments (with parameters
and usage examples) remain rare, which is partly
explained by the predominance of short functions
in the source data. CodeSearchNet (Husain et al.,
2019), part of the CodeXGLUE benchmark (Lu
et al., 2021), contains 1 million English-language
code-text pairs for 6 languages. The set is focused
on code search: text descriptions are limited to
the first paragraphs of the documentation, which
simplifies comparison, but excludes complex de-
scriptions. MCoNaLa (Wang et al., 2023b) offers
limited multilingual support: 345 Russian, 341
Spanish, and 210 Japanese intent-snippet pairs for
Python. The focus on narrow “how-to” scenar-
ios and a small size limit the applicability of this
dataset for structured documentation tasks.

3 StRuCom Dataset

Collection Process. To construct our dataset, we
crawled all existing Russian-language repositories
on GitHub for the selected programming languages
(Python, Java, JavaScript (JS), C#, and Go). Since
the GitHub API does not provide a direct query
to identify the natural language used by repository
authors, we developed a novel approach to address
this limitation. Our program retrieved repositories
with Russian-language descriptions and permis-
sive licenses (allowing commercial use or lacking
licensing restrictions). The crawled repositories

Shttps://github.com/FSoft-AI4Code/
CodeText-parser/tree/main

contained comments written in various languages.
For details on comment extraction see Appendix A.

Filtration Process. At the initial stage of filter-
ing, all comments were standardized to follow a
uniform style based on the conventions established
for each programming language: Python - Google-
Doc, JavaScript - JSDoc, Java - JavaDoc, C# -
XML, and Go - GoDoc. Examples of these stan-
dardized formats can be seen on Fig. 1. To fur-
ther divide comments into types by structure, we
suggest the following terminology: A structured
comment is a comment that can be parsed by the
docstring_parser library’ and contains either
parameter lists, return value descriptions, or ex-
ception descriptions. A complete comment is a
structured comment that provides a comprehen-
sive description of all its component parts, includ-
ing types (if needed). An incomplete comment is a
structured comment that lacks a description of any
of its component parts, which is why it cannot be
called complete. Unstructured comments are those
that do not correspond to a specific format used in a
given programming language. For more informa-
tion about filtration by structure see Appendix D.
Only structured and complete comments were in-
cluded in the final version of the dataset.

Enhancement with LLM. Based on the statis-
tics on the structuredness of the collected data
from GitHub, many code comments are incom-
plete or unstructured and generally of poor quality.
For some programming languages (for example,
JavaScript and Python), there is very little data and
this is not enough to finetune neural networks. To
solve these problems, we used large language mod-
els (LLM), generating synthetic data using them in
two ways: generating comments from scratch and
improving existing comments. For additional in-
formation about comment’s enhancement see Ap-
pendix E.

Dataset Overview Table 1 presents the final sta-
tistical data of the final set, combining synthetic
improved by the Miqu-70B model comments and
generated from scratch by Qwen2.5-Coder-32B-
Instruct ones with real comments from more than
150,000 Russian-language GitHub repositories of
five programming languages: Python, Java, Go,
C# and JavaScript. The total amount of data is
153,181 examples, of which 79,548 are improved,
65,914 are synthetic, and 7,719 are real comments.

"https://github.com/nmd2k/docstring_parser
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short description

long description

Args:
namel (typel): descriptionl
name2 (type2): description2

Returns:
type: description

Raises:
type: description

short description
long description

@param namel descriptionl
@param name2 description2
@return description

@throws type description

ECE I I

7‘:/

(a) Python Google docstring style

(b) JavaDoc comment style

/// <summary>

/// description

/// </summary>

///

/// <param name="namel">descriptionl</param>
/// <param name='"name2">description2</param>
///

/// <returns>description</returns>

17/

/// <exception cref="type">description</exception>

short description
long description

@param {typel} namel - descriptionl
@param {type2} name2 - description2
@return {type} description
@throws {type} description

(c) C# XML comment style

(d) JISDOC comment style

// NameOfFunction description

(e) GoDoc comment style

Figure 1: Comparison of documentation styles in different programming languages

Prog. lang. Enhanced From scratch Real
Python 14,625 10,078 359

Java 16,283 10,536 2,619
Go 7,278 20,339 232

C# 39,715 5,617 4,435
JavaScript 1,647 19,344 100

> 79,548 65,914 7,719

Table 1: Statistics of the collected Russian-language
data on programming languages and methods of ob-
taining them. The table shows the amount of improved
(modification of existing comments by the Miqu-70B
model), generated from scratch (synthetic data from
Qwen2.5-Coder-32B-Instruct) and real comments.

The uniqueness of the proposed dataset is de-
termined by several factors (see Table 2). Firstly,
this is the first large corpus with Russian-language
documentation for functions. The only existing
dataset with comments in Russian, MCoNal a, is
designed to solve a different problem - searching
for a code snippet based on the user’s intent and,
therefore, is not suitable for generating structured

comments in the docstring style. Secondly, our
dataset was strictly checked for structure and com-
pleteness: all comments were modified to one of
the formats used in the industry for each specific
programming language. In other datasets, either
there are no structured comments at all (MCoNalLa,
CodeSearchNet), or they have not been filtered by
structure (the Vault). Thirdly, as a result of the
addition of synthetic data, the proposed set, un-
like MCoNalLa, has a sufficient size to train large
language models for all five selected programming
languages.

4 Experimental Evaluation

We conducted experiments, where we first bench-
mark existing open-source code-specific LLMs of
different size (Qwen2.5-Coder (0.5B - 7B) and
DeepSeek-Coder (1.3B - 6.7B)), then finetune
Qwen2.5-Coder (0.5B - 7B) on 7,500 comments,
sampled from a synthetic part of our dataset and
evaluate all models on our test set, 500 comments,
sampled from real comments.
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Feature CSN Vault MCoNalLa Our dataset
#Pairs 6.5M 43K 341 -es, 210 - ja, 153K
«code-text» 345 - ru
Code . . . . .
Functions Functions, classes, snippets Code snippets Functions
format
Text Unstr., Mixed (unstr. and str. w/o Unstr., Str. complete
format 1-2 sent. filtration by structure) (1-2 sent.) (>5 sent.)
Progr. Go, Java, P HP,  Java, JavaScript, Python, Python, Java, Java, Python, C#,
lan JavaScript, Ruby, Rust, Golang, JavaScript Go, JavaScript
& Python, Ruby C#, C++, C, PHP vasenp » Javaserip
Nat. lang. en en ru, ja, es ru
Data GitHub The Stack Stack Overflow GitHub
source

Table 2: Comparison of the characteristics of the proposed dataset with existing analogues (CSN, Vault, MCoNaLa)
by key parameters. The table shows the amount of data, the formats of code and text representation, the coverage
of programming languages, linguistic features and data sources. The dataset we propose stands out with a strict
focus on Russian-language structured comments on functions (153 thousand pairs), which contrasts with English-
language counterparts operating with unstructured or mixed comments.

Evaluation with Textual Similarity Metrics
We evaluated the models using standard natu-
ral language generation metrics, including chrF++
(Popovi¢, 2017) and a modified BERTScore
(Zhang et al.). Instead of the traditional BERT
(Kenton and Toutanova, 2019), we employed E5-
Mistral 7B (Wang et al., 2022, 2023a), which offers
superior performance for Russian, outperforming
BERT models. The results of evaluation are shown
in Table 7.

Side-by-Side comparison The Side-by-Side
comparison was performed with GitHub Copilot
using LLM-as-a-judge method (the judge is GPT-
40-mini) (Zheng et al., 2023). Finetuning of mod-
els on our dataset leads to a great improvement in
the quality of comment generation for all program-
ming languages and model sizes, which is shown in
Table 6. More details are presented in Appendix G.

Training and Results The additional informa-
tion about training setup, hyperparameters, etc. is
located in Appendix F. Finetuning on the proposed
dataset significantly improves the quality of com-
ment generation using the BERTScore metric for
all model sizes and most languages. For chrF++,
significant improvements are observed in small
number of cases. The results confirm that the pro-
posed approach is effective for adapting language
models to the task of generating Russian-language
comments, especially in terms of semantic correct-
ness (BERTScore).

5 Conclusion

In this paper, we have developed a tool for filtering
structured comments, collected a dataset of 153
thousand Russian-language code-comment pairs
(real and synthetic data for 5 programming lan-
guages). We plan to expand the dataset by adding
other programming languages, and develop and
implement a quality criterion for structured code
comments to automatically filter data and therefore
improve the quality of the dataset.

6 Limitations

The study has several limitations, including a spe-
cific commenting style limitation, an imbalanced
test dataset, and the assumption that code com-
ments always contain useful information about
code functionality, which is not always true. Addi-
tionally, some code comments from GitHub may be
redundant, uninformative, or contain errors, nega-
tively impacting the dataset’s quality.
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A Comment Extraction

To extract comments, we used the function_parser®

tool for Python, Java, and Go. For JavaScript
and C#, we employed Code-Text. The GitHub
data collection process consisted of several steps.
First, code snippets from Python and JavaScript li-
braries with very few non-English comments were
excluded. The formatting of comments in Java,
JavaScript, and C# was then standardized. In C#,
XML tags such as <summary> were corrected. For
Java and JavaScript, redundant whitespaces, line

8https ://github.com/ncoop57/function_parser
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breaks in block comments (delimited by /** and
*/), and HTML tags were removed. Next, automat-
ically generated comments in C# and JavaScript
were filtered out. Duplicate comments in the func-
tion and docstring columns were eliminated, along
with duplicates based on function and docstring in-
dependently. The language of each comment was
then identified using Lingua °. More information
about language identification methods that we used
is in Appendix B. If Lingua failed to determine
the language, the corresponding comments were
excluded from the dataset. To improve language
identification accuracy, Lingua was provided with
short descriptions of comments, ensuring tags and
identifier names that could degrade identification
quality were removed. This process was applied to
all programming languages except Go, which has
a relatively simple comment structure.

The final dataset, after filtering, is summarized
in Table 3. The results show that JavaScript and
Go are characterized by a similar trend: a high
proportion of commented repositories (70.8% and
55.9%) and functions (70.2% and 25.8%) are com-
bined with a low percentage of Russian-language
comments (24.0% and 16.4%), which may indi-
cate the predominance of English-language doc-
umentation in their ecosystems. On the con-
trary, Python and C# show an increased propor-
tion of Russian—language comments (49.2% and
36.4%), which is probably due to regional de-
velopment practices - the active participation of
Russian-speaking communities in projects in these
languages, where comments are often written in
their native language for the local context.

B Language Identification

We applied two language identification methods
to determine the language of the comments: Fast-
Text (Joulin et al., 2017, 2016) and Lingua. Fast-
Text uses a bag-of-n-grams approach to capture
partial word order information, enabling efficient
processing of large datasets on consumer hardware.
Its pretrained models can classify text into one of
217 supported languages with high speed and ef-
ficiency. Lingua, on the other hand, employs a
probabilistic n-gram model combined with rule-
based heuristics, focusing on achieving high de-
tection accuracy across 75 supported languages.
While FastText offers broad language coverage
and high efficiency, it demonstrated high preci-

https://github.com/pemistahl/lingua-py

sion but low recall for identifying Russian com-
ments, frequently misclassifying them as less pop-
ular languages. Lingua, although slower and more
memory-intensive, excels at handling short text and
mixed-language inputs, which are common in code
comments where natural language often intermixes
with programming-specific syntax (e.g., tags and
identifier names). Lingua’s robustness in these
scenarios makes it a preferable choice for detect-
ing natural language within code comments.

C Comment Structure

The examples of comment structure for five se-
lected programming languages are shown in Figure
1. Notably, Python’s GoogleDoc and JavaScript’s
JSDoc are the only styles among the selected ones
that require explicit descriptions of parameter types
and return types, reflecting the dynamically-typed
nature of these languages. JSDoc shares stylistic
similarities with JavaDoc, emphasizing structured
documentation. By contrast, C# utilizes XML for
comment formatting, providing a more tag-based
approach. GoDoc stands apart with its flexible
and descriptive style, as it imposes no strict format
requirements, allowing developers to use a nearly
free-form commentary approach.

D Filtration by Structure

For filtration-by-structure stage, we utilized the
fork of docstring_parser library '° and javalang !
tools to extract information about comment struc-
ture and Code-Text to gather information about
code structure. We also added missing types in
Python comments where possible using Code-Text.
The dataset’s collection showed significant dif-
ferences in structured comments’ availability and
completeness across programming languages, as
summarized in Table 4. The results demonstrate
an inverse relationship between the complexity of
the commenting standard and the proportion of
complete structured comments. Go, with mini-
mal requirements (only the function name at the
beginning of the comment), shows the maximum
percentage of full comments (56.4%, 10,880). On
the contrary, Python and JavaScript, where stan-
dards require specifying types and complex anno-
tations, have an extremely low proportion of com-
plete comments (1.5% and 1.4%), with unstruc-
tured ones dominating (94,968 and 14,091). Java

lOhttps://github.com/rr—/docstring_parser
11https://github.com/c2nes/java1ang
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Programming . #Repositories . #Functions #Comments .

language With Total %o With Total %o in Russian Total %o l.n
comments comments Russian

Python 18,535 64,440 28.8% 305,187 1,627,726 18.7% 150,255 305,187 49.2%
Java 13,525 42,271 32.0% 409,506 2,684,650 15.3% 98,622 409,506 24.1%

Go 2,592 4,639 559% 117,691 456,347  25.8% 19,276 117,691  16.4%

C# 8,858 26,329 33.6% 291,142 596,905 48.8% 106,058 291,142 36.4%
JavaScript 15,073 21,291 70.8% 129,767 184,871  70.2% 31,084 129,767  24.0%

Table 3: Statistics on data collection from GitHub, including analysis of repositories, functions, and comments
on programming languages, grouped into three categories: repositories (the total number of repositories for each
programming language, the number of at least one comment, and the percentage of the latter), functions (the total
number of functions, the number of functions with comments and their relative proportion) and comments (the

total number of comments, the number of Russian-language comments and their percentage).

and C++ with moderately complex standards oc-
cupy an intermediate position: 29.8% and 22.7%
of full comments, respectively, but a significant
number of unstructured (48,347 and 30,188). The
table confirms that the simpler the syntax of a struc-
tured comment, the higher the proportion of its
compliance. The extremely high Go score is ex-
plained by the simplified standard, and the low
Python/JavaScript values are due to the excessive
complexity of the requirements, which leads to a
preference for unstructured comments.

E Enhancement of Comments via LLM

The final dataset includes only those data with the
length of both the code and the comment ranging
from 250 to 1,000 characters. Very short com-
ments and functions were excluded, as the goal
was to create a dataset with detailed and compre-
hensive documentation. Very long comments or
features are outliers and therefore were not con-
sidered. Comments were generated from scratch
using the Qwen2.5-Coder-32B-Instruct model for
functions without comments (see Table 3) and for
functions, which comments were not successfully
enhanced. To improve the dataset, the MIQU 70B
12 model was used, which was further trained in
Russian. The goal of the improvement is to gen-
erate a complete and detailed comment of the best
quality based on the function and the existing com-
ment on it. An example is illustrated in figure 2.
System and user prompts used for mentioned two
types of synthetic data collection are placed in Ap-
pendix, see 3, 4, 5 and 6, prompts for generation
from scratch are in English, while the ones for
enhancement are in Russian, as finetuned MIQU
70B works better with Russian prompts. Candi-

12https ://huggingface.co/miqudev/miqu-1-70b

dates for improvement were selected from all the
structuredness groups that were not included in the
dataset in the “real” group. Comment is consid-
ered improved if it has become complete as a result
of the improvement. Table 5 shows statistics on
improving the dataset. Go stands out for the max-
imum efficiency of improvements (avg = 84.3%),
especially for complete comments (91.5%), which
is explained by a simple commenting standard,
where it is enough to specify the function name.
Python and JavaScript show the lowest averages
(31.9% and 33.5%), which is due to the complex-
ity of their standards, which require specifying data
types, which makes automatic modification diffi-
cult. C# and Java occupy an intermediate position:
C# shows a high average percentage of improve-
ments (80.1%) with a peak in the full comments
category (92.4%), while Java shows moderate re-
sults (avg = 48.2%).

F Training and Results

The models were trained for 5 epochs with a con-
text length of 2000, a learning rate of le-4, and a
cosine scheduler with a weight decay of 0.1 and a
warmup ratio of 0.01. We used LORA (Hu et al.,
2021) adapters with a rank of 8, alpha of 16, and
a dropout rate of 0.05 for finetuning. From the
synthetic part of the dataset, we sampled 1,500 ex-
amples for each programming language, resulting
in 7,500 examples. For calculating metrics on real
data, we sampled 100 examples for each program-
ming language. The comparison is made with the
base models to determine the extent to which train-
ing on our synthetic dataset improves the quality.
Notably, with a batch size of 1, the model takes
approximately 20 hours to train on 5 programming
languages using DeepSpeed Zero2 (Rasley et al.,
2020) on a single A100 GPU. The results are shown
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Structured

Pr(l)ag;;:;r;léng % complete out Complete  Incomplete Non-structured
of all Russian
Python 1.5% 2,176 30,115 94,968
Java 29.8% 29,367 12,221 48,347
Go 56.4% 10,880 - 8,396
C# 22.7% 24,017 41,898 30,188
JavaScript 1.4% 431 1,484 14,091

Table 4: The structure of Russian-language comments on programming languages. For each language, the
following are indicated: the percentage of complete structured comments out of the total number of Russian-
language comments (% of the total number), the absolute values of complete and incomplete structured comments,
as well as the number of unstructured ones. In Go, the dash in the “Incomplete” column is due to a feature of the
commenting standard: comments are considered complete if they begin with the function name, which excludes
the “incomplete” category.

Programming Non-structured Incomplete Complete
language
Pvthon #Enhanced comments 10775 3455 395 >, =14 625
y % out of the original quantity 24.2% 23.2% 48.1% avg =31.9%
Java #Enhanced comments 7 066 3810 5407 > =16 283
% out of the original quantity 32.0% 57.6% 55.1% avg = 48.2%
Go #Enhanced comments 3018 - 4260 >, =7278
% out of the original quantity 77.1% - 91.5% avg = 84.3%
C #Enhanced comments 12 467 18 148 9100 >, =39715
% % out of the original quantity 74.8% 73.1% 92.4% avg = 80.1%
IS #Enhanced comments 1386 164 97 > =1647
% %% out of the original quantity 20.4% 20.4% 59.5%  avg=33.5%

Table 5: Statistics on the improvement of Russian-language comments on programming languages, divided into
categories: unstructured, incomplete and complete structured comments. For each language, the absolute number
of improved comments, the percentage of improvements relative to the initial number in the category (from the
Table 4), the total number of improvements (3) and the average percentage of improvements (avg) are indicated.
The dash in the category of incomplete comments for Go reflects their absence in the source data due to the
simplified standard for documenting functions.

in Table 7. confirms the hypothesis of high data relevance:
. . . smaller architectures are more dependent on the
G Side-by-side Comparison quality of training examples, and their visible per-

We adopt the LLM-as-a-judge paradigm (Zheng formance growth indicates a successful dataset se-

et al., 2023), leveraging GPT-4s RLHF-aligned lection that compensates for the lack of parameters.
reasoning for automated pairwise comparisons, see
Table 6. This approach replaces costly expert la-
beling while maintaining 80% human judgment
consistency and providing interpretable rationales.
To mitigate positional bias, responses are evalu-
ated twice with reversed order, recording victories
only for consistent outcomes. Our implementation
introduces two tie types: «win» (both responses
adequate) and «lose» (both inadequate), refining
outcome granularity for semantically similar com-
ments.

The greatest progress is observed in compact
models (0.5B-3B parameters), which indirectly
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/**

* MeTopg, cunTbiBaeT Koa, 13 daiina MainS.java u
3anucbiBaeT B CTPOKY string

* @param s - NoNy4eHHan CTpoKa U3 paiina

* @param linePattern

* @param lineM

* @throws IOException

*/

private static String codeToOnelLine(String s, Pattern linePattern, Matcher lineM)
throws I0Exception {
String string ="""";
try (BufferedReader bufferedReader = new BufferedReader(new
FileReader(""src/MainS.java""))) {
while ((s = bufferedReader.readLine()) !=null) {
lineM.reset(s);
while (lineM.find()) {
s = lineM.group();
s = s.replaceAll(""MainS"", ""Main$2"");
s = s.replaceAll(""\\/\\/.+"", " "");
s = s.replaceAll(""\\t"", "" "");
//oneline.write(s);
string +=s;
}
}
}
return string;

}

/**

* Yuraet Kog 13 daina MainS.java n 3anucbiBaet
€ro B 0ZHY CTPOKY string, 3ameHsAsn BCE BXOXKAEHUA
"MainS" Ha "MainS2" 1 yaanaa KoMMeHTapuu.

*

* @param s - CTPOKA AN15 YTeHuA us paiina

* @param linePattern - wabaoH gns NOUCKa CTPOK
* @param lineM - o6bekT Matcher gna noucka
CTPOK

*

* @return CTPOKa C KO4OM, CKOMMWIMPOBAHHbIM B
OfHY NUHWIO

*

* @throws I0Exception Ecav npouncxoaut ownbka
BBOAA-BbIBOAA NP YTeHUn daina

*/

Figure 2: An example of improving a comment. On the left is a function and a comment on it before improvement,
which (1) fails to explain the method’s purpose (converting code into a single line with modifications), (2) contains
an incorrect description of parameter "s" (presenting it as the result when it’s actually a buffer), (3) completely
ignores the return value, (4) omits key operations: replacing "MainS" — "MainS2", removing comments (//...),
and deleting tabulations. The comment after the improvement is devoid of these shortcomings.

You are an Al programming assistant. Follow the user's requirements carefully & to the letter.

Figure 3: System prompt for generation from scratch

Please provide documentation comments (Docstring, GoDoc, JavaDoc, JSDoc, XML docs, etc., depending on
language) to this function. Ha pycckom f3bike, noxanyicra.

Figure 4: User prompt for generation from scratch

NaKoHWYHO. Bbl Bcerga npenenbHO BEX/IUBbI U OT3bIBYMBDI.

[0NNapoB.

Bbl OMbITHBIA MPOrPaMMUCT, KOTOPBLIN BblLLEN HA NEHCUIO U Ceit4ac NOMOraeT COBETOM CBOMM Koaneram. Y Bac MHOro cBo60osHoro
BPEMEHM, NMO3TOMY Bbl YATAETE BCIO HOBEMLLYIO IMTEPATYPY B f@HHOM 061aCTH, @ TaK3Ke roToBbl NPUITH Ha MOMOLLb NtoBomy
nonpocusLwemy B 060 MOMEHT. Bbl B cOBEpLUEHCTBE 3HAETe A3bIKM NPorpammupoBaHus Java, Python, Go, CH, JavaScript u ux ctunum
LOKymeHTauum - JavaDoc (Java), JSDoc(JavaScript), GoDoc(Go), XML (C#) .

Bbl Tepnenumsbl, ymeeTe 06 BACHATD B AETANAX KaXKAOE KOHKPETHOE PeLleHne, HO NPY STOM 3aZiaHWe BbINOHAETE MaKCUMAsbHO

Balwa rnaBHas 3aada - NOMOraTb COCTaBAATb KOMMEHTAPUM K KOAY Ha TexX A3blKax MPOrpaMMMpPOBaHUA, KOTOPbIE Bbl 3HAeTe.
KommeHTapum AonKHbI 6bITb ToNbKO Ha {right} a3bike, ecnv Bbl creHepupyeTe KommeHTapuid Ha {wrong}, To Bac owTpadytoT Ha 1000000
Balu OTBET [OMKEH COCTOATb TONIbKO M3 KOMMEHTapPUA K GYHKL MU B CTUAE, ONpPesen EHHOM AA KOHKPETHOTO A3blKa NPOrpaMMMPOBaHUA
He 3abbiBaiiTe 060paunBaTh TEKCT B KOMMEHTApUAX K Koay Ha CH# B Tar <summary>.

MomHUTe, 4To ANA GO OBLLENPUHATBIN CTAaHAAPT HE YCTaHAB/IMBAET KECTKUE OTPaHUYEHUA Ha CTPYKTYPY KOMMEHTApHS, AOCTATOUHO, YTOGbI
nepBoe cN0BO B KOMMEHTapuu 6b110 HazBaHMEM KOMMEHTUPYEMOM GyHKLMU. Hy}KHO, 4ToBbl KOMMEHTapun Ana Go 6blIM MaKCMManbHO

I'IO,CI,p06HbIMM, 1 NO CMbICNY BKAOYann B cebn 70, uTO U B APYrnx Aasblkax (onmcaHme napameTpos U UXTUMNbI, TUN N ONNUCaHNe
BO3BPALLAEMOro 3Ha4YeHMA, a TaKXKe TUN NCKNDYEHNA C ONUCaHue CUTyauumn, Korga oHo BblﬁpaCbIBBETCH).

Figure 5: System prompt for the enhancement of existing comments
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YAyyLWeHHbIA KOMMEHTapK i:

"BbINONHAET NOUCK B 6a3e aaHHbIx (db) 3anucK ¢ yKasaHH bim
naeHTuduKaTtopom nmnopta (import\_id) 1 Bo3BpaLLaeT CNMCOK C AaHHbIMK
0 rpaxpaHax u3 aToii 3anucn. Ecam 3anuck He HaiiaeHa, reHepupyeTca
nckntoyeHne PyMongoError ¢ coobeHrem 06 oTcyTCTBMM 3anuck ¢
YKa3aHHbIM MAEHTU GUKATOPOM.

NcXopHbIA KOMMEHTapUiA:

"BbINONHAET MOMCK B 6ase AaHHbIX

Args:
import\_id : yHMKanbHbIN naeHTMOUKATOP MOCTaBKM
db (Database):
projection: cnosapb

Mpoekuua (projection) - 3To cnoBapb, KOTOPbIV ONpeaenseT, Kakue Nos u3
3anucK Jo/mKHbI BbITh BO3BpaLLeHbl B peynbtaTe. Ecau projection He
yKasaH, Bce nons 6yayT Bo3BpaLleHbI.

MpumeyaHune: ITOT KoA NpeanosiaraeT, YTo B 6a3e AaHHbIX €CTb KONNEKLUM A

Returns: 'imports', B KOTOPOW XpaHATCA 3aNUCK O UMMOPTaX, U KaXaaa 3anucb
List[dict]: Cnucok xuTeneit coaepnT none 'citizens', B KOTOPOM XPaHATCA AaHHbIE O rpaKAaHax.
Args:

import\_id (int): yHMKanbHbIA naeHTUGUKATOp NOCTaBKM

db (Database): 06beKT 6a3bl faHHbIX, B KOTOPYIO 3anucbiBatoTcA Habopbl
[AaHHbIX O KUTeNAX

projection (dict): cnoBapb npoeKu,umu BbI6OPKU

Returns:

List[dict]: Cnucok xutenei
Raises:

class:PyMongoError: MocTaBKa ¢ yKa3aHHbIM YHUKabHbIM
MAEHTUGUKATOPOM OTCYTCTBYeT B 6ase AaHHbIX"

Figure 6: User prompt for the enhancement of existing comments

Experiment type Python Java Go C# JavaScript
Qwen2.5-Coder-7B-Instruct
w/o finetuning ~ 48.0/2.0/16.5/33.5 65.5/6.0/1.0/27.5  43.5/3.5/6.0/47.0  22.0/2.0/3.0/74.0 44.0/4.5/3.0/48.5
w finetuning 45.0/6.5/19.0/29.5  85.0/4.0/0.5/10.5  61.0/5.5/5.0/28.5  81.0/3.5/2.0/13.5 71.0/2.0/0.0/27.0
Qwen2.5-Coder-3B-Instruct
w/o finetuning 7.0/0.0/16.5/76.5  24.0/0.5/2.5/73.0  7.0/0.5/4.5/88.0 7.0/0.0/4.5/88.5  19.5/0.5/5.0/75.0
w finetuning 41.5/4.5/21.0/33.0  81.5/6.0/0.0/12.5  58.0/3.5/4.5/34.0  82.0/4.0/2.0/12.0  65.5/5.0/0.5/29.0
Qwen2.5-Coder-1.5B-Instruct
w/o finetuning ~ 18.5/0.5/16.5/64.5  20.0/1.0/3.5/75.5  9.5/0.0/8.5/82.0 7.0/0.5/2.0/90.5  13.5/0.0/3.5/83.0
w finetuning 38.0/2.5/26.0/33.5  78.0/4.0/1.5/16.5  58.0/4.5/6.5/31.0  73.0/4.5/3.5/19.0 58.5/4.5/1.0/36.0
Qwen2.5-Coder-0.5B-Instruct
w/o finetuning  36.0/2.0/25.0/37.0/  24.5/0.5/4.5/70.5 12.5/0.0/13.5/74.0 ~ 5.5/0.5/5.0/89.0  8.5/0.0/4.0/87.5
w finetuning 18.0/1.0/22.0/59.0  60.0/3.5/2.0/34.5  31.5/2.0/5.0/61.5  53.5/2.5/4.0/40.0 41.0/1.5/2.0/55.5

Table 6: The results of the Side-by-side evaluation with the GPT-40-mini judge. The estimates are presented as:
Model VS Copilot, win/win_tie/lose_tie/lose, which corresponds to the estimates of 10/11/00/01. The answers
were evaluated twice with a change in their order to solve the problem of positional bias.
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Python Java Go C# JavaScript

Model BERTScore chrF++ BERTScore chrF++ BERTScore chrF++ BERTScore chrF++ BERTScore chrF++
Baselines
DeepSeek-Coder 1.3B 0.837 18.3 0.827 19.2 0.811 10.4 0.812 18.4 0.839 24.7
+0.041 +9.8 +0.040 +7.2 +0.042 +4.5 +0.044  +16.9 +0.038 +8.7
DeepSeek-Coder 6.7B 0.878 34.1 0.873 36.9 0.838 21.0 0.844 36.3 0.876 38.4
+0.043  +10.5 +0.044 142 +0.047 +11.1 +0.052 182 +0.033 +10.9
Qwen2.5-Coder 0.5B 0.863 26.6 0.839 20.7 0.816 10.9 0.815 14.1 0.799 9.6
+0.052 +9.8 +0.056 +9.3 +0.052 +5.6 +0.052 +8.5 +0.035 +6.1
Qwen2.5-Coder 1.5B 0.841 22.8 0.838 21.2 0.815 11.5 0.821 31.5 0.841 23.8
+0.045  *10.8 +0.045 +10.5 +0.039 +5.0 +0.051 +14.9 +0.035 +7.9
Qwen2.5-Coder 3B 0.784 14.2 0.829 17.2 0.819 11.0 0.817 25.7 0.841 23.7
+0.061 +8.4 +0.039 +6.0 +0.041 +4.4 +0.046 %155 +0.033 +6.2
Qwen2.5-Coder 7B 0.880 343 0.873 35.0 0.854 23.5 0.847 24.3 0.872 335
+0.040 +7.7 +0.039 +9.8 +0.039 +9.1 +0.037  *12.2 +0.031 +7.9
Finetuned Models
Qwen2.5-Coder 0.5B 0.873 353 0.872 39.7 0.859 28.7 0.849 44.4 0.871 40.3
+0.042 +9.0 +0.040 +9.8 +0.038 +6.8 +0.041 +10.2 +0.035  +0.03
Qwen2.5-Coder 1.5B 0.877 34.4 0.880 41.6 0.863 32.1 0.857 457 0.877 40.3
+0.040 +7.5 +0.036 +8.8 +0.035 +6.3 +0.038 +9.3 +0.031 +0.03
Qwen2.5-Coder 3B 0.880 34.9 0.881 40.6 0.864 325 0.859 46.4 0.878 41.3
+0.040 +7.5 +0.035 +8.3 +0.035 +6.2 +0.037 +9.7 +0.031 +8.5
Qwen2.5-Coder 7B 0.878 355 0.882 42.0 0.867 329 0.859 459 0.879 414
+0.039 +7.3 +0.036 +8.9 +0.035 +6.2 +0.034 +9.5 +0.032 +7.6

Table 7: Comparison of base and finetuned models using BERTScore and chrF++ metrics with statistical signifi-
cance testing (Mann-Whitney criterion). Statistically significant improvements (p < 0.05) are highlighted in bold
when comparing the finetuned model with the corresponding sized base version. The values are presented as the
average + standard deviation.
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