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Abstract

This paper introduces CausalGraphBench, a
benchmark designed to evaluate the ability of
large language models (LLMs) to construct
Causal Graphs (CGs), a critical component of
reasoning models like Bayesian Networks. The
benchmark comprises 35 CGs sourced from
publicly available repositories and academic
papers, each enriched with detailed metadata
to facilitate systematic and consistent evalua-
tion. We explore various LLM-driven methods
for CG discovery, analyzing their performance
across different graph sizes and complexity lev-
els. Additionally, we examine the effects of
data contamination on the quality of the gener-
ated CGs.

Our findings reveal that methods relying on
approaches with a limited number of queries
to LLM, particularly those leveraging the
full graph context, consistently outperform
query-intensive and exhaustive approaches,
which tend to overemphasize local relation-
ships. Across all methods, performance de-
clines as graph size increases.

1 Introduction

Recent advances in large language models (LLMs)
have expanded their applications into domains not
traditionally associated with natural language pro-
cessing (e.g. education (Kasneci et al., 2023), pro-
gramming (Guo et al., 2024)). One such domain
is using LLMs to build Causal Graphs (CG), es-
sential for causal models like Bayesian networks
(BNs) (Koller, 2009). A growing body of research
demonstrates that LLMs can effectively address
various CG-related tasks (Wang et al., 2024; Chen
et al., 2024) and can even construct these graphs
(Wan et al., 2024), a task often referred to as Causal
Graph discovery (CGD). Traditionally, this task
has been tackled using structure learning algo-
rithms (Kitson et al., 2023), which derive the graph
from data, or through expert elicitation (Nyberg
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Figure 1: Causal Graph of the BN related to the lung
cancer problem (Korb and Nicholson, 2010).

et al., 2022), where human expertise guides the
construction of the CG.

CGs are typically represented as directed acyclic
graphs (DAGs), illustrating variables and their
causal dependencies. For instance, consider the
example shown in Figure 1, which depicts a CG
of a simple BN (Korb and Nicholson, 2010). This
BN models a hypothetical scenario involving poten-
tial causes (e.g., Pollution and Smoker) and effects
(e.g., X-Ray results and Dyspnoea) of Lung Can-
cer.

Our work focuses on methods that utilize LLMs
for the CGD task, which infer causal links based
purely on CG node names. Several related ap-
proaches have been proposed (Ban et al., 2023b; Ji-
ralerspong et al., 2024; Babakov et al., 2024; Cohrs
et al., 2024; Zhang et al., 2024). Still, their evalu-
ations often lack consistency, as different studies
employ distinct sets of CGs, making direct compar-
isons challenging (see Appendix Table 7 for details
on the CGs used in these studies).

To address this limitation, we introduce Causal-
GraphBench, a unified benchmark designed to
evaluate and compare the capabilities of LLMs in
CGD'. The benchmark consists of 35 CGs from
the literature. We use this benchmark to evalu-
ate the performance of currently proposed LLM-
driven CGD methods, providing a comprehensive

1https://gitlab.nl4xai.eu/nikolay.babakov/
causal-graph-bench
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comparison across approaches. Additionally, as
an auxiliary validation task, we perform a detailed
assessment of data contamination to ensure the ro-
bustness and reliability of the results.

2 Related works

LLMs have been explored for solving graph-related
tasks such as connectivity, cycle detection, shortest
path, topological ordering, and other graph prob-
lems (Wang et al., 2024; Chen et al., 2024).

LLMs have also been applied to construct CGs.
One approach involves first using data-driven meth-
ods to build an initial structure and then refining
it with LLMs. For example, the ILS-CSL frame-
work (Ban et al., 2023a) iteratively refines data-
driven CGs by using LLMs to validate and correct
causal relationships, incorporating edge-specific
constraints for improved accuracy. Similarly, a
method proposed in (Long et al., 2023a) uses LLMs
as "imperfect experts" to orient ambiguous edges
within a Markov equivalence class, leveraging a
Bayesian framework to ensure consistency and
manage risks.

Another branch of research uses LLMs to con-
struct causal graphs directly, following either ex-
haustive querying or minimal-query approaches.
Exhaustive methods query all possible node pairs
or triplets, as seen in (Cohrs et al., 2024), which
employs LL.Ms as conditional independence ora-
cles, and (Zhang et al., 2024), which integrates
Retrieval-Augmented Generation and majority vot-
ing. Vashishtha et al. (2023) extends this by merg-
ing triplet-based subgraphs, while other works ex-
plore similar pairwise querying strategies (Long
et al., 2023b; Kiciman et al., 2023; Feng et al.,
2024; Darvariu et al., 2024; Zhou et al., 2024). In
contrast, minimal-query approaches aim to con-
struct the full graph with fewer interactions. Jiraler-
spong et al. (2024) iteratively builds the structure
starting from root nodes, Ban et al. (2023b) fol-
lows a structured three-step process including self-
evaluation, and Babakov et al. (2024) introduces
LLM-experts that independently generate graphs,
with final structures determined by majority voting.

To the best of our knowledge, there has been only
one attempt to establish a benchmark for evalua-
tion of LLM-driven CGD, proposed by Zhou et al.
(2024). This benchmark was limited to publicly
available CGs and did not include a comparative
evaluation of existing LLM-based methods. Fur-
thermore, the fact that all CGs are easily accessible

in scrapable form on websites like bnlearn.com
raises concerns about potential data contamination,
which could compromise the validity of the results.

3 Benchmark information

3.1 Task statement

In this section, we formally define the task of
Causal Graph discovery, which the collected bench-
mark is designed to evaluate. Let G = (V,&)
denote a DAG, where V is the set of nodes (or vari-
ables) and £ is the set of directed edges. Each node
v; € V corresponds to a named variable, and each
directed edge e; ; € £ represents a causal effect
from node v; to node v;. The goal of Causal Graph
discovery is, given only the names of the nodes V,
to determine the set of edges £ that form the DAG
G. Formally, this can be expressed as constructing
agraph G* = (V, £*), where £* is the set of causal
relationships between the nodes extracted solely re-
lying on the semantic of the variable names.

3.2 Data collection

In our work, all CGs are parts of Bayesian Net-
works. The information about the BNs was col-
lected from two main sources. The first source
was the well-known bnlearn” repository, which
hosts extensive collections of BNs. The second
source comprised academic papers on construct-
ing specific BNs for particular tasks studied in the
BN-related survey by Babakov et al. (2025). This
initially resulted in 163 CGs. The main criteria
for including certain CG into the benchmark was
the feasibility of obtaining the correct structure of
CG and its metadata. The main obstacle was the
absence of the runnable file associated with the pa-
pers. We located only 19 CGs with the runnable
file (i.e. CG had the files in one of the popular for-
mats, such as bif, net, etc., so we can load it directly
on our machine), 14 of which come from bnlearn
website. The other CGs were presented visually in
the papers, so the extraction of the structure from
them was possible only by visual studying of the
presented CG scheme. Thus, we considered only
medium-sized CGs (as a rule, no more than 20
nodes) to make such extraction possible and less
prone to mistakes. The CG selection diagram and
the list of all included CGs are shown in Appendix
Figure 5 and Table 8 correspondingly.

To make each CG suitable for the task of CGD,
we collected comprehensive metadata. The meta-

2bnlearn.com
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bnlearn.com

Causal Graph

[ CausalGraphBench entry example ]

CG Idea: modeling the causal relationships for
diagnosing respiratory diseases
Knowledge area: respiratory diseases, epidemiology
Nodes dict: {Pollution: "High pollution in the patient
inhabitat", "Cancer": "Patient has lung cancer", ... }

Paper assosiated with
Causal Graph

|

LLM-driven extraction

----- )[ Structure:[ [Pollution, Cancer], [Cancer, XRay], ...] ](-—-

.
Visual extraction from *

paper schemes

Figure 2: Example of creation of benchmark entry in CausalGraphBench. The node names of CG together with the
corresponding paper’s content are shown to GPT-40, which is queried to extract the key metadata describing the CG:
the general idea of a CG, knowledge area, and nodes dictionary. The structure of the graph is extracted either from
the CG file or if unavailable manually from the paper’s content.

data includes the following: CG idea, which de-
scribes the primary context or problem modelled
by the CG (e.g., diagnosing respiratory diseases);
Knowledge Area, specifying the broader domain
the CG belongs to, such as epidemiology or respira-
tory diseases; Nodes Description, a dictionary that
maps the node names as they are represented in
the original CG to unambiguously defined names;
and Graph Structure, which lists the directed edges
between nodes that define the causal relationships.

Lacking in-depth expertise in the domains of
most CGs included in the benchmark, we relied on
an LLM (OpenAI GPT-40) and available CG infor-
mation to extract the CG idea, knowledge area, and
nodes dictionary. Providing all available informa-
tion about the necessary CG (names of the nodes
and the content of the paper describing this CG),
we consecutively prompted LLM to extract each
part of the metadata (i.e. one prompt for CG idea,
another prompt for knowledge area, and the last
one for nodes dictionary). The exact structure of
CG was either taken from the CG file associated
with the paper or constructed manually according
to the scheme of CG. Figure 2 shows the scheme
of metadata extraction and the example of the re-
sulting entry. The exact prompts and an example
of the extracted metadata are shown in Appendix B
and C correspondingly.

3.3 Data statistics

Table 1 presents the statistics of the collected bench-
mark. Of the 35 CGs included, 14 were obtained
from publicly available repositories, while 21 were
sourced from academic papers. Publicly available
CGs are generally larger, with a median of 42
nodes and 59 edges, compared to 14 nodes and
17 edges for CGs from papers. This difference
arises because papers rarely provide runnable CG

Publicly From All
available papers
CGs count 14 21 35
Nodes count, | 42 14 16
median
Edges count, | 59 17 21
median

Table 1: Collected benchmark statistics

12
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Figure 3: Histogram of the number of nodes in the BNs’
Causal Graphs included in the CausalGraphBench.

files (Babakov et al., 2025), often requiring the
structure to be manually extracted from graphical
representations. Such tasks are typically only feasi-
ble for smaller graphs.

Figure 3 illustrates the distribution of the number
of nodes in the benchmark. Most CGs have fewer
than 50 nodes, with only a few outliers exceeding
200 nodes.

4 Experimental setup

4.1 Causal Graph discovery methods

In our experiments, all methods have the same stan-
dardised information about each CG, as defined
in the benchmark. This includes the CG idea, the
knowledge area, and the nodes dictionary - a list of
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node names mapped to their clarified form to avoid
ambiguity. Each query to the LLM is constructed
using this information to ensure fairness across the
methods.

The baseline method involves a single query to
the LLM, asking it to generate a list of edges that
form the CG. No further guidance or additional
instructions are provided to refine the output. The
harn method (named by the corresponding paper’s
title), derived from (Ban et al., 2023b), builds upon
the baseline approach by incorporating an addi-
tional step. After generating the initial structure in
the first query, the LLM is asked to evaluate the
generated edges and remove those deemed incor-
rect.

The pair method queries the LLM for each pos-
sible pair of nodes in the BN, asking whether a
causal relationship exists between them. Similarly,
the triplet method (Vashishtha et al., 2023) extends
this approach by querying all possible triplets of
nodes. For each triplet, the LLM is expected to gen-
erate the subgraph that includes the corresponding
nodes or indicate if any nodes are isolated due to
a lack of causal relationships. These methods are
resource-intensive; for a CG with IV nodes, the pair
method requires () = W queries, while
the triplet method requires (gf ) = N'(N+)'(N_2)
queries. Due to this computational cost, we restrict
experiments with these methods to CGs containing
no more than 10 nodes.

The efficient method (Jiralerspong et al., 2024)
constructs the Causal Graph by iteratively expand-
ing and inserting causal relationships. The first
query extracts the nodes identified as independent.
Then, the method prompts the LLM to generate
the set of variables causally affected by the current
node, gradually building the graph. Each expan-
sion query includes the cumulative graph struc-
ture from previous steps, ensuring consistency. For
each predicted edge, a cycle-check is performed be-
fore adding it to the graph, preserving the directed
acyclic nature of a CG. Although this approach
is significantly more efficient than the pair and
triplet methods, requiring only O(N') queries, the
accumulation of results in successive queries can
become computationally demanding. To balance
efficiency and feasibility, we apply this method
only to CGs with up to 50 nodes.

The delphi method (Babakov et al., 2024) lever-

ages multiple “LLM-experts”, each tailored to the
knowledge area of the CG, to collaboratively con-

struct the Causal Graph. The profiles for these
experts are specifically generated to align with the
required knowledge domain, ensuring their exper-
tise is relevant to the task. In our setup, we select
three experts as a hyperparameter. Each expert
is queried with two consecutive prompts: first, to
think step-by-step about the causal relationships
between all nodes in the CG, and second, to organ-
ise the identified relationships into a valid JSON
format. The final CG is formed by majority voting,
where an edge is included if the majority of experts
agree on its existence. Additionally, the method
incorporates further queries to check for and pre-
vent cycles in the graph, ensuring it remains a valid
DAG.

The finetune method involves fine-tuning LL.Ms
specifically for the task of CGD. The prompts
are prepared in a manner similar to the baseline
method, where the input includes essential CG in-
formation, and the expected output is a correct CG.
For each CG, a separate model is trained using the
remaining CGs as training and validation data, with
an 80-20% split stratified by the number of nodes.
The detailed fine-tuning setup for each LLM will be
presented alongside the descriptions of the LL.Ms
engaged in the experiments.

Most methods included in the experiments are
taken from the literature search (harn, triplet, ef-
ficient, delphi). The pairwise method could be re-
ferred to many papers discussed in Section 2, most
of which rely on a similar exhaustive setup. Fine-
tune and baseline methods are taken just relying on
common knowledge of performing the experiments
with benchmarks. The examples of the prompts
related to all described methods are available in
Appendix D.

4.2 Language models

In our experiments, we utilize one proprietary
LLM, GPT-40, and two open-sourced models:
Llama-3.3-70B-Instruct (Llama-3.3)3 and Llama-
3.1-8B-Instruct (Llama-3.1)*.

GPT-40 is fine-tuned using OpenAI’s propri-
etary tuning features. For Llama-3.1, we apply
the LoRA (Hu et al., 2021) method with rank equal
to 8 and scaling factor equal to 32. Due to resource
constraints, we do not fine-tune Llama-3.3.

*huggingface.co/meta-llama/Llama-3.3-70B-Instruct
*huggingface.co/meta-llama/Llama-3.1-8B-Instruct
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4.3 Evaluation

We assess the quality of the Causal Graphs gener-
ated by the LLLMs using several evaluation metrics.
The main metric is Structural Hamming Distance
(SHD), a widely used measure for evaluating graph
discovery algorithms (Tsamardinos et al., 2000).
Lower SHD values indicate higher-quality graphs.
SHD is calculated as the total number of opera-
tions—addition, removal, or reversal of edge di-
rections—required to transform the learned graph
into the target graph. Incorrectly oriented edges,
where the cause and effect are reversed, are pe-
nalised as two errors. To make comparisons more
meaningful across CGs of varying sizes, we report
the SHD normalised by the edges count in the ac-
tual CG. We used causal discovery toolbox> for
SHD calculations. For a more detailed analysis
of selected cases, we use two additional metrics:
false positives (FP), representing extra edges in the
learned graph that need to be removed, and false
negatives (FN), indicating missing edges that must
be added to match the real graph structure. We
also normalise FP and FN by true edge count in the
corresponding CG.

4.4 Contamination

Even though LLMs demonstrate impressive perfor-
mance on various causal tasks (Tu et al., 2023), it
is crucial to understand their limitations (Tamkin
et al., 2021). In the context of CGD, knowledge
about the CG structure of certain CGs may have
been acquired by an LLM during its training, lead-
ing to data contamination and an artificial improve-
ment in task performance (Sainz et al., 2023).

To address this, we employ the technique pro-
posed in Babakov et al. (2024), which provides a
straightforward approach for assessing contamina-
tion. First, we prompt the target LLM to generate
the list of nodes contained in the CG just based
on the CG source (website and/or paper). If the
risk of contamination appears high—specifically, if
the number of generated nodes is close to or equal
to the actual number of nodes in the BN, and the
recall is close to 1—we further prompt the target
LLM to construct the structure of the CG using the
generated nodes. The exact prompts used for this
task are detailed in the Appendix E.

methods GPT-4o | Llama-3.3 | Llama-3.1
up to 10 nodes in CG
pair 1.67 1.64 1.76
triplet 2.02 2.08 1.87
efficient 1.16 1.05 1.59
baseline 0.65 0.81 1.68
harn 0.66 0.79 1.11
delphi 0.80 0.98 0.70
finetune 0.64 0.80
up to 50 nodes in CG
efficient 1.66 1.72 2.52
baseline 0.96 1.11 2.28
harn 0.93 1.17 1.32
delphi 1.07 1.18 1.09
finetune 1.02 1.5
all CGs

baseline 1.0 1.14 2.21
harn 0.96 1.22 1.29
delphi 1.06 1.17 1.09
finetune 1.10 1.43

Table 2: Results of the experiments represented as SHD
normalized by the real edge count. The underscored
values indicate the method with the lowest mean SHD
for each LLM within a given CG size category (i.e. the
underscore is applicable for one column within a certain
CG size box), as well as any methods for which the
Tukey HSD test determined no statistically significant
difference from the method with the lowest SHD.

5 Results

5.1 Causal Graph discovery

The results of the experiments are presented in two
tables. Table 2 reports the SHD averaged across
all benchmark CGs, for each method and engaged
LLM. Table 3 provides a more detailed analysis of
the methods used with the best-performing GPT-4o.
Both tables are divided into three parts based on CG
size: up to 10 nodes, up to 50 nodes, and all CGs.
This division reflects the varying applicability of
methods to different scopes. Specifically, the pair
and triplet methods are applied only to CGs with up
to 10 nodes, while the efficient method is used for
CGs with up to 10 and 50 nodes. All other methods
are applied across the full set of CGs. To study
the statistical significance of the SHD difference
in certain scope (i.e. for the methods used with
given LLM within given CGs size) we first use
the ANOVA test to check whether the group has

5https: //github.com/ElementAI/causal_
discovery_toolbox
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Figure 4: SHD normalized by edges count related to the
number of edges in a CG.

at least one value that is statistically different from
others, and if the p-value was less than 0.05 we also
run Tukey HSD test to clarify which exact value is
different.

The results indicate that the pair, triplet, and
efficient methods performed worse than other ap-
proaches within their respective CG size scopes. In
the evaluation across all CGs, all engaged meth-
ods showed similar performance for GPT-40 and
Llama-3.3, with ANOVA tests returning p-values
of 0.51 and 0.81, respectively, indicating no statis-
tically significant differences between the methods
in these scopes. For Llama-3.1, while the base-
line method showed a statistically significant differ-
ence from others, all other methods performed sim-
ilarly, with no statistically significant differences
observed in pairwise comparisons using the Tukey
HSD test.

Table 3 highlights the shortcomings of the pair
and triplet methods for GPT-40, with FP being
notably high at 1.49 and 2.04, respectively. In
contrast, the FP rates for other methods remain
below 0.61. Similarly, the FP rate for the efficient is
significantly higher at 1.03, while all other methods
maintain FP rates below 0.52.

Finally, Figure 4 illustrates the dynamics of SHD
as a function of the number of nodes in a CG for
different methods using GPT-40. The visualization
aligns with the previous analysis, showing that the
pair and triplet methods yield significantly higher
SHD values within their experimental scope (CGs
with up to 10 nodes). Similarly, the efficient method
produces higher SHD compared to other methods
within its scope (CGs with up to 50 nodes). The
observed trend suggests that extending these meth-

FP/edg | FN/edg | SHD/ed
methods upgto 10 nodges‘ in CG :
pair 1.49 0.18 1.67
triplet 2.04 0.1 2.02
efficient | 0.61 0.58 1.16
baseline | 0.26 0.39 0.65
harn 0.29 0.37 0.66
delphi 0.44 0.36 0.8
finetune | 0.36 0.29 0.64

up to 50 nodes in CG
efficient | 1.03 0.65 1.66
baseline | 0.33 0.64 0.96
harn 0.33 0.6 0.93
delphi 0.47 0.6 1.07
finetune | 0.52 0.5 1.02
all CGs
baseline | 0.33 0.68 1.0
harn 0.31 0.65 0.96
delphi 0.41 0.65 1.06
finetune | 0.56 0.56 1.1

Table 3: Detailed information about the performance
of engaged methods with GPT-40. FP/edg and FN/edg
correspond to false positive and false negative edges
count normalized by the true number of edges in the
extracted Causal Graphs

GPT- Llama- Llama-
BN | True# | o 33 3.1

# | Rec | # | Rec | # | Rec
cancer | 5 5 1.0 |5 1.0 202
asiam | 7 8 |10 |9 |10 |2]0.14
alarm | 37 351095(81(027|1]0.0

Table 4: The results of data contamination experiments
on the CG nodes level. # and Rec indicate the number
of nodes and Recall correspondingly.

ods to larger CGs is unlikely to result in improved
outcomes, given their current limitations. In con-
trast, for the other methods, SHD values remain
relatively stable even as CG size increases.

5.2 Contamination

The results of the data contamination experiments
are presented in Table 4, which highlights cases
where contamination was clearly identified. The
complete results for all CGs and LLMs are pro-
vided in Appendix Table 9. For each CG, we re-
port the number of nodes generated by the LLM in
terms of the contamination evaluation defined and
the recall of these nodes relative to the real nodes
in the CG.
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LLM CG True | Gen | F- SHD
edges | edges| score
GPT-40 asiam | 8 4 0.81 | 0.5
GPT-40 cancer | 4 4 1.0 0.0
GPT-40 alarm | 46 46 063 | 143
Llama-3.3 | asiam | 8 4 0.81 | 0.5
Llama-3.3 | cancer | 4 4 1.0 0.0

Table 5: The results of data contamination experiments
on the CG edges level.

LLMs GPT-4o Llama-3.3
# nodes 0-10 | 35-55 0-10
contaminated 0.06 | 143 0.06
non-contaminated | 0.8 0.98 0.99

Table 6: Effect of data contamination reported with
SHD yield by baseline method for the CGs within the
same number of nodes with and without evidence of
data contamination for corresponding LLM.

A CG is considered to be at high risk of con-
tamination for a specific LLM if the number of
generated nodes is close to the real number and
if at the same time, the meaning of the generated
nodes correspond to the majority of the real nodes.
Thus, we select the following thresholds: less than
15% deviation from the actual number of nodes in
the CG, and a recall of more than 0.85.

In Table 4, we observe that the cancer and
asiam® CGs are known to both GPT-40 and
Llama-3.3. Additionally, GPT-40 has also clearly
encountered the alarm CG during its training.

Table 5 shows the experiments of prompting
LLM:s to generated the exact structure of the CGs
which are counted as high risk of contamination.
The results confirm the contamination of the can-
cer CG for both LLLMs, as the generated structures
closely match the real one. The asiam CG is also
likely known to both LLMs, albeit with a slightly
higher number of structural inaccuracies compared
to cancer. In the case of alarm, although GPT-40
has seen the CG during training, it has not success-
fully learned its structure, as the generated graph
deviates significantly from the actual one.

Even though several CGs were identified as con-
taminated, the critical question is whether this con-
tamination significantly affects the performance of
the engaged methods using these LLMs. To ad-
dress this, Table 6 compares the SHD produced

Widely-known ASIA network (Lauritzen and Spiegelhal-
ter, 1988) without “either” node.

by the baseline method with GPT-40 for CGs with
and without evidence of contamination, grouped by
size. The baseline method was chosen because it is
conceptually closest to the setup used for contam-
ination checks, with a slight modification: while
the contamination check required recreating nodes
and edges based only on source references, the
baseline method includes only CG idea, knowl-
edge area, and clarified node names, which differ
slightly from those in the source.

The results show that for small CGs (up to 10
nodes), contamination has a noticeable effect on
performance - both LLMs applied to contaminated
CGs resulted in significantly lower SHD compared
with non-contaminated ones. However, for larger
CGs, contamination appears to have no substantial
impact, because SHD for the alarm CG with GPT-
4o is even higher than that for other CGs of similar
size.

6 Discussion

Our benchmark enabled the first direct comparison
of numerous LLM-based CGD methods, providing
for the first time a standardized evaluation frame-
work that was previously lacking in this scientific
area. This allows for a more objective assessment
of different approaches under the same conditions.
In this section, we analyze the results of the ex-
periments, explore the challenges associated with
applying specific LLMs and methods, and extract
key insights gained from this unified comparison.

The task of CGD proves to be demanding in
terms of LLM capabilities, as evidenced by the con-
sistent decline in performance with smaller LLMs,
regardless of the method applied. Additionally,
the more complex the method, the higher the re-
quirements for LLM capabilities, particularly in
scenarios where the queries to the LLM depend on
the accurate parsing of results from previous calls.

In our experiments, this limitation became appar-
ent when using L1ama-3.1 with methods like harn.
After the revision step, the method expects the
list of edges in a format that can be automatically
processed to remove incorrect edges. However,
Llama-3.1 frequently failed to generate outputs in
the required format, leading to parsing errors and
hindering further automation.

Even less complex methods that require a high
number of queries, such as pair and triplet, pre-
sented challenges with L1ama-3.1. Although the
expected output for each query is relatively sim-
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ple (a small JSON), L1ama-3.1 often produced an
incorrect form of JSON, necessitating manual in-
tervention to fix the results.

Another key insight is that methods relying on
exhaustive querying of all possible combinations
of nodes, such as triplet and pair, along with the
slightly less demanding but still query-intensive
efficient method, tend to be ineffective despite their
intuitive appeal. Their performance is consistently
worse than that of other methods. The most likely
explanation for this underperformance is that ask-
ing the LLM overly specific questions about a lim-
ited number of nodes may lead it to “overthink” the
importance of causal links between those nodes,
ignoring the global causal context of the target CG.
This hyper-focus on isolated relationships results in
outputs that are less aligned with the overall struc-
ture of the CG, ultimately reducing the accuracy
and utility of these methods.

Methods that utilize all nodes of a CG within
a single query (baseline, harn, delphi, and fine-
tune) consistently demonstrate significantly better
performance than query-intensive methods. While
SHD values fluctuate across methods, statistical sig-
nificance tests indicate no meaningful differences
exist between them. This suggests that providing
all nodes at once is an effective strategy for CGD.
Furthermore, this indicates that complex querying
schemes may be unnecessary. Simple approaches,
such as a single prompt baseline or two prompts
harn achieve comparable performance to more in-
tricate methods like delphi, which requires multiple
calls to different LLM-experts before merging their
outputs into a final CG.

Fine-tuning LLMs for the CGD task performs on
par with the best methods but does not surpass them.
Since the finetune method essentially replicates
the baseline with additional training on limited
CGD-specific data, this result suggests the need
for more extensive and diverse training data. In
our training data preparation, we used only one
target sequence for the generated CG. However,
generating the correct list of edges in any sequence
is acceptable for CGD tasks. Addressing this in
future data preparation could further enhance the
fine-tuning process.

A common challenge across all methods and
LLMs is that performance deteriorates as the size
of the CG increases. For larger graphs, SHD ap-
proaches 1 even for the best-performing methods,
indicating that errors scale with the number of
nodes and edges. Furthermore, we encountered

an issue where even large LLMs like GPT-40 and
Llama-3. 3, struggled to generate a complete list of
edges when dealing with a large number of nodes
because of the limit of the generated tokens. This
suggests that LLM-driven CGD is best suited for
graphs with limited nodes.

Our results also show that, even though CGs are
rarely explicitly described in training data (because
of their graphical nature), some LLMs have clearly
encountered certain CGs during pre-training. This
highlights the need for preliminary contamination
checks for each CG and LLM pair before conduct-
ing experiments. If contamination is detected, the
affected CG could be excluded from further experi-
ments with that LLM, or alternatively, node names
could be paraphrased to reduce the likelihood of
contamination. However, paraphrasing node names
introduces a risk of altering their semantic mean-
ing, which may compromise the fairness of the
evaluation by providing the LLM with corrupted
information about the nodes forming a CG.

7 Future work

Our current experiments evaluate LLM-based meth-
ods using only the names of CG nodes, without
incorporating the underlying data or comparing re-
sults to classical structure learning algorithms. In
future work, we plan to extend the benchmark by
including experiments with traditional data-driven
causal discovery methods, as well as hybrid ap-
proaches that combine LLM-driven and data-driven
techniques. This will provide a more comprehen-
sive assessment of the relative strengths and weak-
nesses of LLMs in causal graph discovery and
help clarify their utility alongside established ap-
proaches.

Additionally, our evaluation focused primarily
on GPT-40 and Llama-series models. Exploring a
broader range of language models, including both
proprietary and open-source variants, in future stud-
ies could provide a more robust and generalizable
understanding of LLM capabilities in causal graph
discovery.

8 Conclusion

In this paper, we introduced CausalGraphBench,
a benchmark specifically designed to evaluate
the capabilities of LLMs in constructing Causal
Graphs. The benchmark consists of 35 Causal
Graphs sourced from publicly available reposito-
ries and academic papers, accompanied by detailed
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metadata to facilitate systematic evaluation. Our
results demonstrate that the benchmark provides
a valuable framework for assessing LLM-driven
Causal Graph Discovery methods, enabling a di-
rect comparison of numerous approaches under
standardized conditions—a comparison that, to
our knowledge, had not been conducted before.
We assessed several diverse methods using this
benchmark, ranging from simple single-query ap-
proaches to more complex, multi-step, and query-
intensive methods. Additionally, we explored the
effects of data contamination on the performance
of the models, further validating the benchmark as
a helpful tool for advancing research in this area.

Our results reveal several key insights. Meth-
ods that leverage all nodes of the Causal Graph in
a single query demonstrate superior performance,
particularly when they incorporate iterative refine-
ment or rely on minimal query complexity. By
contrast, methods that perform exhaustive queries,
such as evaluating all node pairs or triplets, tend to
underperform, likely due to over-focusing on local
relationships at the expense of the broader graph
context. Across all methods and LLMs, perfor-
mance decreased as graph size increased, empha-
sizing scalability as a persistent challenge. Future
research could focus on scalable solutions, such as
processing smaller graph clusters sequentially and
merging results.

Limitations

Our study has certain limitations that should be
acknowledged. First, we used a basic implemen-
tation of the pairwise querying method without
incorporating additional techniques proposed in
various papers, which might affect its comparative
performance. Second, there is a slight possibility
of errors or misunderstandings in our reproduction
of methods from other researchers, despite our best
efforts to remain faithful to their descriptions.

To address these limitations and foster further re-
search, we will make the benchmark available. This
will enable future Causal Graph Discovery methods
to be applied to our benchmark, evaluated using
standardized tools, and their results integrated into
the public metrics table, ensuring transparency and
facilitating the continued development of this field.

Moreover, as part of our benchmark construction,
a significant number of causal graphs were man-
ually extracted from figures in academic papers.
This reliance on visually available graphs may in-

troduce some degree of selection bias, which could
affect the representativeness of the benchmark and,
consequently, the generalizability of the results.
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paper /| Ban Babakov | Jiralerspong | Vashishtha | Long Cohrs Darvariu | Zhou
CG et al.|et al. | et al. | et al.{et al|et al. | et al. | et al.
(2023b) | (2024) (2024) (2023) (2023b) | (2024) (2024) (2024)

cancer v v v v v
burglary v
v

asia

earthquake
child
alarm

NNN

NN

insurance

water

mildew

sachs

NSNS NNYN S

barley
hailfinder
pathfinder
andes
diabetes

munin

NNYNNNY (NNSN

NNNNNNN

hepar2

survey

N
NNN

win95

coma

covid

agro

sperm

screen

sids
apple
urinary

NNNNNNNYN

spurious

bk-spv
nao-dk
neuropatic v v v
alcohol
obesity v

N OINNYN

Table 7: Overview of the CGs used in the different papers introducing the LLMs application for Causal Graph
construction.
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CG name Source # nodes | # edges | Pub.
avail
agro (Baudrit et al., 2022) 6 10 X
stroke (Oliveira et al., 2022) 6 7 X
attack_failure (Chockalingam et al., 2019) 8 7 X
aircraft_vulnerability (Xiaoyong et al., 2021) 8 7 X
sperm_criminal (Samie et al., 2022) 9 11 X
bridge (Panopoulos et al., 2021) 9 13 X
carbon_risks (Nolan et al., 2019) 10 16 X
response_in_fire (Ramli et al., 2021) 11 12 X
food_safety (Wahyuni et al., 2019) 12 11 X
glucose_control (Neves et al., 2021) 14 18 X
train_disruption (Pradiawati et al., 2019) 14 15 X
investment (Lytvynenko et al., 2020) 15 22 X
river_status (Molina-Navarro et al., 2020) 15 25 X
screen_out (Zio et al., 2022) 16 21 X
sids (Hamayasu et al., 2022) 17 27 X
construction_productivity | (Khanh et al., 2022) 18 19 X
soldier_threat (Zhang et al., 2021) 18 17 X
additive_manufacturing | (Jing et al., 2021) 24 34 X
apple (Sottocornola et al., 2023) 29 62 X
urinary (Ramsay et al., 2022) 36 107 X
coal_gasifier_risk (Liu et al., 2022) 39 39 X
cancer bnlearn 5 4 v
coma bayesfusion 5 5 v
asiam bnlearn, (Lauritzen and Spiegel- 7 8 v
halter, 1988)
sachs bnlearn 11 17 v
covid bayesfusion 20 26 v
insurance bnlearn 27 52 v
alarm bnlearn 37 46 v
ecoli70 bnlearn 46 70 |V
barley bnlearn 48 84 v
hailfinder bnlearn 56 66 |V
hepar2 bnlearn 70 123 v
win95pts bnlearn 76 112 v
munin bnlearn 186 273 v
neuro bnlearn 222 770 |V

Table 8: Full list of the CGs forming the CausalGraphBench.
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- bnlearn
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CG runnable file unavailable
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119 CGs skipped due
to exessive CG size

(more than 20 nodes)

A 4
16 CG structures
extracted manually
relying on the
schemes in papers

19 CGs structures
obtained from
runnable files

Figure 5: The diagram of the selection of CGs for the benchmark.

B Metadata extraction process for Causal Graphs description

B.1 System message

Consider the following paper describing the Bayesian Network title of the paper.

The paper’s content: paper content

The node names of the Causal Graph of the presented Bayesian Network is: list of names of the nodes
and their corresponding states (if applicable)

B.2 Prompt for “CG idea”

Describe the purpose of the Bayesian Network presented in the paper. Describe it in 2-3 sentences.

B.3 Prompt for ‘“Knowledge area”

Describe the area of knowledge necessary to understand the paper (only domain areas are needed, without
probability theory etc.). Just list the topics separated by a comma.

B.4 Prompt for “Nodes dict”

Consider the node names of the Causal Graph of the presented Bayesian Network: list of names of the
nodes and their corresponding states (if applicable)

Your task is to understand the real meaning of each variable according to their possible values, and
explain them in order.

Return the JSON dictionary of form “original node name” : “clarified node name”

C Example of the extracted metadata

In this section, we provide an example of the full metadata extracted from the paper describing the bridge
CG (Panopoulos et al., 2021).

CG idea: The Bayesian Network (BN) described is used to estimate bridge characteristics in the early
stages of road design projects. It leverages available situational information (e.g., span length, number of
spans) to predict key design elements of bridges, such as bridge type, cross-section, and superstructure
depth. This method allows decision-makers to quickly and reliably predict bridge features with limited
initial data, improving the accuracy and efficiency of early project planning

Knowledge area: Civil engineering, bridge design, infrastructure planning, construction management,
road design, structural engineering, transportation infrastructure.

Nodes dictionary:

“Bridge_length”: “Bridge total length”, “Span_No”: “Number of spans”, “Underneath”: “Object
under bridge”, “Pier_height”: “Height of piers”, “Operation”: “Bridge function”, “Max_span_length”:
“Maximum span length”, “Bridge_type”: “Type of bridge”, “Cross_section_depth”: “Depth of cross-
section”, “Cross_section_type”: “Type of cross-section”

Structure:
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[ "Bridge_length", "Pier_height" ], [ "Bridge_length", "Underneath" ], [ "Bridge_length", "Span_No" ],
[ "Bridge_length", "Max_span_length" ], [ "Bridge_length", "Cross_section_type" |, [ "Span_No", "Under-
neath" ], [ "Span_No", "Bridge_type" ], [ "Span_No", "Max_span_length" ], [ "Underneath", "Pier_height"
], [ "Underneath", "Operation" ], [ "Max_span_length", "Bridge_type" ], [ "Max_span_length",
"Cross_section_depth" ], [ "Bridge_type", "Cross_section_type" ]

Source: "paper": "Using Bayesian networks to estimate bridge characteristics in early road designs"

D Causal discovery methods

D.1 Prompt of “baseline’’ method

You are an expert on knowledge area. You are constructing the Bayesian Network aimed to fulfill the
following task: CG idea. To construct the Bayesian Network you need to investigate the cause-and-effect
relationships between the following variables in your area of expertise: clarified node names. Based
on the meaning of variables, analyze the cause-and-effect relationships between them. Please give the
results as a directed graph network. Make sure that each edge represent a direct causality between the two
variables.

Return valid JSON-Iist of the following format:

from node (A), to node(B), # (meaning that there is a direct causal effect from node A to node B)

from node (F), to node(E)) # (meaning that there is a direct causal effect from node F to node E)

Obligatory return just list of node pairs representing causal relations, no dictionaries or other formats

D.2 Prompt of “harn” method (used after “Baseline’’ prompt)

Based on your explanation, check whether the following causal relations are correct, and give the reasons.
(Recall that the notation "[’Node A’, ’Node B’]" means that there is direct causal effect of Node A to
Node B): causal structure from the baseline prompt

Return valid JSON that will contain only invalid causal statements in the following format:

’from node (A)’, ’to node(B)’: "Explanation why there is NO causal effect from node A to node B ...

If you consider all causal statements to be correct, return an empty JSON.

D.3 Prompt of “pair”’ method

You are an expert on knowledge area. You are constructing the Causal Graph aimed to fulfill the following
task: CG idea.

Consider the following factors related to the task of the Causal Graph which can have various causal
effects on each other. factor A

factor B

There are three possible relationships between factor A and factor B:

A. Changing the value of factor A will cause a change in factor B. B. Changing the value of factor B
will cause a change in factor A. C. There is no causal relationship between factor A and factor B.

Think step by step. Then, provide your final answer (variable names only) in the form of a valid
JSON-Iist of the following format: ““‘json

factor A, factor B meaning that there is a direct causal effect from node factor A to factor B

factor B, factor A meaning that there is a direct causal effect from factor B to node factor A

[| meaning that there is no direct causal effect between the two nodes

You must return only one of the three options. Return obligatory list (not other data structures) and
keep the naming of the variables as in the input data.

D.4 Prompt of “triplet” method

You are an expert on knowledge area. You are constructing the Causal Graph aimed to fulfill the following
task: CG idea.

Identify the causal relationships between the given variables and create a directed acyclic graph.
Make sure to give a reasoning for your answer and then output the directed graph in the form of a
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list of tuples, where each tuple is a directed edge. The desired output should be in the following form:
[("A”,”B”],(”B”,” C"]] where first tuple represents a directed edge from Node "A" to Node "B", second
tuple represents a directed edge from Node "B" to Node "C"and so on. If a node should not form any
causal relationship with other nodes, then you can add it as an isolated node of the graph by adding it
seperately. For example, if "C" should be an isolated node in a graph with nodes "A", "B", "C", then the
final DAG representation should be like [(” A”,” B”], [”C”]]. Use the description about the node provided
with the nodes in brackets to form a better decision about the causal direction orientation between the
nodes.

Example: Input: Nodes: [?A”,” B”,”C”]; Return a valid JSON of the following format: Output:
[[7A”,”B”],(”B”,”C”]] meaning that A causes B and B causes C

[[7A”,” B”],[”C”]] meaning that A causes B and C is an isolated node
[[?A”,”C”],[’B”,”C”]] meaning that A causes C and B causes C
sub

D.5 Prompts of “efficient” method

Querying independent nodes

You are an expert on knowledge area. You are constructing the Causal Graph aimed to fulfill the
following task: CG idea.

The following factors are key variables related to the task of the Causal Graph which have various
causal effects on each other. Our goal is to construct a Causal Graph between these variables: clarified
node names

Now you are going to use the data to construct a Causal Graph. You will start with identifying the
variable(s) that are unaffected by any other variables. Think step by step.

Then, provide your final answer (variable names only) as valid JSON-list of the following format:
[node(A), node(B),...]

Querying the rest of nodes

Given that the following varibales <list of independent nodes> are not affected by any other variable
and the following causal relationships (in the form [node(A), node(B)], meaning that there is a direct
causal effect from node to node A to node B) have been identified: previously collected structure.

Select the variables that are caused by <current node>. The variables that can be caused by <current
node> are potentially caused nodes.

Think step by step. Then, provide your final answer (variable names only) in the form of valid JSON-list
of the following format: [[*nodeA”,”nodeB”],["nodeB”,” nodeC”]...]

If you believe that there are no variables caused by <current node>, return an empty JSON-list. ]

D.6 Prompts of “delphi”’ method
D.6.1 Facilitator prompts

System message

We are going to collect a Bayesian Network using a special communication protocol. The protocol
is based on the paper "BARD: A Structured Technique for Group Elicitation of Bayesian Networks
to Support Analytic Reasoning". It assumes that several specialists possess the necessary skills in the
Bayesian Networks problem domain, and respond to our questions independently. Then we match their
responses and help them to discuss the answers in an anonymous mode if any disagreements are found
until a collective agreement is achieved.

First prompt requesting to think about possible profiles of the experts

We are going to collect a Bayesian network that requires some knowledge about knowledge area Here is
the general idea of the Bayesian Network: CG idea. We will use another Large Language Model as experts.
We will need 9 profiles of the experts that will be used to initialize the system message of the Language
Model. The profiles must be as diverse as possible but at the same time, they must jointly possess all
necessary knowledge to fulfill the task of knowledge elicitation for Bayesian Network collection. Think
step-by-step what are the main qualities such experts should possess.
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Second prompt requesting to generate a valid JSON with the profiles of the experts

Now please propose to me 9 profiles of the experts that will be used to initialize the system message of
the Language Model. Turn your answer into JSON of the following form. Obligatory use such json from
and do not include any side comments “‘json {"expert_1": "textual description of expert" (simply copy
paste the details you used in the previous reply), "expert_2": "textual description of expert"(simply copy
paste the details you used in the previous reply), "expert_3": "textual description of expert" (simply copy

paste the details you used in the previous reply) ... } ¢

D.6.2 LLM expert prompts

System message

You will generate a predictive model using a specialized communication protocol. Assume the presence
of multiple specialists possessing the required skills in the designated problem domain. Each specialist
responds independently to our questions. Provide input as an expert with the following profile: profile of
the expert.

First prompt demonstrating the list of explicit names of the CG nodes and requesting to reason
about possible causal relations between them.

Consider the factors associated with the predictive model, represented by the list of nodes:/ist of explicit
names of CG nodes. Now, analyze the relationships between these factors.

There are three possible types of relations:

* Factor A directly affects Factor B
* Factor B directly affects Factor A
* No direct effect between the two factors

Please systematically evaluate the interconnections between the specified factors, focusing only on
significant relations

Second prompt requesting to summarize the generated causal relationships into a valid JSON

Summarize your thoughts in valid JSON format based on the relationships between the specified factors:
list of explicit names of CG nodes. Use the following format to indicate connections between factors A
and B: [(factor A, factor B)] (indicating that A directly affects B). Obligatorily keep the original names of
the specified factors, do not change any letter from them. Provide only the valid JSON representation
without additional discussion, following this structure:

[ [factor A, factor B], (meaning the factor A directly affects factor B)

[factor C, factor E], (meaning the factor C directly affects factor E)

[factor D, factor H], (meaning the factor D directly affects factor H)

..... [factor .., factor ...]]

E Prompts for assessing the contamination

E.1 Node generation prompt

Generate a list of nodes in the Bayesian Network discussed in paper "paper" and also available on
website. The Bayesian Network is designed for CG idea. It is related to the following areas of knowledge:
knowledge areas. Provide details on each node and its role within the network structure. Return JSON of

n,on

form "node_name": "meaning of the node in the Bayesian Network"

E.2 Structure generation prompt

Now retrieve the edges connecting the previously mentioned nodes in the Bayesian Network described in
paper". Express the network structure using the ’A->B’ notation, indicating the presence of an edge from
node A to node B in the Bayesian Network. Return JSON of form

[from_node (A), to_node (B)], [from_node, to_node], ...

Node matching prompt (for GPT-40)

This is the list of nodes in the Bayesian Network and their corresponding meaning
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GPT-40 | Llama-3.3 | Llama-3.1
BN Trueit # | Rec | # | Rec # Rec
coma 5 17 1 04 17 |1 04 1 0.2
cancer 5 5 1.0 |5 1.0 2 0.2
stroke 6 17 1 0.83 | 14 | 0.67 |2 0.17
agro 6 11 | 0.67 | 12 | 0.33 143 | 0.5
asiam 7 8 |10 |9 |1.0 2 0.14
attack_failure 8 15102519012 |1 0.0
aircraft_vulnerability 8 15| 0.0 14 | 0.12 11 0.12
bridge 9 11 | 056 | 11 | 044 |2 0.11
sperm_criminal 9 101 0.0 |20]033 | 106 | 0.22
carbon_risks 10 121 0.5 12 1 0.9 1 0.0
sachs 11 13 /1.0 |10]0.82 |2 0.0
response_in_fire 11 11 |1 0.55 | 10 | 0.55 25 | 0.27
food_safety 12 10 | 0.5 13 10.67 |62 |0.17
glucose_control 14 151 0.5 11 | 0.36 1 0.07
train_disruption 14 13 | 0.0 13 ] 0.14 17 0.14
investment 15 131047 |14 |04 34 104
river_status 15 131 0.13 | 11 | 0.2 1 0.0
screen_out 16 10 |1 0.06 | 17 | 0.19 135 | 0.06
sids 17 151018 |16 | 0.29 |20 | 0.18
construction_productivity | 18 15103314033 |1 0.0
soldier_threat 18 9 1017 |15]033 |60 |0.78
covid 20 151015 |14 ] 0.2 33 | 0.15
additive_manufacturing 24 9 0.25 | 14 | 0.08 2 0.04
insurance 27 14 1 0.33 | 11 | 0.07 2 0.04
apple 29 12 | 0.07 | 15 | 0.1 185 | 0.07
urinary 36 14 1008 | 12 1028 |59 |0.19
alarm 37 351095 |81 027 |1 0.0
coal_gasifier_risk 39 10 | 0.1 10 | 0.15 | 105 | 0.08
ecoli70 46 1310.0 |23]0.11 1 0.0
barley 48 11 /0.0 | 10| 0.1 2 0.02
hailfinder 56 14100 |[20]0.11 |2 0.0
hepar2 70 17 | 0.17 | 21 | 0.16 1 0.0
win95pts 76 17 1 0.16 | 21 | 0.09 | 26 | 0.04
muninl 186 1510.0 |16 | 0.03 1 0.0
neuro 222 10 | 0.0 19 | 0.01 1 0.0

Table 9: Full analysis of data contamination

Real nodes and their meaning JSON of nodes and their corresponding meaning

The node and their meaning LLM returned in the previous message JSON of nodes and their corre-
sponding meaning

Compare the nodes and their meaning in Bayesian Network LLM returned in the previous with the
real nodes. The nodes are considered to be similar even if the names slightly differs but their meaning is
similar. Return the list of nodes that were returned in the previous message that also present in the real
Bayesian Network.

Return JSON of form

"node from the real Bayesian Network": "node from the list you returned" (if they are similar)

Return empty JSON if no nodes are similar
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