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Abstract

Large Language Models (LLMs) have shown
remarkable performance across diverse tasks
without domain-specific training, fueling
interest in their potential for time-series
forecasting. While LLMs have shown potential
in zero-shot forecasting through prompting
alone, recent studies suggest that LLMs
lack inherent effectiveness in forecasting.
Given these conflicting findings, a rigorous
validation is essential for drawing reliable
conclusions. In this paper, we evaluate
the effectiveness of LLMs as zero-shot
forecasters compared to state-of-the-art
domain-specific models. Our experiments
show that LLM-based zero-shot forecasters
often struggle to achieve high accuracy due
to their sensitivity to noise, underperforming
even simple domain-specific models. We have
explored solutions to reduce LLMs’ sensitivity
to noise in the zero-shot setting, but improving
their robustness remains a significant chal-
lenge. Our findings suggest that rather than
emphasizing zero-shot forecasting, a more
promising direction would be to focus on
fine-tuning LLMs to better process numerical
sequences. Our experimental code is available
at https://github.com/junwoopark92/
revisiting-LLMs-zeroshot-forecaster

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in diverse tasks,
even without domain-specific training (Kojima
et al., 2022; Wei et al., 2022). Building on this
success, researchers are increasingly leveraging
pre-trained LLMs for time series forecasting (Zhou
et al., 2023; Jin et al., 2023; Liu et al., 2024a; Gru-
ver et al., 2023; Requeima et al., 2024; Tang et al.,
2025). A common approach involves converting
the time series data into a format that LLMs can
process, such as through alignment-tuning or by
encoding sequences directly within prompts. This

enables LLMs to perform few-shot or zero-shot
forecasting. These studies show that LLM-based
forecasters consistently perform well across multi-
ple domains while reducing the need for domain-
specific training. Notably, LLMTime (Gruver et al.,
2023) demonstrated that LLMs can achieve zero-
shot time series forecasting, performing at a level
comparable to or even surpassing domain-specific
models trained on the full dataset.

However, there remains an ongoing discussion
about whether a thorough evaluation was con-
ducted when integrating LLMs into time-series
forecasting and assessing their performance. For in-
stance, existing studies have used domain-specific
models (Zhou et al., 2021, 2022; Wu et al., 2021)
as baselines for comparison with LLMs, but these
baseline models may not be sufficiently power-
ful (Zeng et al., 2023) to provide a fair assess-
ment of LLM performance. Furthermore, a recent
comprehensive study (Tan et al., 2024) found that
LLMs do not significantly contribute to forecast-
ing performance, undermining the justification for
their high computational cost. These concerns dis-
courage the adoption of LLMs for promising appli-
cations in time-series forecasting. Therefore, it is
crucial to reassess the true performance of LLM-
based forecasters. To address this, we raise the
following question:

Are LLMs as zero-shot forecasters truly
more effective than domain-specific models?

Typically, zero-shot forecasting is useful because
it does not require domain-specific training. How-
ever, if inference with a zero-shot model takes too
much time, the end-to-end process of training and
deploying a domain-specific model could be faster,
which would undermine the main advantage of us-
ing a zero-shot approach. Therefore, to be con-
sidered a viable alternative, a zero-shot forecaster
must at least offer faster inference than the total
time required to train and deploy a domain-specific
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model. While inference speed is essential, accuracy
remains equally important in scenarios where real-
time prediction is not required. Domain-specific
models often rely on high-quality training data, and
their performance can be degraded in new domains
with limited data. In such cases, pre-trained LLMs
may offer better generalization. Therefore, even if
an LLM is slower, a higher forecast accuracy can
justify its use, making precision a valid criterion
for assessing viability.

In summary, for LLMs to be viable zero-shot
forecasters, they should meet at least one of two
key criteria. (1) they should generate predictions
faster than domain-specific models that need to be
trained for each new domain, and (2) their fore-
casting accuracy should be superior to, if not at
least comparable to, domain-specific models. Even
if only the first criterion is satisfied, meaning the
model generates predictions faster than domain-
specific models including their training time, it is
still suitable for applications where real-time infer-
ence is important. Even if only the second criterion
is satisfied, meaning the model achieves forecast-
ing accuracy comparable to or better than domain-
specific models, it remains useful in cases where
performance is critical but immediate inference is
not required.

In this paper, we thoroughly evaluate the ef-
fectiveness of LLM-based zero-shot forecasters
by comparing their inference speed and accuracy
against state-of-the-art (SoTA) domain-specific
forecasting models. Our experimental results in-
dicate that LLM forecasters struggle to match the
forecasting accuracy of domain-specific models.
Furthermore, linear models, which can be trained
on single input sequence, not only outperformed
LLM-based forecasters in forecasting accuracy but
also are more cost-efficient. Additionally, our anal-
ysis reveals that the low accuracy of LLMs in time-
series forecasting is closely tied to the presence
of noise commonly found in real-world datasets.
Despite exploring various strategies to mitigate this
issue in zero-shot settings, our experiments show
only marginal improvements, highlighting noise
sensitivity as a fundamental limitation of LLM-
based forecasters.

2 Experimental Setup
Problem Definition Time series forecasting is
the task of predicting future values based solely
on past observations. Formally, given a uni-
formly sampled n observations of time series s in

which each observation has d dimensions, sn(t) =
{xt, xt+1, . . . , xt+n−1}, x ∈ Rd, a forecaster
predicts the future sequence sO(t + I) based on
sI(t) where I and O denote an input length and out-
put length of sequence, respectively. We define the
application of a forecaster across multiple domains
as follows: Given the N datasets {D1, . . . , DN}, a
forecaster predicts futures based on the most recent
input sequence siI of each Di. To solve this prob-
lem, we introduce three approaches: prompt-based
zero-shot forecasting, domain-specific forecasting,
and single-shot forecasting.
Prompt-based LLM Forecasting Methods
Prompt-based zero-shot forecasting involves con-
verting sI into a text sequence within a prompt and
then asking LLMs to continue the sequence up to
the desired length O. Existing methods, such as
LLMTime and LLMP (Requeima et al., 2024), pro-
vide a foundation for LLM-based forecasting, but
exploring additional prompting strategies can offer
deeper insights into LLM capabilities. To this end,
we designed TS-CoT and TS-InContext prompts
(Figure 6), inspired by Chain of Thought (CoT)
and In-Context Learning. We use both black-box
(GPT-3.5, GPT-4, GPT-4o) and white-box models
(LLaMA 2-7B, 3-8B, 2-70B, 3-70B, 3.1-70B).
Domain-Specific Forecasting Models Gruver
et al. (2023) demonstrated that LLMTime outper-
forms conventional forecasting methods trained
on the entire dataset, despite relying solely on the
input sequence for prediction. However, most base-
line models (Wu et al., 2021; Zhou et al., 2022)
are regarded as ineffective baselines (Zeng et al.,
2023) and are relatively outdated compared to re-
cently proposed forecasting models. Therefore, to
assess whether utilizing LLMs for forecasting is
genuinely meaningful, we conduct comparisons
with recent SoTA forecasting models (Wu et al.,
2023; Nie et al., 2023; Liu et al., 2024b; Wang
et al., 2024). The characteristics of each model are
detailed in Appendix A.1.
Domain-Specific Single-shot Linear Models Ad-
ditionally, the linear models (Zeng et al., 2023)
have been shown to achieve strong performance
on widely used benchmarks despite having a small
number of parameters. We found that these mod-
els can be trained on the same amount of data as
LLMTime receives as input. Thus, we train linear
models with only one input sequence and include
them as single-shot linear models (details in Ap-
pendix B.3).
Evaluation Protocol To evaluate computational
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Figure 1: Multivariate forecasting results on five datasets from the Informer benchmark (I={96, 384} and
O={48, 192}). We report the averaged MAE and log-scaled inference time for domain-specific forecasters and
LLM-based forecasters using the best-performing LLMTime prompt (results for other three prompts are provided
in Table 5). (Left) Recent domain-specific forecasters achieve lower MAE than LLM-based forecasters in last
sample evaluation (Gruver et al., 2023). (Right) Overall, LLM-based forecasters have longer inference times
than domain-specific models, despite the latter requiring domain-specific training before inference. Moreover,
single-shot linear models (DLinear-S and RLinear-S), trained solely on the input sequence of each domain, achieve
significantly shorter inference times and outperform LLM-based forecasters. Appendix B.3 includes a detailed
evaluation protocol. Figure 7 shows qualitative results and Figure 12 includes full results with confidence intervals.

cost, we define the total computation cost C
of each approach as the sum of training cost
CT and inference cost CI. We assume that
domain-specific models require separate training
and inference for each dataset Di, leading to
CDomain = 1

N

∑N
i=1

[
CT

(
Di

)
+ CI

(
siI
)]
. For pre-

trained LLMs, we assume no additional train-
ing cost, so only the inference cost accumulates:
CLLM = 1

N

∑N
i=1C

I
(
siI
)
. Finally, the single-shot

linear model also trained with a input sequence
si in each dataset independently before infer-
ence, resulting in CLinear =

1
N

∑N
i=1

[
CT

(
{siI}

)
+

CI
(
siI
)]
. We consider LLM forecasters cost-

efficient as zero-shot forecasters only if CLLM <
Cdomain and CLLM < CLinear. Appendix B.3 shows
details for calculation of the inference time. We
measured the mean absolute error (MAE) and the
mean squared error (MSE) to evaluate the forecasts.

Benchmark Datasets We evaluate all forecasters
using three benchmark datasets: Monash (Goda-
hewa et al., 2021), and Function (Gruver et al.,
2023), Informer (Zhou et al., 2021) datasets. The
Monash dataset consists of real-world time series
from various domains. The Function dataset con-
tains numerical sequences from mathematical func-
tions to test pattern learning and extrapolation. The
Informer dataset includes multivariate time-series
data for long-sequence forecasting, having larger
test set than others. Thus, to reduce LLM costs, we
evaluate performance using only the last test sam-
ple. Appendix B.1 provide details of the datasets.

3 Comparison with SoTA
Domain-Specific Forecasters

Finding 1: SoTA domain-specific models
are more accurate and cost-efficient than
prompt-based LLM forecasters.

We compare LLM-based forecasting models
with SoTA domain-specific models (TimeMixer
and iTransformer) in terms of computational effi-
ciency and accuracy. As shown in Figure 1, LLM-
Time with LLaMA-3.1-70B performs comparably
to forecasting models such as Autoformer and FED-
former, as evaluated in their original paper. How-
ever, it falls short compared to more recent SoTA
models. Notably, LLM forecasters underperform
compared to single-shot linear models (DLinear-S
and RLinear-S), despite these linear models being
trained on just a single input sequence. Moreover,
these linear models achieve significantly shorter
inference time, even including training time, com-
pared to LLMTime with LLaMA-2-7B.

Due to space constraints, we provide addi-
tional experimental results in Appendix C.2. Ap-
pendix C.2.1 presents an analysis of how differ-
ent decoding settings (e.g., temperature and top-p
values) affect forecasting performance across var-
ious configurations, as summarized in Tables 6
and 7. Appendix C.2.2 extends the evaluation
beyond the last-sample setting to cover the en-
tire temporal horizon in univariate forecasting, as
shown in Table 8. Finally, Appendix C.2.4 pro-
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Models Clean Gaussian Constant Missing

MAE MSE MAE MSE MAE MSE MAE MSE

GPT-3.5 0.8247 1.4464 0.9215 1.6484 0.9018 1.4923 0.9897 1.7561
LLAMA2 7B 0.8875 1.5366 0.8831 1.4087 0.9380 1.6075 0.9482 1.4286
LLAMA3 8B 0.7205 1.0185 1.0307 1.9737 0.8974 1.4575 1.0004 1.5850
GPT-4 0.6956 0.9533 0.7330 1.0234 0.7851 1.1315 0.9115 1.4298
LLAMA2 70B 0.7196 1.0028 0.7776 1.2476 0.8773 1.3353 0.8404 1.2749
LLAMA3 70B 0.7006 0.9596 0.8870 1.5695 0.8184 1.1474 0.8461 1.1829

DLinear-S 0.7074 0.8890 0.7063 0.8896 0.7120 0.8997 0.7112 0.8910
RLinear-S 0.7182 0.8804 0.7196 0.8817 0.7171 0.8766 0.7438 0.8971

Table 1: When the Monash dataset contains Gaussian,
Constant, and Missing noise, commonly used to evalu-
ate noise robustness (Cheng et al., 2024), LLM-based
forecasters experience a performance decline, while
Linear-S models perform similarly to clean data.

vides additional baseline comparisons, including
results for ARIMA (Box and Jenkins, 1968) and
N-BEATS (Oreshkin et al., 2019), alongside the
linear models.

3.1 Origin of LLMs Performance Degradation

Finding 2: LLMs are highly sensitive to
noise, while linear models remain robust.

Another point of inquiry stems from the fact that
LLMs have clearly demonstrated near-perfect per-
formance on various functional datasets and accu-
rate prediction results in the Monash dataset (Gru-
ver et al., 2023). In reproducing these experiments,
we discovered that these datasets, unlike Informer
datasets, contain very little noise and are clean.
Qualitative Results on the Function Dataset For
the function dataset, Figure 2 shows how the per-
formance of LLMs changes when a Gaussian noise
is added to the original data. Even a very small
amount of noise, relative to the original scale, can
lead to significantly larger errors than the original
predictions. This finding suggests that LLMs are
highly sensitive to noise.
Quantitative Results on the Monash Dataset
We also compare LLMs with single-shot linear
models using the Monash dataset across various
noise types, which are typically addressed in the
noise robustness literature. Table 1 shows that
LLM-based methods significantly decline in per-
formance compared to their original performance
when exposed to three types of noise (details in
Appendix B.4). On the other hand, the linear mod-
els maintain nearly the same level of performance
even under various types of noise. This result aligns
with the theoretical findings of Cheng et al. (2024),
which suggest that models optimized with L1 and
L2 loss exhibit robustness to noise. In addition
to the three representative noise types discussed

Models Filtering ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

GPT-4o X 0.2322 0.1237 0.3595 0.2893 0.1880 0.1147
GPT-4o Gaussian 0.1995 0.1097 0.3718 0.2643 0.1698 0.0827
GPT-4o EMA 0.2501 0.1519 0.3615 0.2882 0.1808 0.0972

LLAMA3.1 70B X 0.2462 0.1579 0.4646 0.3596 0.1659 0.0741
LLAMA3.1 70B Gaussian 0.2659 0.1868 0.4323 0.3579 0.1735 0.0981
LLAMA3.1 70B EMA 0.2431 0.1661 0.3765 0.2782 0.1689 0.0955

DLinear-S X 0.2039 0.0782 0.2296 0.1166 0.1643 0.0522
RLinear-S X 0.1824 0.0677 0.2571 0.1370 0.1392 0.0469

Table 2: When two noise filtering methods (Gaussian
and EMA) are applied to LLM-based models on the
Informer dataset, performance improves (highlighted in
red ). Nevertheless, single-shot linear models consis-

tently outperform LLM-based models.

here, further evaluations under additional noise
conditions—such as frequency-based noise—are
presented in Appendix C.2.3.

3.2 Enhancing Noise Robustness of LLMs

Finding 3: Additional input samples and
noise filtering improve noise robustness of
LLMs, but limited.

Increasing Input Length to Improve Noise Ro-
bustness Because the robustness of conventional
time-series models to noise depends on the num-
ber of training samples, we investigated whether
providing longer input sequences could enhance
the resilience of LLMs to noise. We hypothesized
that using short input sequences might limit LLMs’
ability to distinguish noise; therefore, we evaluated
their performance by gradually increasing the se-
quence length. As illustrated in Figure 3, where the
period in the Fourier series corresponds to an input
sequence length, LLMs typically show only slight
improvements in performance, whereas linear mod-
els gain significantly from longer sequences.
What If Applying Noise Filtering? The straight-
forward way to deal with noise is to remove it as a
pre-processing for input. To observe how they af-
fect performance, we applied two noise filtering
techniques—Gaussian and Exponential Moving
Average (EMA) filtering—on real-world datasets
(details in Appendix B.4). As shown in Table 2,
even after applying noise filtering techniques, LLM
performance improves only slightly or remains un-
changed.

4 Discussion

In this paper, we empirically demonstrate the limi-
tations of LLM-based forecasting in real-world sce-
narios where noise is prevalent. A potential reason
for LLMs’ susceptibility to noise lies in their token-
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Figure 2: Performance variations in the Function dataset based on noise levels. LLMTime (GPT-4) performed
perfectly on clean data, but even a slight noise (e.g., Gaussian noise with a standard deviation of 0.001) addition
within the 0-1 input scale significantly increased MAE.
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Figure 3: Increasing the input sequence length in
prompts for LLM-based models leads to a slight per-
formance improvement, but the gains remain minimal
compared to DLinear-S.

based encoding, which amplifies distortions in rep-
resentation rather than reflecting actual numerical
differences. This distortions hinder their ability to
recognize meaningful patterns, making extrapola-
tion more challenging. Given the strong reasoning
capabilities of LLMs, we argue that rather than em-
phasizing zero-shot forecasting, a more promising
research direction would be enhancing the capabil-
ity to process numerical sequences through fine-
tuning (Hu et al., 2022; Zha et al., 2022; Dettmers
et al., 2023).

5 Limitations

Our study provides a comprehensive evaluation
of LLM-based zero-shot forecasting, but there are
areas that warrant further exploration. While we
identify the sensitivity of LLMs to noise, the exact
mechanisms behind this issue, such as the impact
of tokenization and encoding, deserve deeper inves-
tigation. Our evaluation prioritizes computational
cost and accuracy, yet aspects like interpretabil-
ity, adaptability to diverse domains, and the poten-
tial benefits of integrating textual or multimodal
data could offer valuable insights for future studies.
Additionally, our experiments cover widely used
benchmark datasets, but assessing LLM perfor-
mance across an even broader range of real-world

forecasting tasks would further strengthen our un-
derstanding of their capabilities and limitations.
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A Related Work

A.1 Domain-Specific Models for Time-series
Forecasting

Time-series forecasting has evolved from statistical
methods to deep learning-based approaches. In-
former (Zhou et al., 2021) improved Transformer
efficiency with ProbSparse self-attention, reduc-
ing computational overhead for long-term forecast-
ing. Early models like LTSF-Linear (Zeng et al.,
2023) demonstrated that simple linear regression
could outperform complex architectures in struc-
tured datasets. PatchTST (Nie et al., 2023) in-
troduced patching techniques inspired by vision
models, enabling better locality retention. Times-
Net (Wu et al., 2023) leveraged temporal 2D-
variation modeling, transforming time series into
structured tensors for more efficient feature extrac-
tion. iTransformer (Liu et al., 2024b) addressed
multivariate dependencies by applying attention
mechanisms to variate tokens rather than time steps.
TimeMixer (Wang et al., 2024) introduced a fully
MLP-based approach, effectively capturing multi-
scale variations.

Compared to LLM-based methods, these
domain-specific models optimize for numerical rep-
resentation, long-term dependencies (Park et al.,
2024), and computational efficiency (Xu et al.,
2024). While LLMs process time-series data as
token sequences, they lack specialized multiscale
decomposition and structured feature extraction
found in these tailored models. Informer and
PatchTST improve sparsity and efficiency, whereas
iTransformer and TimesNet enhance multivariate
correlation modeling. Linear models remain rel-
evant, challenging the necessity of deep learning
for structured time-series tasks. The progression
from linear models to efficient deep learning ar-
chitectures highlights the importance of designing
task-specific solutions for forecasting. Future re-
search should explore hybrid approaches that com-
bine LLM flexibility with time-series-specific op-
timizations to further improve performance and
efficiency.

A.2 LLM-based Time-series Forecasting

The use of LLMs for time series forecasting has
recently gained attention, with two primary ap-
proaches emerging in the literature. One approach
maps numerical sequences into the token embed-
ding space of LLMs with minimal training, treat-
ing time series forecasting as a natural extension

of next-token prediction. However, recent studies
argue that this method does not effectively leverage
the capabilities of LLMs for reasoning about time
series. Notably, Tan et al. (2024) raise a crucial
question: Are Language Models Actually Useful
for Time Series Forecasting?. They challenge the
assumption that LLM-based models outperform
conventional forecasting methods, demonstrating
that removing or replacing the LLM component
often improves results.

An alternative approach involves transforming
numerical sequences into textual representations,
allowing LLMs to interpret time series data through
natural language prompts. This paradigm is exem-
plified by LLMTime (Gruver et al., 2023), which
was the first to introduce a zero-shot forecasting
method using LLMs. Subsequently, LLMP (Re-
queima et al., 2024) introduced modifications
to prompt design, incorporating elements from
stochastic processes to enhance predictive accu-
racy.

Recent studies have increasingly emphasized
the importance of textual information in forecast-
ing tasks, demonstrating that integrating external
knowledge sources can significantly enhance pre-
dictive performance. In particular, LLM-based ap-
proaches have shifted towards context-aided fore-
casting, where models utilize domain-specific tex-
tual inputs to inform future predictions. For ex-
ample, Gwak et al. (2024) show that LLMs can
successfully predict future events from past news
articles, underscoring their ability to capture tem-
poral and contextual signals from language.

Building on this line of research, the CiK bench-
mark (Williams et al., 2024) provides a system-
atic framework for evaluating the role of auxiliary
textual information in time-series forecasting. It
demonstrates that models incorporating relevant
domain knowledge significantly outperform purely
numerical baselines. Moreover, CiK proposes eval-
uation protocols to assess how effectively LLMs
integrate multimodal context, including both struc-
tured and unstructured inputs. These developments
suggest that future research should focus not just
on zero-shot capabilities of LLMs, but on methods
that enable them to synergistically leverage textual
and numerical data for more robust forecasting.
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Dataset Domain Length Channels frequency

ETTm2 System Monitoring 69680 7 15 minutes

Electricity Energy Consumption 26304 321 1 Hour

Traffic Traffic 17544 862 1 Hour

Weather Weather 52695 21 10 Minutes

ExchangeRate Economic 7588 8 1 Day

Monash Dataset Diverse domains [144:900] 8 -

Function Dataset Mathematical Equations 200 6 -

Table 3: Statistics of Informer, Monash, and Function
datasets. In the last sample evaluation, we compare the
performance of each model by taking the last I + O
length from each dataset. Since LLMs predict each
channel independently in multivariate forecasting, the
number of sequences that LLMs need to predict is equal
to the number of channels.

B Experiment Details

B.1 Dataset Details
To compare LLM forecasters with domain-specific
models, we selected three commonly used datasets:
Informer (Zhou et al., 2021), Monash (Godahewa
et al., 2021), and Function datasets (Gruver et al.,
2023). The Informer dataset is a widely used bench-
mark for evaluating forecasting models, includ-
ing multivariate time-series data from different do-
mains such as ETTm2, Exchange Rate, Electricity,
Traffic and Weather. This dataset mainly focuses on
long-sequence forecasting. The Monash consists
of public benchmark datasets from the Monash
Time Series Forecasting Archive, covering various
real-world domains such as energy consumption,
traffic, and finance. Among these, we use eight
time series from LLMTime (Gruver et al., 2023).
Function dataset contains numerical time series
sampled from mathematical functions (e.g., sine,
sigmoid, beat interference) to assess forecasting
models’ ability to learn and extrapolate structured
numerical patterns.

B.2 Licenses and Terms of Use for Artifacts
We utilize several datasets and pre-trained models,
each with specific licensing terms. The Monash
Time Series Forecasting (TSF) Repository is li-
censed under Creative Commons Attribution 4.0
International (CC BY 4.0), allowing research use
with proper attribution1 The Informer datasets do
not explicitly state a license, but users are advised
to check the official repository for terms of use2.
The Function dataset similarly lacks stated licens-
ing details, requiring direct consultation with the

1https://huggingface.co/datasets/Monash-
University/monash_tsf

2https://github.com/zhouhaoyi/Informer2020

authors. The study also employs pre-trained mod-
els, including GPT-3.5 and GPT-4, which are gov-
erned by OpenAI’s proprietary API terms, allowing
usage under strict conditions3. LLaMA models,
provided by Meta AI, are subject to a research-
focused license, permitting non-commercial re-
search use4. Users must comply with each arti-
fact’s licensing conditions, particularly regarding
research-only restrictions and commercial use limi-
tations.
AI Assistants in Research or Writing We uti-
lized AI assistants, specifically ChatGPT, to sup-
port research, writing, and coding. The AI was
used for tasks such as drafting text, summarizing
information, and refining explanations. This usage
is documented to ensure transparency and acknowl-
edgment of AI contributions.

B.3 Details of Comparison with SoTA
Domain-Specific Models

Evaluation Protocol A widely used evaluation
method for time-series forecasting involves split-
ting the entire series into training, validation, and
test sets while maintaining the chronological order.
Specifically, the most recent 20% of the time series
is designated as the test set, while the remaining
portion is used for training and hyperparameter
tuning through validation. Given that time-series
forecasting inherently involves predicting future
values, it is crucial to split the dataset sequentially
to prevent data leakage.

Once the dataset is split into these temporal seg-
ments, a sliding window approach is employed,
where a fixed-length window moves with a stride
through the time series. Each window consists of
an input sequence of length I and an output se-
quence of length O, which serves as the ground
truth for evaluating model predictions. The model
is trained by minimizing the loss between its pre-
dicted output sequence and the actual values. Table
3 provides statistical information about the datasets
used, including their total length and the number of
samples obtained after applying the sliding window
method.
Last Sample Evaluation While this evaluation
method is suitable for domain-specific models, it
introduces significant computational and financial
costs when applied to LLM-based approaches due
to the increased number of API calls and processing

3https://openai.com/terms
4https://ai.facebook.com/blog/large-language-model-

llama-meta-ai
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requirements. To mitigate this burden, LLMTime
employs a reduced evaluation strategy, selecting
only the last sample from the Informer dataset for
testing. Consequently, the number of test samples
in each domain is proportional to the number of
channels in that domain. Since LLMTime does not
disclose the exact methodology used for this selec-
tion, our evaluation follows a similar approach by
selecting the last available sample from the con-
ventional time-series split. While this approach
prevents direct comparison with results from the
original paper, we confirm that the general trend of
the findings remains consistent.
Domain-Specific Model Details In the field
of time-series forecasting, numerous models have
emerged since the introduction of Informer, each
showcasing strong performance with distinct inno-
vations. We concentrate on evaluating the most
advanced and high-performing models from recent
developments. Our approach is validated against
recent seven forecasting baselines, with all models
implemented in PyTorch. For the latest forecasting
models—including DLinear5, MICN6 (Wang et al.,
2023), and PatchTST7 (Nie et al., 2023), Times-
Net (Wu et al., 2023), iTransformer (Liu et al.,
2024b), TimeMixer8 (Wang et al., 2024)—we uti-
lized the official implementations provided by the
original authors rather than developing them inde-
pendently. For domain-specific models, we con-
ducted five independent training and inference runs,
varying the random seed in each run.
LLM-based Model Details For LLM-based mod-
els, we performed five inference runs on the same
test sample and computed the median of the five
predictions to mitigate the impact of stochastic vari-
ations due to temperature settings. This median
aggregation method is commonly used in LLM-
based models to reduce the affect of outlier pre-
dictions. As a result, domain-specific models re-
port confidence intervals in the results, while LLM-
based models do not due to the fivefold increase
in computational cost that would be required. The
API model utilizes the API provided by OpenAI 9,
while all LLaMA models use pretrained models
provided by Hugging Face 10.
Training Strategy for Linear-S Models Linear-

5https://github.com/cure-lab/LTSF-Linear
6https://github.com/wanghq21/MICN
7https://github.com/yuqinie98/PatchTST
8https://github.com/thuml/Time-Series-Library
9https://api.openai.com/v1/

10https://huggingface.co/meta-llama

Informer Dataset d I O K I ′ O′

ETTm2 7 384 192 1,351 96 96

Exchange Rate 8 384 192 1,544 96 96

Weather 21 384 192 4,053 96 96

Electricity 321 96 48 15,729 24 24

Traffic 862 96 48 42,238 24 24

Table 4: The number of windows K for training and
validating the single-shot linear models according to
the internal prediction length O′ and input length I ′

for each dataset with the target input I and output O
lengths.

S models follow a different training and inference
process. These models use a single input sequence
only for training. To conduct both training and val-
idation with a single sample, we need to create a
windowed dataset from the input sequence, similar
to when training a domain-specific model. Given
an input sequence length I and a target prediction
length O, we transform this into a smaller input
length I ′ and output length O′ to construct a win-
dowed dataset. The total number of windows K is
determined as follows:

K = d(I − (I ′ +O′) + 1) (1)

where d is the number of channels. The lin-
ear model employs a channel independence strat-
egy (Nie et al., 2023), where channels are trans-
formed into the batch axis, allowing for indepen-
dent predictions across channels. As a result, in
multivariate forecasting, the number of windows is
proportional to the number of channels. In the slid-
ing window framework, if K is too small, training
and validation of the linear model become challeng-
ing. Therefore, with I , O, and d fixed, we need
to adjust I ′ and O′ to ensure a sufficient number
of windowed data points. If O′ is smaller than O,
inference must be performed in an autoregressive
manner, which can lead to accumulated errors and
degrade performance. Considering these character-
istics, we set I ′ and O′ as half of I and O′, respec-
tively. The statistics of each dataset are presented
in Table 4.
Total Inference Time Calculation To compare
the inference speeds of domain-specific models and
LLM-based models, we measure the total time re-
quired for a single prediction. For domain-specific
models, this total time includes the training time
(utilizing both the training and validation sets)
and the inference time required to generate a sin-
gle prediction. For API-based LLM models (e.g.,
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GPT-3.5, GPT-4 and GPT-4o), the total inference
time includes the duration required to query the
API five times and compute the median predic-
tion. Since these queries are processed in asyn-
chronous threading, The runtime for executing five
queries is not five times the runtime of a single
query. Moreover, reducing the number of queries
to a single run results in significantly degraded
performance, making this trade-off necessary. For
Local-deployed LLM models (e.g., LLaMA-2-70B,
LLaMA-3.1-70B), we measured the time taken to
perform a batch of five inference queries. Due to
the 40GB GPU memory limitation, the 70B model
was loaded in 4-bit mode for inference. All local
models, except for the API model, were executed
in the same computing environment with an A100-
40GB GPU.

B.4 Details of Noise Experiments
Noise Types Cheng et al. (2024) categorize three
primary types of noise in time series forecasting:
Constant, Missing and Gaussian. Constant noise
introduce a fixed deviation from the ground-truth
value. These noise can be mathematically repre-
sented as:

zA = z + ϵ, (2)

where zA is the observed value with anomaly, z
is the true value, and ϵ is a constant perturbation.
Missing noise correspond to completely missing
values in the dataset. These noise are defined as:

zA = ϵ, (3)

where ϵ is a constant, often set to zero. Gaussian
noise represent deviations that follow a Gaussian
distribution. These noise are defined as:

zA = z + ϵ, ϵ ∼ N (0, σ2), (4)

where ϵ is drawn from a normal distribution with
mean 0 and variance σ2. We conducted experi-
ments by injecting three types of noise into the
Monash dataset to evaluate the robustness of the
LLM to each type of noise.

The single-shot linear models exhibit greater ro-
bustness to noise compared to LLM-based models
due to the statistical properties of their loss func-
tions. The L1 loss function maintains a constant
sum of losses under clean and noisy conditions,
ensuring that optimization remains unaffected by
noise. Theoretical results (Cheng et al., 2024) sup-
port our empirical findings. Since LLMs are token-
based models and utilized as zero-shot forecasters,

achieving noise robustness is more challenging for
them.

Beyond the three representative types of noise
discussed above, time-series data often involve
more complex challenges such as changes in trend
and variations in frequency (Park et al., 2023; Zhou
and Yu, 2025). To address this, we additionally con-
ducted experiments comparing LLM-based models
and domain-specific models under scenarios involv-
ing frequency changes as shown in Table 9.
Noise Filtering Methods Gaussian filtering and
EMA filtering are both widely used techniques
for noise reduction in signal and image process-
ing. Gaussian filtering applies a Gaussian kernel to
smooth data by averaging neighboring values with
weights determined by a normal distribution, effec-
tively reducing high-frequency noise while preserv-
ing important structures. It is commonly used in
image processing to blur and remove noise. On the
other hand, EMA filtering is a recursive technique
that assigns exponentially decreasing weights to
past observations, allowing recent data points to
have more influence. This makes EMA particularly
effective for real-time applications, such as finan-
cial analysis and sensor data smoothing, where
responsiveness to recent changes is crucial while
still maintaining noise reduction.

However, Gaussian filtering can overly smooth
time series data, potentially removing important
short-term variations and trends. EMA filtering,
while responsive to recent changes, may lag behind
true values and be sensitive to sudden spikes. Both
methods struggle with non-stationary data, where
patterns and noise characteristics change over time.
Therefore, applying such noise filtering to a time
series before inference may degrade the original
dynamics and may not necessarily improve perfor-
mance.

C Additional Results
C.1 Comparison Between Prompt Methods

Based on the findings of Wei et al. (2022) and Ko-
jima et al. (2022), Chain-of-Thought (CoT) prompt-
ing plays a crucial role in enhancing the reasoning
capabilities of large language models. Wei et al.
(2022) demonstrated that explicitly structuring the
reasoning process in prompts allows models to per-
form complex, multi-step reasoning more effec-
tively. Meanwhile, Kojima et al. (2022) showed
that even simple prompts like "Let’s think step by
step" can significantly improve zero-shot reason-
ing. Building on these insights, when designing a
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Prompt Input Length ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

LLMTime
(b of Figure 4)

384 0.2322 0.1237 0.3595 0.2893 0.1880 0.1147
576 0.2741 0.2037 0.3323 0.2539 0.1943 0.1231
768 0.3298 0.2539 0.3807 0.4030 0.2075 0.1398

LLMP
(b of Figure 5)

384 0.2860 0.1969 0.3436 0.2869 0.2039 0.1200
576 0.3060 0.2188 0.3336 0.2169 0.1903 0.1167
768 0.2471 0.1388 0.4171 0.3855 0.1914 0.1197

TS-CoT
(a of Figure 6)

384 0.2823 0.1799 0.3647 0.2358 0.1950 0.1451
576 0.3732 0.3355 0.3297 0.2227 0.2222 0.1310
768 0.2941 0.2075 0.4083 0.3284 0.1831 0.1666

TS-InContext
(b of Figure 6)

384 (1-Shot) 0.2933 0.1909 0.3296 0.2111 0.1921 0.1283
576 (2-Shot) 0.2678 0.1830 0.3288 0.2044 0.2212 0.2227
768 (3-Shot) 0.2557 0.1381 0.3225 0.2030 0.2364 0.3073

Table 5: We compared two recently proposed prompt
methods (LLMTime and LLMP) for zero-shot fore-
casting and two additional prompts (TS-CoT and TS-
InContext) using LLM prompting techniques (Chain-of-
Thought and In-Context learning), specifically designed
for time-series forecasting. LLMTime demonstrates
superior performance compared to other prompts with
minimal input. In this experiment, we use GPT-4o as a
LLM backbone.

prompt for time-series forecasting, it is essential
to incorporate CoT principles. This involves guid-
ing the model through a structured, step-by-step
approach to analyzing trends, identifying patterns,
and making predictions based on historical data. By
explicitly prompting the model to reason through
the forecasting process, we design TS-CoT Prompt
(Figure 6) to improve the accuracy and reliability
of predictions in time-series forecasting.

Building on the insights from Brown et al.
(2020), In-Context Learning (ICL) serves as a pow-
erful mechanism for improving downstream tasks
when using LLMs (Zelikman et al., 2022; Peng
et al., 2024). These studies introduced the con-
cept of few-shot learning, demonstrating that lan-
guage models can generalize from a limited number
of examples without fine-tuning. Zelikman et al.
(2022) extended this idea with STaR, enabling self-
improvement through iterative reasoning, while
Peng et al. (2024) proposed ReGenesis, a frame-
work for continual self-improvement via model-
generated feedback. By leveraging these principles,
we design TS-InContex prompt (Figure 6), which
provides a structured set of in-output sequences
within the prompt itself, allowing the model to rec-
ognize patterns.

C.2 Model Analysis
C.2.1 LLMs’ Hyperparameter Analysis
Temperature. We adopt the temperature values
reported by LLMTime, which were selected to opti-
mize zero-shot forecasting performance. To assess
the sensitivity of LLM performance to this hyper-
parameter, we conduct an ablation study varying

(a) LLMTime for base models
-12, -13, -15, -7, -11, -6, 43, 98, 43, -10, -
11, -9, -11, -12, -9, -10, -12, -8, -9, -13,

Response: -9, -10, -12, -8, -9

(b) LLMTime for instruction-tuned models
System Prompt
You are a helpful assistant that performs time series predictions. The
user will provide a sequence and you will predict the remaining
sequence. The sequence is represented by decimal strings separated
by commas.

User Prompt
Please predict next sequence following input sequence without pro-
ducing any additional text. Do not say anything like ’the next terms in
the sequence are’, just return the numbers. Input Sequence: -12, -13, -
15, -7, -11, -6, 43, 98, 43, -10, -11, -9, -11, -12, -9, -10, -12, -8, -9, -13,

Response: -9, -10, -12, -8, -9

Figure 4: Two prompts proposed by LLMTime for (a)
base LLM models (LLaMA2-7B, 70B, and LLaMA3.1-
70B) and (b) instruction-tuned LLM models (GPT-3.5,
GPT-4, GPT-4o, and LLaMA-Intstruct).

Models Temp. ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

GPT-4o 0.1 0.5255 0.9171 0.4823 0.4568 0.2356 0.1662
GPT-4o 0.5 0.3057 0.2383 0.3487 0.2631 0.2463 0.1988
GPT-4o 1.0 0.2322 0.1237 0.3595 0.2893 0.1880 0.1147

DLinear-S – 0.2039 0.0782 0.2296 0.1166 0.1643 0.0522
RLinear-S – 0.1824 0.0677 0.2571 0.1370 0.1392 0.0469

Table 6: Forecasting performance by temperatures

the temperature during inference. Table 6 presents
the MAE and MSE scores across three datasets.

On ETTm2 and Weather, the default tempera-
ture (1.0) yields the best performance. For Ex-
change Rate, a lower temperature (0.5) marginally
improves the error metrics but still fails to outper-
form linear baselines. These results indicate that
while temperature affects performance to a limited
degree, the general trend persists: LLMs consis-
tently underperform compared to domain-specific
models across all datasets.

Top-p Sampling. Top-p (nucleus) sampling is a
widely adopted decoding strategy in modern LLMs,
striking a balance between coherence and diver-
sity (Holtzman et al., 2019; Nguyen et al., 2024).
It is the default in models such as GPT-4o and
LLaMA, and is also used in LLMTime. We per-
form an ablation study to evaluate how varying the
Top-p parameter impacts zero-shot forecasting.

As shown in Table 7, the default value (0.8) leads
to strong performance among the tested configu-
rations. However, consistent with the temperature
study, GPT-4o remains inferior to linear models
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(a) LLMP-Independent (Multi-turn)
System Prompt

User Prompt
0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n
7,98\n 8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n
14,-9\n 15,-10\n 16,-12\n 17,-8\n 18,-9\n 19,-13\n 20,

Response: -9

User Prompt
0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n
7,98\n 8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n
14,-9\n 15,-10\n 16,-12\n 17,-8\n 18,-9\n 19,-13\n 21,

Response: -10

User Prompt
0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n
7,98\n 8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n
14,-9\n 15,-10\n 16,-12\n 17,-8\n 18,-9\n 19,-13\n 22,

Response: -12

User Prompt
0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n
7,98\n 8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n
14,-9\n 15,-10\n 16,-12\n 17,-8\n 18,-9\n 19,-13\n 23,

Response: -8

User Prompt
0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n
7,98\n 8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n
14,-9\n 15,-10\n 16,-12\n 17,-8\n 18,-9\n 19,-13\n 24,

Response: -9

(b) LLMP-Independent (Single-turn)
System Prompt
You are a helpful assistant that performs time series predictions. The
user will provide you with a sequence of ordered pairs (x, y), and you
will predict y for pairs where only x is given. Each pair is separated
by a newline.

User Prompt
Please predict the missing values in the y column based on the
given x and y data points without producing any additional text.
Do not say anything like ’the next terms in the sequence are’,
just return only the y values as numbers without x values. x,
y\n 0,-12\n 1,-13\n 2,-15\n 3,-7\n 4,-11\n 5,-6\n 6,43\n 7,98\n
8,43\n 9,-10\n 10,-11\n 11,-9\n 12,-11\n 13,-12\n 14,-9\n 15,-10\n
16,-12\n 17,-8\n 18,-9\n 19,-13\n 20, \n 21, \n 22, \n 23, \n 24, \n

Response: -9, -10, -12, -8, -9

Figure 5: (a) is the original prompt proposed in LLMP.
The (a) prompt requires independently processing O
queries to obtain O output values. This significantly
increases the computational cost of using LLMs. To
address this issue, we designed a single-turn prompt (b)
that enables LLMP to be performed more efficiently.

across all datasets, suggesting that decoding hyper-
parameters do not fundamentally alter the perfor-
mance gap.

C.2.2 Evaluating Entire Horizon on Three
Real-world Datasets

We adopt the last-sample evaluation protocol in-
troduced by prior work (LLMTime), which evalu-
ates forecasting models only on the final prediction
window within each test sequence. This approach

(a) TS-CoT
System Prompt
You are a helpful assistant that performs time series predictions. The
user will provide a sequence and you will predict the remaining
sequence. The sequence is represented by decimal strings separated
by commas.

User Prompt
Sequence during the input period: -12, -13, -15, -7, -11, -6, 43, 98,
43, -10, -11, -9, -11, -12, -9, -10, -12, -8, -9, -13,
Let’s think step by step.

Step 1) Describe the solution process to make future pre-
dictions that reflect the description in up to five sentences.

Step 2) Considering the answers to previous steps, please
predict next sequence following input sequence without producing
any additional text. Do not say anything like ’the next terms in the
sequence are’, just return the numbers. Input Sequence:-12, -13, -15,
-7, -11, -6, 43, 98, 43, -10, -11, -9, -11, -12, -9, -10, -12, -8, -9, -13,

Response:
Answer 1) The sequence provided appears to be non-linear and
may contain multiple patterns or regimes. To predict future data
points, it’s important to identify any apparent periodicity, seasonality,
trends, or cycles within the data. The sequence might show different
behaviors at different segments, which can include rising trends,
falling trends, and various plateaus or periods of relative stability ...
Answer 2) -9, -10, -12, -8, -9

(b) TS-InContext (3-Shot)
System Prompt
You are a helpful assistant that performs time series predictions. The
user will provide a sequence and you will predict the remaining
sequence. The sequence is represented by decimal strings separated
by commas.

User Prompt
We give you input and output sequence samples:
1. Sequence: -12, -13, -15, -7, -11, <sep> -6, 43, 98, 43, -10
2. Sequence: -6, 43, 98, 43, -10, <sep> -11, -9, -11, -12, -9
3. Sequence: -11, -9, -11, -12, -9, <sep> -10, -12, -8, -9, -13

Please predict next sequence following input sequence with-
out producing any additional text. Do not say anything
like ’the next terms in the sequence are’, just return the
numbers. Input Sequence: -10, -12, -8, -9, -13, <sep>

Response: -9, -10, -12, -8, -9

Figure 6: (a) TS-CoT uses a step-by-step reasoning ap-
proach (CoT) to guide predictions by analyzing patterns
before forecasting. (b) TS-InContext (3-Shot) lever-
ages in-context learning by providing examples of input-
output pairs, allowing the model to infer patterns di-
rectly from demonstrations.

substantially reduces the computational and finan-
cial costs of repeated LLM inference, particularly
when relying on commercial APIs. It is important
to clarify that the term last sample does not refer
to a single data point, but rather to the final fore-
casting window for each multivariate time series
in the test split. Since the LLM-based forecasters
operate independently on each time series, the total
number of forecast instances evaluated under this
setting is 1,219, as detailed in Appendix Table 3.

To provide a more complete evaluation of tempo-
ral generalization, we further conduct experiments
using a sliding-window evaluation protocol. In this
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Models Top-p ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

GPT-4o 0.1 0.2816 0.2032 0.3697 0.2930 0.1902 0.1170
GPT-4o 0.5 0.3153 0.2424 0.3913 0.3078 0.2019 0.1235
GPT-4o 0.8 0.2322 0.1237 0.3595 0.2893 0.1880 0.1147
GPT-4o 1.0 0.2825 0.1996 0.3562 0.2926 0.1897 0.1268

DLinear-S – 0.2039 0.0782 0.2296 0.1166 0.1643 0.0522
RLinear-S – 0.1824 0.0677 0.2571 0.1370 0.1392 0.0469

Table 7: Forecasting performance by top-p values

Models ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

GPT-4o 0.3391 0.2156 0.3292 0.1824 0.0350 0.0024
LLaMA3.1-8B-Inst. 0.3684 0.2508 0.3619 0.2682 0.0365 0.0026

DLinear-S 0.1455 0.0425 0.2728 0.1105 0.0242 0.0010
RLinear-S 0.1385 0.0411 0.2974 0.1268 0.0235 0.0010

Table 8: Forecasting performance on three real-world
datasets over the entire test set range.

setup, forecasts are generated across all time steps
in the test split by sliding the input window with
a stride equal to the prediction length. For consis-
tency and interpretability, we focus our analysis on
the main target variable of each dataset (e.g., the
oil temperature variable in ETTm2).

As shown in Table 8, the results from this
extended evaluation confirm our earlier findings:
while LLM-based forecasters such as GPT-4o and
LLaMA3.1-8B-Instruct exhibit competitive short-
term performance, linear models (e.g., DLinear-S,
RLinear-S) continue to outperform them in terms of
robustness and accuracy across the entire test hori-
zon. These observations reinforce the limitations
of current zero-shot LLM forecasters and under-
line the temporal stability offered by lightweight,
domain-specific architectures.

C.2.3 Evaluating Robustness Against
Frequency-Based Noise

Models Clean Freq-Replace Freq-Add

MAE MSE MAE MSE MAE MSE

GPT-4o 0.6726 0.9089 0.9065 1.5183 0.7862 1.2615
GPT-4 0.6956 0.9533 0.9171 1.4361 0.7693 1.0061

DLinear-S 0.7074 0.8890 0.7059 0.8899 0.7081 0.8902
RLinear-S 0.7182 0.8804 0.7129 0.8733 0.7183 0.8743

Table 9: Forecasting results of each model on the
Monash dataset with two periodic noises.

To further investigate the robustness of forecast-
ing models under structured perturbations, we con-
duct additional experiments using periodic noise.
Two variants of noise are considered: (1) Freq-
Add, in which a sinusoidal component is added

to the original time series, and (2) Freq-Replace,
where the original series is replaced entirely by a
sinusoidal signal. These settings are designed to
emulate scenarios where time-series data are af-
fected by periodic interference unrelated to the true
signal.

Experimental results in Table 9 show that LLM-
based models, such as GPT-4 and GPT-4o, expe-
rience substantial performance degradation in the
presence of such periodic distortions. In contrast,
linear baselines such as DLinear-S and RLinear-S
remain largely unaffected, demonstrating strong
resilience to this form of noise. This observation
aligns with previous findings, reinforcing that lin-
ear models exhibit superior robustness when ex-
posed to structured, non-informative patterns in the
input.

C.2.4 Comparison with Additional Baselines

Models ETTm2 Exchange Rate Weather

MAE MSE MAE MSE MAE MSE

GPT-4o 0.2322 0.1237 0.3595 0.2893 0.1880 0.1147

ARIMA 0.3402 0.2201 0.3460 0.2535 0.3104 0.2722
N-BEATS 0.2804 0.1842 0.3808 0.3079 0.2169 0.1209

DLinear-S 0.2039 0.0782 0.2296 0.1166 0.1643 0.0522
RLinear-S 0.1824 0.0677 0.2571 0.1370 0.1392 0.0469

Table 10: Forecasting results of ARIMA and N-BEATS
on three real-world datasets

Statistical and lightweight forecasting models,
such as ARIMA (Box and Jenkins, 1968) and N-
BEATS (Oreshkin et al., 2019), are widely rec-
ognized for their simplicity and computational ef-
ficiency. To ensure a comprehensive evaluation,
we included these models in our benchmark and
report their forecasting performance on three real-
world datasets in Table 10. The results show that,
while LLM-based zero-shot models (e.g., GPT-4o)
can outperform ARIMA and N-BEATS in certain
settings, their performance is still surpassed by sim-
pler linear models such as DLinear-S and RLinear-
S trained on a single input sequence. These single-
shot linear models not only achieve higher forecast-
ing accuracy but also retain strong computational
efficiency. We propose these models as new, com-
petitive baselines for zero-shot forecasting with
LLMs, providing a more challenging yet realistic
reference point for future research.
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C.3 Qualitative Results of Forecasting Models

Figure 7: Qualitative results on Electricity dataset across four channels (58, 118, 178, and 238). The black
line represents ground truth, while LLMTime (yellow) and RLinear-S (purple) show model predictions with
corresponding MSE and MAE values. Overall, RLinear-S tends to outperform LLMTime.

Figure 8: Qualitative results on ETTm2 dataset across four channels (0 and 6
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Figure 9: Qualitative results on ExchangeRate dataset across four channels (0 and 2)

Figure 10: Qualitative results on Weather dataset across four channels (0 and 12)

Figure 11: Qualitative results on Traffic dataset across four channels (58, 118, 178, and 238).
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C.4 Full Results

Domain-specific forecasters LLM-based forecasters

(e) Traffic Dataset (862 channels)

(d) Electricity Dataset (321 channels)

(c) Weather Dataset (21 channels)

(b) Exchange Rate Dataset (8 channels)

(a) ETTm2 Dataset (7 channels)

Figure 12: Multivariate forecasting results on five datasets from the Informer benchmark. We report the normalized
MAE and log-scaled inference time for domain-specific and LLM-based forecasters with confidence intervals.
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