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Abstract

Neural Machine Translation (NMT) has im-
proved translation by using Transformer-based
models, but it still struggles with word ambigu-
ity and context. This problem is especially im-
portant in domain-specific applications, which
often have problems with unclear sentences
or poor data quality. Our research explores
how adding information to models can improve
translations in the context of e-commerce data.
To this end we create ConECT— a new Czech-to-
Polish e-commerce product translation dataset
coupled with images and product metadata con-
sisting of 11,400 sentence pairs. We then inves-
tigate and compare different methods that are
applicable to context-aware translation. We test
a vision-language model (VLM), finding that
visual context aids translation quality. Addi-
tionally, we explore the incorporation of contex-
tual information into text-to-text models, such
as the product’s category path or image descrip-
tions. The results of our study demonstrate
that the incorporation of contextual informa-
tion leads to an improvement in the quality of
machine translation. We make the new dataset
publicly available.'

1

Neural Machine Translation (NMT) has signifi-
cantly advanced the field of machine translation
by leveraging Transformer-based models (Bah-
danau et al., 2015; Vaswani et al., 2017b). These
models have been critical in enhancing translation
quality, particularly by incorporating mechanisms
such as cross-attention to achieve better semantic
understanding. However, despite these improve-
ments, sentence-level translation in NMT often
struggles with issues such as contextual disam-
biguation (Rios Gonzales et al., 2017). For ex-
ample, the word “pen” can refer to a writing in-
strument or an enclosure for animals, depending on
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Figure 1: We evaluate three methods for contextualisa-
tion in e-commerce MT: (1) combining images with text
in VLM, (2) appending category path context in NMT,
and (3) a cascade approach consisting of a vision Q&A
and a text-to-text NMT.

the context. These ambiguities present a significant
challenge in achieving accurate translations based
solely on the context of single sentences.

In an attempt to address these limitations, Multi-
modal Machine Translation (MMT) has emerged
as a promising paradigm (Specia et al., 2016; Shen
et al., 2024). MMT integrates visual information
alongside textual data to provide additional context,
thereby enhancing translation quality. Studies have
shown that leveraging visual cues can significantly
improve the disambiguation of lexical items and
contribute to more accurate translations (Yao and
Wan, 2020; Wang and Xiong, 2021). For instance,
visual context can help resolve ambiguities in sen-
tences where the textual information alone is in-
sufficient (Liu et al., 2021). However, high-quality
machine translation training data with aligned im-
ages is available only for a fraction of the parallel
corpora.

In this work, we explore the effectiveness of inte-
grating context information into a domain-specific
translation task. We create a new testset for Czech-
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to-Polish translation in e-commerce, and test three
approaches for context-aware MT (Figure 1). We
fine-tune and evaluate a VLM, as well as tradi-
tional NMT models for which we integrate con-
textual information as special instruction tokens.
Our findings demonstrate that visual context can
enhance translation quality in domain-specific sce-
narios, serving as a valuable additional feature.
Our contributions are as follows:

* We release a new multimodal dataset for e-
commerce MT for the under-researched cs-pl
language pair;

e We fine-tune and evaluate a VLM on the
domain-specific MT task;

* We propose a method for encoding category
paths and image descriptions in small NMT
models.

We start by describing related work (§2), then
introduce the ConECT dataset (§3), explain our ex-
perimental setup (§4), and finally discuss the results

(85).

2 Related work

In this section we discuss multimodal and e-
commerce product-oriented MT.

2.1 Multimodal Machine Translation

Multimodal Machine Translation (MMT), which in-
tegrates visual context into machine translation, has
garnered significant attention in recent years (El-
liott et al., 2016; Shen et al., 2024). Research has
shown that visuals can effectively bridge linguistic
gaps between languages (Chen et al., 2019; Sig-
urdsson et al., 2020; Su et al., 2019). Early efforts
by Calixto and Liu (2017) incorporated global im-
age features into the encoder or decoder of NMT
models. Subsequent studies have explored the use
of more granular image contexts, such as spatial
image regions with attention mechanisms (Calixto
et al., 2017a; Caglayan et al., 2016).

Yang et al. (2020) introduced a method for joint
training of source-to-target and target-to-source
models to promote visual agreement. Yin et al.
(2020) built a multi-modal graph linking image
objects and source words, leveraging an external
visual grounding model for alignment.
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2.2 Benchmarks and Shared Tasks in MMT

Between 2016 and 2018, WMT organised a shared
task on MMT (Specia et al., 2016; Elliott et al.,
2017; Barrault et al., 2018). The organisers primar-
ily used the Multi30K dataset (Elliott et al., 2016)
and metrics like BLEU, METEOR, and TER. In
the first edition of the shared task, Specia et al.
(2016) found that neural MMT models initially un-
derperformed compared to text-only SMT models.
However, Elliott et al. (2017) and Barrault et al.
(2018) expanded languages and test datasets, not-
ing performance improvements in MMT models,
especially when incorporating external resources.

Elliott (2018) introduced an adversarial evalua-
tion method to assess whether multimodal transla-
tion systems effectively utilize visual context. This
method evaluates the performance difference of a
system when provided with either a congruent or
an incongruent image as additional context.

Futeral et al. (2023) introduced the CoMMuTE
(Contrastive Multilingual Multimodal Translation
Evaluation) dataset to evaluate multimodal ma-
chine translation systems with a focus on resolving
ambiguity using images. Their approach, which in-
cludes neural adapters and guided self-attention,
showed significant improvement over text-only
models, particularly in English—French, English—
German, and English—Czech translations. Futeral
et al. (2024) extended the setup with ZeroMMT,
a technique for zero-shot multimodal machine
translation that does not rely on fully supervised
data. This method, which uses visually conditioned
masked language modelling and Kullback-Leibler
divergence training, demonstrated near state-of-the-
art performance and was extended to Arabic, Rus-
sian, and Chinese.

2.3 E-commerce product-oriented MT

An e-commerce product-oriented machine transla-
tion task uses product images and product meta-
data as inputs. Calixto et al. (2017c¢) pioneered this
task with a bilingual product description dataset,
evaluating models such as phrase-based statistical
MT (PBSMT), text-only MT, and MMT. Their re-
sults highlighted PBSMT’s superior performance,
with MMT models enhancing translation when re-
ranking PBSMT outputs. Calixto et al. (2017b)
highlight the potential impact of multi-modal NMT
in the context of e-commerce product listings. With
only a limited amount of multimodal and multi-
lingual training data available, both text-only and



multi-modal NMT models failed to outperform a
productive SMT system.

Song et al. (2021) introduced a large-scale
dataset along with a unified pre-training and fine-
tuning framework, proposing pre-training tasks for
aligning bilingual texts and product images. These
tasks include masked word reconstruction with
bilingual and image context, semantic matching be-
tween text and image, and masking of source words
conveying product attributes. This framework con-
tributed to more robust translation models.

2.4 Visual information integration in LLLMs

The field of NLP has evolved with the introduction
of large language models (LLMs) (Ouyang et al.,
2022; Achiam et al., 2023; Touvron et al., 2023).
Since traditional text-only MT has advanced to
LLM-based methods (Xu et al., 2023), leveraging
LLMs for MMT is a promising direction. Current
multi-modal LLMs, whether using linear models
(Liu et al., 2024) or Query Transformers (Li et al.,
2023), often suffer from visual information loss.
Enhancing alignment between textual and visual
modalities and adaptively extracting relevant vi-
sual information are critical for optimizing LLM
performance in MMT tasks.

3 ConECT dataset

The ConECT dataset (Contextual E-Commerce
Translation) is designed to support research on
context-aware MT in the e-commerce domain. To
create this dataset, we extracted 11,000 sentences in
Polish from the allegro.pl e-commerce platform.
Next, we aligned a primary product image and cat-
egory path. The sentences were then manually
translated into Czech by professional translators.
Each translation was reviewed to ensure accuracy
and contextual relevance. A detailed breakdown of
the dataset statistics is provided in Table 1.

The ConECT dataset is divided into various con-
tent types to provide comprehensive coverage of
e-commerce translation contexts, as summarized
below.

Product names Product names are typically
short phrases that precisely identify a product.
They often contain specific terminology, brand
names, and product specifications.

Product descriptions Product descriptions are
longer texts that provide detailed information about
a product, including its features, specifications, us-
age instructions, and benefits. These texts can be
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Content #category CS

Split  type #Sent. #Img. paths | #Tokens Len. Vocab
Offer titles 1,924 1,920 840 | 13,898, 72 6,206

Test Prod. desc. 3,680 2,905 1,090 | 38,885, 10.6 13,286
Prod. names 4,691 4,659 1,361 | 34,886, 7.4 10422
ALL 10,295 6,146 1,542 | 87,669, 8.5 22,121
Offer titles 203 203 165 1,449 7.1 1,080

Valid Prod. desc. 403 389 285 4,118 102 2472
Prod names 505 505 360 3757 74 2116
ALL 1,111 1,042 596 9324 84 4822

Table 1: ConECT dataset statistics. Len. denotes average
length in words. Polish sentences have similar statistics.

more descriptive and less structured than product
names.

Offer titles Offer titles are concise and attractive
phrases crafted by marketers to engage potential
buyers, often including promotional language, dis-
counts, or special offers. This category can be
challenging due to the need to maintain both the
persuasive tone and the specific promotional con-
tent during the translation process.

4 Experimental setup

In this section we describe the training and eval-
uation data, the models used, and the evaluation
procedure.

4.1 Training data

To create a parallel e-commerce dataset, we aligned
Polish and Czech product names and descriptions
for corresponding products that were listed on both
e-commerce platforms allegro.pl andmall.cz.
Merchants manually translated original Czech prod-
uct names and descriptions into Polish. To create
sentence-level pairs of multi-sentence descriptions,
we split them into sentences and aligned them us-
ing a language-agnostic BERT sentence embedding
model (Feng et al., 2022). We compared every sen-
tence in one description with every sentence in the
corresponding description in the other language to
align the sentence pairs. That procedure resulted
in a dataset containing 230,000 parallel sentences,
each paired with product category paths and one of
38,000 unique images.

Data with image context For experiments in-
volving translation with image context, we addi-
tionally collected 440,000 Polish product names
paired with 430,000 unique images from the
allegro.pl e-commerce platform. These product
names were back-translated into Czech, creating
a synthetic dataset of product names with image



context. The images were in JPEG format with
varying sizes and were resized to 224x224 pixels.

Text-to-text models For the baseline text-to-text
models, we used 53 million sentence pairs, primar-
ily drawn from the OPUS corpora (Tiedemann and
Nygaard, 2004) and internal e-commerce domain
data.

For fine-tuning with category paths as context,
we extended the 230,000 parallel sentences from
the original dataset with 7 million back-translated
product names and 7 million back-translated prod-
uct description sentences, paired with their respec-
tive category paths. Additionally, we extended the
fine-tuning dataset by incorporating 7 million paral-
lel sentences without category paths from the base-
line model’s training set. The category paths were
represented as text, listing the hierarchical subcate-
gories for each product (e.g., "Sports » Bicycles »
Tires").

For experiments involving image descriptions,
we generated image descriptions in Czech using
the paligemma-3b-mix-2242 (Beyer et al., 2024)
model on all of the previously mentioned data with
image context. Additionally, for fine-tuning, we
included 700,000 sentences without image descrip-
tions, extracted from the baseline model’s training
set.

4.2 Models

Models with image context Experiments involv-
ing translation with image context were conducted
on the paligemma-3b-pt-224° model. Our pri-
mary goal was to evaluate the influence of images
on translation. To achieve this, we fine-tuned the
models for the translation task with two types of
image data: (1) original corresponding product im-
ages, and (2) a black image unrelated to the text
input. Further details of the experimental setup are
given in Appendix A.1.

Text-to-text baseline model We developed a
sentence-level text-to-text baseline model us-
ing the Transformer (big) architecture (Vaswani
et al., 2017a), trained with the Marian frame-
work (Junczys-Dowmunt et al., 2018). Details of
the experimental setup are given in Appendix A.2.

Models with category context To ensure a fair
comparison, we implemented two fine-tuning ap-

2https://huggingface.co/google/
paligemma-3b-mix-224

3https://huggingface.co/google/
paligemma-3b-pt-224
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proaches on the baseline model: one that incorpo-
rates category context and one that does not. The
category context was integrated by adding a prefix
containing the product’s category path in Polish
to the source sentences. The category path was
enclosed with special tokens <SC> and <EC> to
separate it clearly from the source sentence. The
model without category context was trained using
the same configuration and data setup, but without
the category path prefixes. Details of the experi-
mental setup are given in Appendix A.3.

Models with image descriptions Following a
similar approach as in the category context ex-
periments, we fine-tuned the baseline model with
and without prefixes containing image descriptions.
The image descriptions were added as prefixes
wrapped with <SD> and <ED> tokens. This model
was trained exclusively on data with image context
converted into image descriptions and did not in-
clude any data from category context experiments.
Details of the experimental setup are given in Ap-
pendix A.4.

NLLB-baseline For comparison, we report our
results alongside the NLLB-200-Distilled-600M
model.*

Evaluation metrics We use sacreBLEU (Post,
2018) to calculate the chrF° (Popovié, 2015) score,
and the Unbabel/wmt22-comet-da® (Rei et al.,
2022) model to calculate the COMET metric. We
used sacreCOMET (Zouhar et al., 2024) to create
the COMET setup signature.

5 Results and discussion

A performance comparison of models
ConECT test sets is presented in Table 2.

on

Models with image context For the PaliGemma
models, those fine-tuned and evaluated with appro-
priate images outperformed those with unrelated
images. Notable improvements were observed in
the product names and offer titles sets. However,
while the COMET metric showed a decrease for
the product descriptions, the chrF metric showed a
slight increase.

Models with category context Both fine-tuned
models showed improved performance, with the

4https://huggingface.co/facebook/
nllb-200-distilled-600M

3 cheF signature: nrefs: 1 |case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.3.1

6 python3.9.19IComet2.2.21fp32|Unbabel/wmt22-comet-da
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Model Train Inference Product names Offer titles Product desc All sets
chrF  COMET | chhF  COMET | chhrF COMET | chhF COMET
NLLB-600M - - 4846  0.7214 | 38.01 0.6537 | 48.50  0.7774 | 46.85 0.7288
realimg  realimg | 83.48  0.9310 | 79.41 0.9083 | 61.92  0.8987 | 72.31 0.9152
. realimg  blackimg | 81.36  0.9224 | 77.10 0.8972 | 61.75 0.8994 | 71.12 0.9095

PaliGemma-3b . .

black img real img 82.69 0.9275 | 77.86 0.9009 | 60.57 0.8891 | 71.15 0.9088
black img black img | 82.49 0.9268 | 77.97 0.9009 | 60.87 0.8908 | 71.24 0.9091
Baseline - - 84.83 0.9326 | 83.73 0.9227 | 70.76  0.9335 | 77.74 0.9311
Category paths  no category context 85.27 0.9372 | 83.66 0.9242 | 72.78 0.9389 | 78.87 0.9354
experiements category context 85.51 0.9385 | 83.73 0.9248 | 71.95 0.9393 | 78.56 0.9362
Image desc. no description context | 85.10 0.9367 | 83.99 0.9246 | 70.81 0.9358 | 77.90 0.9341
experiments description context 83.25 0.8673 | 82.63 0.8974 | 48.26 0.7243 | 65.97 0.8219

Table 2: Comparison of the results on the ConECT test set shows that the VLM model with image context and the
NMT model with category paths achieved improved performance due to the added context. However, experiments
with synthetic image descriptions led to a decrease in metrics.

version incorporating category path context achiev-
ing a notable advantage in the COMET metric
across all datasets. The most significant improve-
ment was observed with product names, while the
smallest gain in the COMET metric occurred with
product descriptions, where the chrF metric actu-
ally decreased.

Models with image descriptions The model us-
ing image description prefixes showed a significant
decrease in quality, especially on the product de-
scription dataset. It is important to note that the
fine-tuning was performed on synthetic image de-
scriptions and used a smaller dataset than the mod-
els incorporating category context. In this case,
the added context had a negative impact on per-
formance, highlighting that fine-tuning an NMT
model with prefixes can degrade its quality in some
scenarios.

6 Conclusion

This study explores methods for incorporating con-
text into MT using the ConECT dataset. We are
making this dataset publicly available to support
research into context-aware translation tasks. We
investigated the fine-tuning of VLM for machine
translation to exploit image-based context for im-
proved translation quality. Secondly, we analysed
the effect of product category paths on translation
performance in text-to-text models for e-commerce
data. Both experiments showed that the models
benefited from contextual information. We also
report negative results from fine-tuning with im-
age description prefixes, highlighting that added
context can sometimes impair model quality and

&3

that this straightforward approach requires further
refinement.

Limitations

Our approaches rely heavily on the quality of train-
ing data and the suitability of the test set for context-
aware translation. In many cases, the text alone
is sufficient without additional context. More-
over, incorporating extra context can sometimes
reduce translation quality, especially with LLMs,
where hallucinations may introduce critical errors
for users. The experiments with VLM discussed in
this paper require significantly more computational
resources than text-to-text NMT models, due to the
larger model and data sizes. We used Al assistance
exclusively to enhance the text style and identify
grammatical errors in this manuscript.
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A Details on experiments

We conducted all our experiments on a single server
equipped with four Nvidia A100 GPUs, each with
80 GB of RAM.

A.1 VLM setup

PaliGemma was fine-tuned using LoRA (Hu et al.,
2021) with rank » = 8 and alpha o = 8. The fine-
tuning was performed on a single A100 GPU for 4
epochs with a learning rate of 1e~* and batch size
set to 16.

A.2 Text-to-text baseline model

The model was trained on four NVIDIA A100
GPUs. It employs a shared vocabulary of 32,000
subword tokens, generated using the SentencePiece
toolkit (Kudo and Richardson, 2018), with all em-
beddings tied during training. Early stopping was
set to 10, with the validation frequency set to
3000 steps and based on the chrF metric on the
ConECT validation set.

A.3 Models with category context

For fine-tuning with prefixes we employed the fol-
lowing special tokens to mark category context in
the SentencePiece vocabulary:

* <SC> — start of the category path
* <SEP> — separator of subcategories
* <EC> - end of the category path

The subcategories were provided in the target lan-
guage and were not included as special tokens in
the vocabulary. An example of a source sentence is
as follows: <SC> Moda <SEP> Odziez, Obuwie,
Dodatki <SEP> Obuwie <SEP> Megskie <SEP>
Sportowe <EC> Big Star pdnské sportovni boty
JJ174278 Cerné 44. The target sentences remained
unchanged.

The model without category context was trained
using the same configuration and data setup, but
without the category path prefixes. Both fine-
tunings were performed on two NVIDIA A100
GPUs with a learning rate of 5¢ =%, and early stop-
ping was applied based on the chrF metric on the
concatenated ConECT validation set.
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A4 Models with image descriptions

The image descriptions were generated
in the Czech and Polish languages using
the google/paligemma-3b-mix-224 model and
the transformers library. However, only image
descriptions in Czech were used in the experiments.
The prompts were structured as simple tasks as
found in the original PaliGemma paper (Beyer
et al., 2024). The exact prompts are shown in
Table 3. Images for inference were resized to
224x224 pixels. We include generated Czech and
Polish captions in the dataset. For fine-tuning
with image description we employed the following
special tokens in the SentencePiece vocabulary:

* <SD> — start of the image description
* <ED> — end of the image description

An example of a source sentence is as follows:
<SD> Cerné a bilé boty s ndpisem " big star "
na boku. <ED> Big Star pdnské sportovni boty
JJ174278 cerné 44

The training configuration was identical to the
experiments with category context, except that the
validation frequency was reduced to every 300
steps.

Target language ‘ Prompt used for image description

Czech
Polish

popsat obrazek v cestiné
opisz obrazek po polsku

Table 3: Prompts for image description generation used
with the paligemma-3b-mix-224 model.
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