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Abstract

How well do modern long-context language
models understand literary fiction? We explore
this question via the task of literary evidence re-
trieval, repurposing the RELiC dataset of Thai
et al. (2022) to construct a benchmark where
the entire text of a primary source (e.g., The
Great Gatsby) is provided to an LLM alongside
literary criticism with a missing quotation from
that work. This setting, in which the model
must generate the missing quotation, mirrors
the human process of literary analysis by re-
quiring models to perform both global narrative
reasoning and close textual examination. We
curate a high-quality subset of 292 examples
through extensive filtering and human verifica-
tion. Our experiments show that recent reason-
ing models, such as GEMINI PRO 2.5 can exceed
human expert performance (62.5% vs. 50%
accuracy). In contrast, the best open-weight
model achieves only 29.1% accuracy, highlight-
ing a gap in interpretive reasoning. Despite
their speed and apparent accuracy, even the
strongest models struggle with nuanced liter-
ary signals and overgeneration, signaling open
challenges for applying LLMs to literary analy-
sis. We release our dataset and evaluation code
to encourage future work in this direction.

1 Introduction

The emergence of long-context language models,
which can process millions of tokens (Gemini
Team, 2024), has unlocked new AI applications
for literary analysis. In this paper, we focus on
the task of literary evidence retrieval, in which a
model must retrieve a supporting quotation from
a primary source (e.g., a novel) to substantiate an
excerpt of literary criticism.

Thai et al. (2022) frame literary evidence re-
trieval as a computational task by introducing
RELiC, a dataset that contains short excerpts from
published literary criticism that include quotations
from famous novels. While RELiC was developed

to benchmark and improve retriever models, which
compute embeddings of claims and short chunks
of the book text, we repurpose it as a testbed for
long-context1 language models: A model is given
the entire text of the book and an excerpt of literary
criticism with a missing quotation from that book,
then asked to generate the missing quote (see Fig-
ure 1, top). This task does not exactly mirror the hu-
man process of literary analysis, in which a scholar
typically develops claims and selects supporting
quotes iteratively. However, the task requires the
same understanding of and complex reasoning over
plot, subtext, and other literary devices with the
advantage of being easily verifiable.

To enable robust evaluation, we curated a high-
quality subset of 292 examples from RELiC, veri-
fied through a combination of automated filtering
and expert human review. These 292 examples
contain claims that require both global reasoning
over events and “close reading” over singular pas-
sages to solve. Our experiments reveal that state-of-
the-art reasoning models significantly outperform
previous LLMs and even surpass a human expert
baseline: our best model, GEMINI PRO 2.5 obtains
an accuracy of 62.5% compared to 55.0% for a
human expert on a subset of the data. However,
we also find that these models tend to overgenerate
and struggle with subtle literary cues. Open-weight
models perform substantially worse, suggesting
that interpretive reasoning, not just long-context ca-
pacity, is essential to success in this domain, form-
ing important directions for future research.

2 Dataset Curation

The RELiC dataset (Thai et al., 2022) consists of
78k excerpts of English-language literary analysis
collected from scholarly journals where each ex-
cerpt includes a direct quotation from one of 79

1In this paper, we consider “long-context" to mean allow-
ing a minimum of 128k tokens as input.
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MODEL + SIMPLE PROMPT ALL (n=292) g (n=40) � (n=39)

GEMINI PRO 2.5(Google, 2025) 63.7 57.5 82.1
O3(OpenAI, 2025b) 49.7 47.5 71.8
GEMINI PRO 1.5 (Gemini Team, 2024) 36.1 22.5 43.6
O1 (OpenAI, 2024) 32.2 25.0 41.0
GPT-4O (OpenAI et al., 2024) 27.4 17.5 35.9
QWEN 2.5 INSTRUCT (72B) (Qwen et al., 2025) 11.3 7.5 20.5
LLAMA 3.1 INSTRUCT (8B) (Grattafiori et al., 2024) 5.1 5.0 2.6
QWEN 2.5 INSTRUCT (7B) 2.7 5.0 2.6
LLAMA 3.3 INSTRUCT (70B) 2.1 0.0 2.6

MODEL + EXPLANATION PROMPT

GEMINI PRO 2.5 64.7 62.5 79.5
GPT-4.1(OpenAI, 2025a) 51.0 47.5 69.2
O3 50.7 50.0 66.7
GEMINI PRO 1.5 38.5 40.0 50.0
CLAUDE SONNET 3.7(Anthropic, 2025) 37.0 32.5 48.7
DEEPSEEK-R1(DeepSeek-AI et al., 2025) 29.1 15.0 38.5
GPT-4O 24.3 22.5 31.8
QWEN 3 (32B)(Qwen et al., 2025) 19.2 20.0 33.3
QWEN 3 (8B) 8.9 5.0 10.3
O3-MINI (OpenAI, 2025c) 8.3 10.0 13.6

BASELINES

GTE-QWEN2-7B-INSTRUCT 4.5 2.5 6.8
HUMAN - 55.0 -

Table 1: Percentage of test set examples where the
model generated the correct ground truth quotation for
different folds of the test set.

Primary Sources Dataset Examples
(n=7) (n=292)

TOKENS WORDS TOKENS WORDS # EX/BOOK

MEAN 85,526 69,456 254.9 203.6 36.0
ST. DEV. 26,6304 21,167 66.9 52.9 19.6
MAX 124,544 102,549 492.0 385.0 52.0
MIN 45,038 37,209 116.0 91.0 7.0

Table 2: Summary statistics for long-context RELiC.
Token counts were computed with the o200k_base en-
coding via tiktoken (https://github.com/openai/
tiktoken) and word counts were computed by splitting
on whitespace.

primary source texts in the public domain. Each ex-
ample in the dataset contains up to four sentences
preceding the quotation and up to four sentences
following the quotation. Together, these sentences
of make up the “context” of the ground truth quota-
tion. The primary source quotations may be up to
five consecutive sentences in length.

2.1 Adapting RELiC for long-context
reasoning

While large, RELiC is also noisy, which necessi-
tates several filtering steps before we can evaluate
models on it. We implemented an extensive data
preprocessing pipeline2 that involved several clean-
ing and filtering passes with GPT-4O-MINI and GPT-

4O supplemented by some programmatic heuristics,
all geared towards mitigating the below issues:

Low data quality: Some RELiC examples con-
tain OCR artifacts present in the primary source
texts that render the prefixes and suffixes ungram-

2All prompts, details of filtering heuristics, and descrip-
tions of our manual validations are in Appendix A.

matical. There are also some examples that are
misclassified as literary analysis.

Model exploits: Several aspects of RELiC exam-
ples can provide unintended cues to models, allow-
ing them to bypass the reasoning challenge. One
was the disclosure of the location of the quote in
the prefix or suffix. Another was quote leakage,
or the appearance of part or all of the ground truth
quotation in the context. Finally, data contamina-
tion was a concern–the literary analysis excerpts
could appear in the training data of the LLMs we
benchmarked and may have been memorized, or
the ground truth quotation is so prevalent in the
training data (because it belongs to a public do-
main novel) that the model is able to retrieve it
without needing the primary source text at all.

Human verification: After filtering, we create a
high-quality human-verified subset of the dataset
by having one of the authors, who has a degree
in English literature and has read all of the pri-
mary source novels manually review 400 filtered
examples. This author marked 292 examples that
were well-formed instances of literary analysis with
a ground truth quotation that could be identified
given only the book and literary analysis context.
See Table 2 for dataset statistics.

Dataset folds: Our new dataset contains two la-
beled folds of special data, (1) the g HUMAN EVAL

SET: 40 examples attempted by our author, and (2)
the � CLOSE READING SET: 39 examples la-
beled by our author as examples of close reading,
a literary analysis technique in which the reader
considers “linguistic elements, semantic aspects,
syntax, rhetoric, structural elements, thematic, and
generic references in the text” (Ohrvik, 2024). A
natural consequence of this interpretive technique
is the repeated citation of parts of the ground truth
quote in the context. Since these examples con-
tain lexical overlap with the ground truth quotation,
models can exploit this during evidence retrieval.

3 Experimental Setup

We evaluated four closed-source and four open-
weight models on the long-context RELiC dataset,
prompting each in a zero-shot setting to retrieve
the most fitting quotation for a literary analysis ex-
cerpt given the full primary source text. We tested
two prompt types: (1) SIMPLE, which requested
only the quotation, and (2) EXPLANATION, which
first asked the model to justify its choice before
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Figure 1: An example from long context RELiC where the HUMAN annotator successfully retrieves the quotation
while the top-performing LLMs fail.

selecting a quotation3. Our prompts are adapted
from Karpinska et al. (2024) in the NOCHA long-
context benchmark. Additionally, we implemented
an embedding-based retrieval baseline using GTE-

QWEN2-7B-INSTRUCT, the top-performing text em-
bedding model on MTEB4 at the time of writing.

3.1 Human Evaluation

The author who manually validated high quality
examples also attempted 40 examples from four
previously-read primary source novels. The author
had access to a digital copy of the primary source
text with a string-matach search function and the
corresponding Wikipedia summaries. In addition to
selecting missing quotations, the author also wrote
a short justification for each choice. The task took
approximately 8 hours.

3.2 Evaluation Scheme

Our automatic evaluation of model responses ap-
plied partial ratio fuzzy matching (to account for
minor typographical differences) to check that the
model response was from the primary source text
and to measure overlap between the response and
the ground truth quotation5. For the embedding
baseline, we calculate recall@1.

3Prompts & inference details in Appendix C.
4https://huggingface.co/spaces/mteb/

leaderboard accessed February 2025
5Further details can be found in Appendix D.

4 Results & Analysis

Table 1 reports results for all evaluated models on
the full set of 292 claims and the two folds.

LLMs outperform HUMAN and SOTA embed-
ding baseline Google’s GEMINI PRO 2.5 reasoning
model achieves better accuracy than our HUMAN

baseline in a fraction of the time—each API call
took an average of 45 seconds vs. an average of
12 minutes for the HUMAN expert. Both Google
and OpenAI’s latest long-context models show sub-
stantial performance gains over their immediate
predecessors on the literary evidence retrieval task.
GEMINI PRO 2.5 outperforms GEMINI PRO 1.5 by a
wide margin (64.7% vs. 38.5%), and OpenAI’s
GPT-4.1 improves significantly over GPT-4O (51.0%
vs. 24.3%). Similarly, O3 surpasses O1 (48.7% vs.
32.2%). The embedding-based method achieved
4.5% accuracy, only 1.6% higher than the best re-
call@1 reported in the original RELiC paper from
three years ago. LLMs’ success over embeddings
suggests the importance of contextualized repre-
sentations that can enable reasoning over entire
primary source texts.

Closed-source outperform open-weight LLMs
Despite recent progress in open-weight LLM de-
velopment, we observe a striking performance
gap between closed-source and open-weight mod-
els on the literary evidence retrieval task. The
best-performing open-weight model, DEEPSEEK-R1,
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Figure 2: An example of long context RELiC where the HUMAN annotator and GEMINI PRO 2.5 both select the same
quotation, but it is not the ground truth quotation.

achieves only 29.1% accuracy—less than half the
performance of the top closed-source model, GEM-

INI PRO 2.5 (64.7%).

Small LLMs can’t capitalize on close reading
examples Nearly all models larger than 8B pa-
rameters show modest to significant improvements
on the close reading fold, with some models im-
proving by over 20%. This effect is expected due to
ground truth leakage in the the provided excerpt of
literary analysis, but the 7B and 8B parameter open-
weight models experience nearly no performance
boost on this fold—the performance of LLAMA 3.1

INSTRUCT (8B) actually suffers, suggesting that the
smaller models lack the capacity to even exploit
lexical overlap.

EXPLANATION prompt provides a glimpse into
model reasoning We observed mixed results
when querying non-reasoning LLMs with the EX-
PLANATION prompt. While GEMINI PRO 1.5 im-
proved with explanation-based reasoning, GPT-4O

saw a decline. Recent reasoning LLMs such as
GEMINI PRO 2.5 and O3 use internal reasoning tokens
that are not exposed via the API but influence the
model’s final output. These tokens are critical to the
model’s performance on complex tasks, but their
inaccessibility complicates model evaluation and
comparison. Applying the EXPLANATION prompt
to these reasoning models preserved accuracy, de-

spite the redundancy, while providing insight into
the models’ reasoning processes. See a comparison
of human and model justifications in Figure 2.

All models tend to overgenerate Despite
prompts explicitly instructing models to select and
generate no more than five consecutive sentences
from the primary source, we observe a consistent
tendency across all evaluated models to produce
significantly longer outputs. To quantify this over-
generation behavior, we compute the length ratio,
defined as the ratio of the model’s generated output
length to the ground truth quotation length (mea-
sured in characters); values closer to 1.0 indicate
greater adherence to the prompt constraints and
minimal overgeneration. The length ratios are re-
ported in Table 3.

We find that all models overgenerate, including
the human annotator (average ratio of 2.1), likely
due to natural variance in interpreting sentence
boundaries. However, language models consis-
tently surpass this baseline: for instance, state-of-
the-art models such as GEMINI PRO 2.5 and GPT-4.1

have average ratios of 3.0 and 4.8, respectively.
Smaller open models like LLAMA 3.1 INSTRUCT (8B)

and LLAMA 3.3 INSTRUCT (70B) exhibit even more ex-
treme overgeneration (ratios > 5.7), suggesting that
weaker models may compensate for uncertainty by
producing longer outputs.
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LLMs struggle with literary nuance In Fig-
ure 1, we present a challenging example where
all LLMs fail but our HUMAN expert correctly iden-
tified the ground truth quotation from The Scarlet
Letter, a >80k-word novel. The context alludes to a
description of the character Roger Chillingworth at
a specific moment in the story (when he recognizes
Hester Prynne). In their explanation, the HUMAN

expert mentions considering two different passages,
but ultimately selecting the correct passage because
it best demonstrates the “melodrama" mentioned
in the literary analysis. The expert highlights the
features of the correct passage that demonstrate
“melodrama": an exaggerated character description,
words that connote movement, and emotional ten-
sion. All three top-performing LLMs selected the
other passage the HUMAN expert was considering
but ultimately eliminated, suggesting that even the
best models still lack the expertise to navigate liter-
ary devices and more nuanced signals that inform
expert literary interpretation.

Models can identify alternative literary evidence
In Figure 2, we present an example where both
HUMAN and GEMINI PRO 2.5 selected the same "in-
correct" quote. The explanations reveal that both
interpreted the literary analysis context as an in-
troduction to a quote about the jury’s response.
However, the ground truth quotation actually sup-
ports Frankenstein’s own preoccupation rather than
the trial’s immediate outcome. This example high-
lights two key insights: (1) literary evidence re-
trieval is inherently interpretative, meaning that
multiple passages may plausibly support a given
claim, and (2) LLMs, like human readers, can sur-
face alternative yet reasonable quotations that align
with certain aspects of the analysis. While mod-
els may not always select the canonical answer,
their ability to propose viable alternative evidence
could be valuable for assisting literary scholars in
exploring multiple textual connections.

5 Related Work

Our work builds on recent papers that apply and
evaluate LLMs for computational literary analysis.
Prior work has explored summarization or claim
verification in novels (Subbiah et al., 2024a; Kim
et al., 2024; Karpinska et al., 2024) or short sto-
ries (Subbiah et al., 2024b). Other more specific
tasks, mainly in the short context setting, include
extracting narrative elements (Shen et al., 2024),
story arcs and turning points (Tian et al., 2024),

MODEL + SIMPLE PROMPT g Accuracy (n=40) Avg. Length Ratio

GEMINI PRO 2.5 57.5 3.5
O3 47.5 3.5
GEMINI PRO 1.5 22.5 2.8
O1 25.0 3.2
GPT-4O 17.5 3.9
QWEN 2.5 INSTRUCT (72B) 7.5 3.2
LLAMA 3.1 INSTRUCT (8B) 5.0 5.9
QWEN 2.5 INSTRUCT (7B) 5.0 2.8
LLAMA 3.3 INSTRUCT (70B) 0.0 5.7

MODEL + EXPLANATION PROMPT

GEMINI PRO 2.5 62.5 3.0
GPT-4.1 47.5 4.8
O3 50.0 2.7
GEMINI PRO 1.5 40.0 3.3
CLAUDE SONNET 3.7 32.5 4.0
DEEPSEEK-R1 15.0 3.6
GPT-4O 22.5 3.6
QWEN 3 (32B) 20.0 2.7
QWEN 3 (8B) 5.0 2.4
O3-MINI 10.0 3.5

BASELINES

HUMAN 55.0 2.1

Table 3: The average length ratios for each model, de-
fined as the ratio of the length model generation to that
of the ground truth (measured in characters).

character analysis (Papoudakis et al., 2024), nar-
rative discourse (Piper and Bagga, 2024), plot de-
velopment (Huot et al., 2024; Xu et al., 2024), and
creativity evaluation (Chakrabarty et al., 2024).

6 Conclusion

In this work, we introduced a long-context dataset
derived from RELiC for evaluating literary evi-
dence retrieval using large language models. We
constructed a high-quality test set of 292 examples,
ensuring rigorous evaluation through filtering and
human verification. Our results demonstrate that
long-context LLMs outperform embedding-based
retrieval methods and even a HUMAN expert baseline.
However, closer analysis reveals that model success
is not always grounded in robust interpretative abil-
ities: models tend to overgenerate and still strug-
gle to grasp nuances in literature. However, they
can also successfully identify additional evidence
for literary claims. Finally, open-weight models
still lag far behind their closed-weight counterparts,
suggesting that long-context capabilities alone are
insufficient without strong interpretive reasoning.
We release our data and evaluation framework to
spur research at the intersection of NLP and literary
analysis.

Limitations

As noted in the original paper, the RELiC dataset
represents a limited, English-only subset of world
literature, with a strong emphasis on the Western

373



literary canon. To foster a more inclusive and repre-
sentative benchmark, we aim to extend this work to
cross-lingual literary analysis and retrieval on texts
from historically underrepresented literary tradi-
tions. Expanding the dataset in this way would not
only enhance the linguistic and cultural diversity
of literary evidence retrieval but also improve the
generalizability of models across different literary
frameworks.

Additionally, our human evaluation was limited
in scope and scale, as it was conducted by a single
annotator, one of the authors of this paper. While
this approach was practical given the intensive na-
ture of literary evidence retrieval over full novels,
it inherently reflects the knowledge, biases, and in-
terpretive lens of a single individual. In the future,
we aim to broaden our evaluation by incorporat-
ing multiple expert annotators, enabling a more
comprehensive and diverse assessment of model
performance on the task of complex literary reason-
ing.

Ethical Considerations

While LLMs can assist in literary interpretation,
they should not replace scholarly analysis con-
ducted by trained experts. We acknowledge the
potential for misuse of a system that can retrieve
evidence for scholarly claims and emphasize that
automated retrieval should be viewed as a comple-
ment to, not a substitute for, human literary schol-
arship.

As mentioned in the Limitations section, the pri-
mary source texts in our dataset are drawn from
public domain works, which primarily reflect West-
ern literary traditions. The results of this bench-
mark may not generalize to literary traditions out-
side the Anglophone canon, potentially reinforcing
existing biases in computational literary studies.
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A Dataset Details

We are using a publicly available dataset released
by researchers who stated in their paper that they
released their data to "facilitate further research in
this direction." Statistics for the primary sources
can be found in 4.

B LLM-Aided Data Processing

B.1 Filtering steps

These cleaning and filtering steps were applied to
the entire RELiC dataset in the following order:

1. CLEAN (GPT-4O-MINI): We asked the model to
remove any OCR artifacts and to ensure the
context and ground truth quotation flow seam-
less and grammatically without changing any
meaning. Additionally, we asked the model
to remove any remaining in-line citations that
revealed the page number of the ground truth
quotation, which allowed us to preserve some
examples that might have been caught by the
LOCATION filter below. See the prompt in Ta-
ble 8.

2. LEAKAGE (heuristic): If the sentences in the
context preceding or following the ground
truth quotation were fuzzy-matches (thresh-
old: 95) with any text from the primary source,
the example was excluded from our dataset.

3. LIT ANALYSIS (GPT-4O-MINI): We asked the
model to classify whether each RELiC in-
stance was an example of literary analysis.
If it was not, we excluded it from our dataset.
See the prompt in Table 9.

4. LOCATION (GPT-4O-MINI): We asked the model
if the context revealed the location of the
ground truth quotation. If it did, we excluded
it from our dataset. See the prompt in Table
10.

5. FIRST SENT (heuristic): We identified cases
where the ground truth quotation was the first
sentence of its primary source novel. The
intuition behind this filter (and the following
two) was that the first sentence of a primary
source might be famous or more likely to be
quoted, and therefore easier to guess without
needing to reason over the text or more likely
to appear in training data.
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Book Title Author Publication Year Token Count Word Count

Brave New World Aldous Huxley 1932 91,472 65,278
What Maisie Knew Henry James 1897 124,544 95,988
Ethan Frome Edith Wharton 1911 45,038 34,926
Frankenstein Mary Shelley 1818 95,018 75,131
The Great Gatsby F. Scott Fitzgerald 1925 63,683 48,972
The Awakening Kate Chopin 1899 66,574 49,932
The Scarlet Letter Nathaniel Hawthorne 1850 112,355 83,311

Table 4: Books included in the dataset. The token count was provided as per tiktoken tokenization.

6. LAST SENT (heuristic): Similarly, we identi-
fied cases where the ground truth quotation
was the last sentence of its primary source
novel.

7. OUTLIER (heuristic): We identified cases
where the ground truth quotation was cited
much more frequently than any of the other
quotations from the same primary source
novel.

8. EZ2MEM (GPT-4): We asked the model to per-
form the RELiC task without providing the
primary source text and identified cases where
the model was able to correctly generate at
least one sentence of the ground truth quota-
tion.

Note that we did not automatically exclude any
of the examples identified by the last four filters.
Though we did not use them in this project, we
have left the labels in our dataset to facilitate future
research.

B.2 Manual validation of data
We conducted multiple validations of the RELiC
data for quality control using human annotations.

Validation of LLM filters To validate our LLM-
aided approach to data preprocessing, we manually
annotated 100 examples of RELiC and compared
our judgments to keep or reject each example to the
results of the LLM + heuristic filters. The f1-score
of our filtering scheme was 89.8, with our scheme
identifying 57 true positives, 30 true negatives, 6
false positives, and 7 false negatives.

C Model Inference Details

API access details

• All OpenAI models were accessed via the
OpenAI API (https://platform.openai.
com/).

• All Gemini models were accessed via the
Google AI API (https://ai.google.dev/).

• CLAUDE SONNET 3.7 was accessed via the
Vertex AI/Google Cloud (https://cloud.
google.com/vertex-ai?hl=en).

• DeepSeek was run via OpenRouter (https:
//openrouter.ai/).

The approximate total cost of running all closed-
weight models for both development and evaluation
was $2k.

Local inference details All Llama and Qwen
models were run locally. The smaller open-weight
models were run on 1 A100 GPU for a total of 14
hours, while the larger open-weight models were
run on 4 A100 GPUs for a total of 16 hours.

Generation hyperparameters The OpenAI rea-
soning models (O1, O3-MINI, and O3) were a special
case: the temperature parameter is fixed and the
token generation limit includes the inaccessible rea-
soning tokens. As such, we set the token generation
limit to 12,000 for O1 and O3-MINI. For O3, the token
generation limit was set to 25,000 as recommended
by OpenAI6. For all three OpenAI reasoning mod-
els, we used the default medium reasoning effort.

For all other models, the token generation limit
was set to 800 for SIMPLE prompts and 1,200 for
EXPLANATION prompts. Temperature was set to
0.0 for all models except for QWEN 3 (32B) and
QWEN 3 (8B), where temperature was set to the de-
fault 0.6.

For a list of the models and their checkpoints,
see Table 5.

D Evaluation Scheme Details

We use the rapidfuzz Python package for our
fuzzy match evaluation with a threshold of 95 for

6https://platform.openai.com/docs/guides/
reasoning#allocating-space-for-reasoning
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MODEL CONTEXT AVAIL. CHECKPOINTS

O1 200k µ o1-2024-12-17
O3 200k µ o3-2025-04-16
O3-MINI 200k µ o3-mini-2025-01-31
GPT-4O 128k µ gpt-4o-2024-11-20
GPT-4.1 1M µ gpt-4.1-2025-01-31
GEMINI PRO 1.5 1M µ gemini-1.5-pro-002
GEMINI PRO 2.5 1M µ gemini-2.5-pro-preview-05-06
CLAUDE SONNET 3.7 200k µ claude-3-7-sonnet@20250219
LLAMA 3.3 INSTRUCT (70B) 128k b Llama-3.3-70B-Instruct
LLAMA 3.1 INSTRUCT (8B) 128k b Llama-3.1-8B-Instruct
QWEN 2.5 INSTRUCT (72B) 128k b Qwen2.5-72B-Instruct
QWEN 2.5 INSTRUCT (7B) 128k b Qwen2.5-7B-Instruct
QWEN 3 (8B) 131k* b Qwen3-8B
QWEN 3 (32B) 131k* b Qwen3-32B

GTE-QWEN2-7B-INSTRUCT (7B) 32k b gte-Qwen2-7B-instruct

Table 5: The upper rows display the evaluated LLMs,
while the bottom row displays the text embedding model
used for the baseline. Context lengths marked with *
were extended with YaRN.

checking the existence of the model response in
the primary source and a threshold of 90 for check-
ing the overlap between the model response and
the ground truth quotation. The fuzzy matching
allows for small typographical differences between
the primary source and the model outputs (e.g. dif-
ferent types of quotation marks). Thresholds were
determined after manual inspection of outputs at
varying thresholds.

E Use of AI Assistants

The authors used Github Copilot for coding assis-
tance during their experiments and ChatGPT for
assistance in formatting LATEX in the writing of this
paper.
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Prompt (Simple)

You are provided with the full text of [book_title] and an excerpt of literary analysis that
directly cites [book_title] with the cited quotation represented as <MASK>.

Your task is to carefully read the text of [book_title] and the excerpt of literary analysis, then
select a window from [book_title] that most appropriately replaces <MASK>as the cited quotation
by providing textual evidence for any claims in the literary analysis.

The excerpt of literary analysis should form a valid argument when <MASK>is replaced by the
window from [book_title].

<full_text_of_[book_title_snake_case]>[book_sentences] </full_text_of_[book_title_snake_case]>

<literary_analysis_excerpt>[lit_analysis_excerpt] </literary_analysis_excerpt>

Identify the window that best supports the claims being made in the excerpt of literary analysis.
The window should contain no more than 5 consecutive sentences from [book_title].

Provide your final answer in the following format:

<window>YOUR SELECTED WINDOW </window>

Table 6: Prompt template for literary evidence retrieval (Simple).

Prompt w/ Explanations

You are provided with the full text of [book_title] and an excerpt of literary analysis that
directly cites [book_title] with the cited quotation represented as <MASK>.

Your task is to carefully read the text of [book_title] and the excerpt of literary analysis, then
select a window from [book_title] that most appropriately replaces <MASK>as the cited quotation
by providing textual evidence for any claims in the literary analysis.

The excerpt of literary analysis should form a valid argument when <MASK>is replaced by the
window from [book_title].

<full_text_of_[book_title_snake_case]>[book_sentences] </full_text_of_[book_title_snake_case]>

<literary_analysis_excerpt>[lit_analysis_excerpt] </literary_analysis_excerpt>

First, provide an explanation of your decision marking process in no more than one paragraph.

Then, identify the window that best supports the claims being made in the excerpt of literary
analysis. The window should contain no more than 5 consecutive sentences from [book_title].

Provide your final answer in the following format:

<explanation>YOUR EXPLANATION </explanation>

<window>YOUR SELECTED WINDOW </window>

Table 7: Prompt template for literary evidence retrieval with explanation.
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Prompt for Cleaning RELiC Examples

I want to create a dataset for Natural Language Processing that consists of excerpts of literary
analysis that quote directly from a primary source text.

I have already collected windows of literary analysis that quote from many different primary
sources in the public domain. The part of the excerpt before the quotation is called the "prefix,"
and the part of the excerpt after the quotation is called the "suffix." Because I collected the
data from PDFs with OCR, the prefixes and suffixes contain artifacts like in-line citations, page
numbers, chapter names, headers, and footers that I need to remove.

Here is an example:

<prefix>[prefix] </prefix>

<ground_truth_quotation>[ground_truth_quotation] </ground_truth_quotation>

<suffix>[suffix] </suffix>

Please follow the following guidelines to help me clean and filter this example:

1. Remove all textual artifacts from the OCR process by deleting them. Artifacts include page
numbers, chapter headings, footnotes, image captions, etc.

2. Correct the grammar, punctuation, and spelling of the prefix and suffix without altering the
meaning so that the primary source quotation fits seamlessly and grammatically between the prefix
and suffix.

3. Remove all in-line citations following quotations, especially those that say things like "(my
emphasis)."

Respond with ONLY the cleaned prefix and suffix in the following format:

<clean_prefix>CLEAN PREFIX </clean_prefix>

<clean_suffix>CLEAN SUFFIX </clean_suffix>

Table 8: Prompt template for cleaning RELiC examples

Prompt for Classifying Literary Analysis

I want to create a dataset for Natural Language Processing that consists of excerpts of literary
analysis that quote directly from a primary source text.

Other texts can contain quotes from primary sources, like biographies of authors. However, I
only want examples of literary analysis in the dataset.

Please determine whether the following excerpt is an example of literary analysis. If it is
literary analysis, respond with TRUE. Otherwise, respond with FALSE.

Here is the excerpt:

<excerpt>[clean_prefix] [answer_quote] [clean_suffix] </excerpt>

Respond with ONLY your answer in the following format:

<answer>YOUR ANSWER </answer>

Table 9: Prompt template for classifying literary analysis
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Prompt for Identifying Quote Location Disclosure

I want to create a dataset for a Natural Language Processing task called "Literary Evidence
Retrieval."

The input has two parts:

(1) An excerpt of literary analysis that quotes 1 to 5 full sentences from a primary source text,
but the quote is replaced with "[MASK]".

(2) The full text of the primary source.

The output should be the correct quotation of 1 to 5 full sentences from the primary source—this
is the ground truth.

I have already collected windows of literary analysis that quote from many different primary
sources in the public domain.

The part of the excerpt before the quotation is called the "prefix," and the part after is called
the "suffix."

To avoid giving the model hints, it’s extremely important that the prefix and suffix do not
mention the chapter where the ground truth quotation is located.

Please determine whether the following instance contains the chapter location of the ground truth
quotation in either the prefix or the suffix. If it does, respond with TRUE; otherwise, respond
with FALSE.

The prefix and suffix may contain the location of other quotations in the passage. I only want
to identify if the location of the ground truth quotation is revealed.

Look out for phrases like "In the prologue" or "In Chapter..."

Here is the instance:

<prefix>[prefix] </prefix>

<ground_truth_quotation>[ground_truth_quotation] </ground_truth_quotation>

<suffix>[suffix] </suffix>

Respond with ONLY your answer in the following format:

<answer>YOUR ANSWER </answer>

Table 10: Prompt template for identifying quote location disclosure
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