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Abstract

Embodied question answering (EQA) means
using perception of and action in an environ-
ment to answer natural language questions
about that environment. However, previous
work has demonstrated that blind language
models (which do not incorporate perception,
but predict an answer based solely on the ques-
tion text) are a strong baseline for existing
benchmarks, even compared against state-of-
the-art vision and language models. To deter-
mine whether a model is grounding its answers
in its specific environment, rather than rely-
ing on a language model’s expectations about
the world generally, we propose PQB-EQA, a
per-question balanced EQA dataset. In this
new benchmark, every question appears twice,
paired with two different environments that
yield two different answers. That is, the an-
swer distribution is balanced for each question,
not just across the whole dataset. We show both
theoretically and empirically that grounding in
the environment is necessary to perform better
than chance on PQB-EQA..!

1 Introduction

Imagine a search and rescue robot that could an-
swer the question, “What is behind the concrete
slab?” by navigating to a location where it could
find the answer. To answer the question correctly,
the agent would need to (1) understand the natu-
ral language question, (2) perceive its environment
(using, for instance, vision), and (3) select actions
to find the necessary information; that is, it would
need to engage in embodied question answering
(EQA) (Das et al., 2018). Obviously, such an agent
should ground its answers in the environment; we
do not want the search and rescue robot to tell us
what is often behind concrete slabs. There is there-
fore a need to test such grounding in EQA models.

!'Data and code available at ht tps://milesshelton.
github.io/pgb_eqga/

Unfortunately, “blind” language models—that
is, models that receive only the question text and
no images—have been strong baselines for existing
EQA benchmarks (Anand et al., 2018; Thomason
et al., 2019; Ilinykh et al., 2022; Majumdar et al.,
2024), showing that they do not require the model
to use perception, let alone to act in its environ-
ment to find the answer. Performance on these
benchmarks therefore does not tell us whether a
multimodal language model is in fact grounding its
answers in its environment or hallucinating based
on patterns in language or datasets. Because EQA
is meant to enable agents to answer questions about
an environment, answers based solely on language
priors are unreliable for real-world use (Thoma-
son et al., 2019; Ilinykh et al., 2022); work in the
related area of visual question answering (VQA)
further supports this (Zhang et al., 2016; Goyal
etal., 2017).

This paper introduces PQB-EQA, a new EQA
benchmark with per-question balancing, a dataset
design strategy to ensure that a model that does not
perceive its environment cannot perform better than
chance. Each example is a question-environment-
answer tuple. Every question depends on its en-
vironment; for example, “Could you tell me if
there are cobwebs on the houses to the southwest?”
might be answered yes in reference to one environ-
ment and no in reference to another, as shown in
Figure 1. PQB-EQA pairs each question with two
different environments giving two different correct
answers. Only a model that integrates language
and perception can determine the correct answer
for the given question-environment pair. In addi-
tion, human testers demonstrated that action in the
environments is necessary to find the answers.

The contributions of this paper are the following:

* We construct the first per-question-balanced

benchmark for EQA.

* We demonstrate that a state-of-the-art lan-

guage model performs no better than chance
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(a) The agent turns to the southwest and quickly spots cobwebs on the sandstone house.
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(b) The agent turns and walks into the house to look for cobwebs before determining there are none.

Figure 1: Screenshots collected from humans in two environments answering the question, "Could you tell me if
there are cobwebs on the houses to the southwest? A. yes B. no."

on our new benchmark, while adding vision
and a set of oracle actions greatly improves
performance.

* We verify that humans need to take action in
the environments to answer the questions.

2 Background: EQA Task Definition

The EQA task can be understood in terms of its
inputs (an environment and a question about it) and
outputs (an answer). An agent capable of certain
actions is given a natural language question and
placed in a partially-observable environment (as
a fully-observable environment would obviate the
need for actions to find the answer). The agent
uses actions to explore the environment to find
the answer. EQA specifically addresses questions
about the environment (distinguishing it from text-
only QA) and allows the agent to select actions to
obtain information, distinguishing it from VQA.

More formally, we define the task as follows:
a model, M, is given a partially-observable envi-
ronment F, and a natural language question, @,
which is a sequence of words wj...w, from the
input vocabulary, V;. The goal is to predict the
correct answer Y conditioned on E. At each time
step t, M receives an observation from F, which
we call obs;. M may choose an action, a;, from an
action space, A. The action at time ¢ may affect
the observation at time ¢ + 1. The goal remains to
predict the answer Y in light of the environment
FE’; action choice is a latent variable. Each example
in a dataset is therefore a tuple, {Q, E,Y'}.

3 Per-Question Balancing

Dataset balancing is a technique to prevent mod-
els that learn spurious correlations from appearing
better than they are. If the answer “yes” shows up
much more frequently than “no” in a dataset, a sys-
tem that picks the majority answer will be a strong
baseline without requiring language or vision skills.

Some EQA datasets addressed this problem in their
datasets by balancing their answers. For example,
Tan et al. (2023) generated questions and sampled
so that their final dataset contained precisely the
same number of “Yes” answers and “No” answers,
as well as equal numbers of counting questions an-
swered 0, 1, 2, 3, or 4. This prevents a model from
exploiting dataset-wide patterns in the answers.

However, balancing answers across the entire
dataset is insufficient to prevent blind language
models from falsely appearing to be effective. Con-
sider an extreme example: Suppose a dataset had
environments that always contained dogs but never
contained cats. By sampling an equal number of
questions that asked if there were dogs and ques-
tions that asked if there were cats, one could easily
create a dataset that was perfectly balanced across
answers but would not require a model to integrate
language and vision, since language alone would
be enough to answer the questions correctly.

Per-question dataset balancing, by contrast, ad-
dresses the blind language model problem by bal-
ancing the distribution of correct answers for each
question. This means that every question must
appear in multiple {Q, F, Y} tuples; that is, for
a given question g;, there must exist two tuples,
{gi,ei,yi} and {q;, €, y;}, such that e; # ¢} and
y; 7 yi. Since every question has two distinct an-
swers, recognizing the type of question—or indeed,
the exact question asked—cannot be enough for a
model to guess the correct answer. Although this
technique has been used for static visual question
answering (VQA) datasets (Hodosh and Hocken-
maier, 2016; Zhang et al., 2016; Goyal et al., 2017),
it has not previously been applied to EQA.

4 Dataset

We constructed a per-question balanced dataset
comprised of 424 question-environment-answer tu-
ples and recordings of human players.
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4.1 Environments

Environments in the dataset are bounded sections
of a world in the video game Minecraft. Minecraft
has been a popular test bed for reinforcement learn-
ing (Guss et al., 2019; Johnson et al., 2016; Kisel-
evaet al., 2021; Baker et al., 2022; Fan et al., 2022;
Wang et al., 2023) and grounded natural language
processing (Kitaev and Klein, 2017; Szlam et al.,
2019; Narayan-Chen et al., 2019; Srinet et al., 2020;
Bonn et al., 2020; Jayannavar et al., 2020; Burns
et al., 2021; Kiseleva et al., 2021; Shi et al., 2022),
although it has not previously been used for EQA.
Due to its highly engaged online community, an
abundance of text, images, and videos related to the
game are available for training (Fan et al., 2022).

There is a tradeoff between realism and variety
of environments for EQA. Previous EQA datasets
sought to use the most realistic possible visual
simulations, which limited their environments to
houses and offices (Gordon et al., 2018; Das et al.,
2018; Ren et al., 2024; Majumdar et al., 2024). In
contrast, using Minecraft as our simulation enables
a wide range of environment types. Minecraft na-
tively incorporates 64 different biome types, such
as deserts and villages, and over 1,000 distinct
items, from gold to mushroom stew. It also en-
courages imaginative construction, allowing new
objects to be added. Since prior datasets for EQA
have already provided realism, we contribute envi-
ronments that enable greater variability.

Using the WorldEdit Minecraft mod,” we con-
structed 312 60-by-60 block, single-biome envi-
ronments. These include city, town, cave, desert,
mansion, nether, plains, and snow environments
with variations in the items, structures, and crea-
tures placed in each. All environments are com-
patible with the MineRL (Guss et al., 2019) v.1.0
framework for training RL agents, enabling EQA
to benefit from existing action-selection modules.

4.2 Questions

To ensure truly natural language, all questions
were collected from and curated by humans. For
question collection, we recorded dialog between
paid human participants playing cooperative mini-
games where their scores depended on accurately
gathering information. Details of the procedures
are in Appendix A. We manually identified ques-
tions from the game dialogs that (a) depend on the

https://github.com/EngineHub/
WorldEdit

environment (that is, the answer will be different
in different environments), (b) are possible for the
agent to answer without damaging the environment,
and (c) do not require dialog context beyond the
question. Some questions immediately met the
criteria; others we modified to meet the criteria
(for example, we replaced pronouns with their an-
tecedents from the dialog context). See Appendix
B for details of question curation.

4.3 Answers

To achieve per-question balancing, we matched
each question to two environments that yielded dif-
ferent answers, using a mix of automation and man-
ual review. Using information from the Minecraft
save file about items in the environment, we can
programmatically determine the answers to some
questions; for instance, “are there pigs?” is a look-
up to see if any entities in the environment are pigs.
However, other questions are more complex; for
instance, “are all rooms the exact same?” is hard
to automate when the specification lists one struc-
ture as “house,” not multiple structures as “rooms.”
We manually found two environments with differ-
ent answers for these questions. We used the two
answers for each question, each correct in a dif-
ferent environment, to construct a multiple choice
question.

Answer types are varied. Approximately half are
yes-or-no, but 30% of answers appear only once in
the dataset. For examples of questions and answer
choices, see Appendix C.

To ensure tuple quality, we played through the
environments and answered the questions. If the
reviewer’s answer matched the annotated answer,
we kept the tuple; otherwise, a second reviewer
answered the questions, and we kept the majority
label. After review, we removed all questions that
had the same answer in both environments.

4.4 Human Play Data

We recorded human players navigating the environ-
ments to answer the questions during tuple review.
Once per second, we saved a screenshot. Once per
in-game tick (1/20" of a second), we logged all
actions taken by the user during that tick. The ac-
tion space includes actions like “forward,” “jump”,
“left”, “right”, and “camera.” Camera movement
is controlled by mouse; the other actions are con-
trolled with keypresses. Ongoing actions, such as
forward movement that lasted more than a single
tick, appear in each tick’s log until they end.
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Model

Blind GPT4-o0
GPT4-0 with Vision

Acc. p

0.507 p = 0.8082
0.827 p < 0.0001

Table 1: Accuracy and p of the two models. The blind
model does not significantly outperform chance, while
the grounded model does.

5 Experiments

We conducted experiments to verify that (a) a blind
model would not perform better than chance, and
(b) a model that successfully navigated and per-
ceived its environment would perform better than
chance. Both elements are needed to ensure that
the benchmark cannot be gamed by a blind model
but will fairly evaluate truly grounded models.

Text-only GPT4-0 was our blind model. We
provided it with the questions and answer choices
described in Sections 4.2 and 4.3 and instructed it
to choose the best answer and guess if it is unsure.
Prompt details are in Appendix D. This is a state-of-
the-art large language model, but if our hypothesis
is correct, it will not outperform chance, since it
does not observe the environment.

To verify the dataset’s feasibility for a model
that perceives and acts in its environment, we pro-
vided sequences of oracle screenshots from the
human play recordings to GPT4-o with vision.?
We adjusted the prompt to refer to the images, but
kept it otherwise the same as blind GPT4-o. If our
hypothesis is correct, this model should achieve
significantly better than random accuracy.

We evaluated accuracy and measured signifi-
cance using a two-tailed binomial test.

6 Results and Discussion

Table 1 summarizes results. Blind GPT4-o
achieved accuracy of 50.7%, which is not signifi-
cantly different from chance (p = 0.81). GPT4-0
with oracle screenshot sequences achieved accu-
racy of 82.7%, significantly outperforming chance
(p < 0.0001). We therefore conclude that the
dataset is feasible for grounded EQA models but
not blind models.

Works comparing blind models against models
with vision on previous benchmarks have observed
notably smaller differences, as summarized in Ta-

3For these experiments, we use an oracle sequence of
actions, as our goal is not to evaluate an EQA model, but
rather to verify qualities of the benchmark.

Benchmark (Reported in) A Perf.
EQA vl (Ilinykh et al., 2022) 1.8
A-EQA (Majumdar et al., 2024) 6.3

PQB-EQA (ours) 32.0

Table 2: Reported difference in scores between models
with and without vision on previous benchmarks and on
PQB-EQA.

Yes/No Other

0.509 0.505
0.796 0.861

Blind GPT4-o0
GPT4-0 with Vision

Table 3: Results of each model on yes/no questions
and all other types of questions. The model with vision
outperforms the blind model by a wide margin on both
categories of question.

ble 2. Ilinykh et al. (2022)* reported that on EQA
v1, their language-only model achieved accuracy of
36.2, while their vision + language model achieved
accuracy of 38.0, a difference of 1.8 percentage
points. Majumdar et al. (2024) reported that on
their A-EQA dataset, blind GPT-4 achieved an
LLM-Match score of 41.8, while GPT4-V achieved
35.5, a difference of 6.3 percentage points. On our
dataset, the difference in accuracy is 32 percentage
points.

To verify that the difference in performance
holds across question types, we split our dataset
into yes/no questions and all other types. Based on
the results in Table 3, we conclude that the findings
hold over different question types.

To verify that the dataset is suited to EQA and
not simply static VQA, we analyzed the human ac-
tion logs. On average, humans took 278.8 actions
to answer a question. Less than 25% of record-
ings included under 50 actions, and only three did
not require action. We therefore conclude that in
order for an agent to succeed at this task when it
is not given the oracle screenshots, it will need to
integrate language, perception, and action.

7 Related work

In recent years, many EQA datasets have been re-
leased, beginning with Gordon et al. (2018)’s in-

*The reported model was not GPT-4, so some caution
should be used in comparing their results to ours; however, run-
ning new experiments using GPT-4 on the EQA v1 benchmark
is infeasible due to its dependence on currently unavailable
SUNCG environments.
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teractive question answering (IQA) and Das et al.
(2018)’s EQA v1. Variations on the EQA task
have focused on multi-target EQA (Yu et al., 2019),
EQA with fine-grained robotic manipulation (Deng
et al., 2021), EQA with a knowledge base (Tan
et al., 2023), EQA with “situational” questions
(Dorbala et al., 2024), EQA in a photo-realistic
simulation (Ren et al., 2024), and “episodic mem-
ory” EQA (Majumdar et al., 2024).

Several EQA datasets are balanced in some way,
but none are balanced per question. Das et al.
(2018) excluded questions with low normalized
entropy for the answer distribution; however, the re-
sulting dataset was still susceptible to blind models
(Anand et al., 2018; Thomason et al., 2019; Ilinykh
etal., 2022). Yu et al. (2019) applied the same tech-
nique with a higher entropy threshold. Deng et al.
(2021) manipulated the distribution of answers to
be uneven in ways based on anticipated practical
applications. Tan et al. (2023) balanced answers
across the dataset by over-generating questions and
answers and sampling to get equal numbers of “yes”
and “no” answers and a uniform distribution over
the numbers 0-4 for counting questions. As noted
(Section 3), this form of balancing could leave more
subtle patterns in the data that a blind model can
still exploit. The closest to a per-question balanced
dataset for EQA is IQUAD v1 (Gordon et al., 2018),
which associated each question with multiple en-
vironments; however, an analysis of that dataset
shows that only 5 out of 128 questions are equally
likely to be true or false.

Previous work on per-question balancing (Ho-
dosh and Hockenmaier, 2016; Zhang et al., 2016;
Goyal et al., 2017) applied to visual question an-
swering (VQA) for static images. It does not incor-
porate environments that agents may act in. Such
environments present additional challenges; for ex-
ample, an EQA agent may have to choose different
actions to answer the same question in two different
environments, as in Figure 1.

8 Conclusion

This work presented the first per-question balanced
dataset for embodied question answering. Per-
question balancing ensures that ungrounded models
cannot perform well. We gathered natural language
questions from human participants and aligned
each one with two different environments yield-
ing two different answers. Experiments with GPT-
4o verify that even a state-of-the-art hyper-LLM

performs no better than chance when using only
language, and that the task would be feasible for a
model that successfully navigated its environment
to find the visual inputs needed to answer the ques-
tions. Thanks to its compatibility with MineRL,
PQB-EQA is suited for experiments that test the
integration of all three parts of the EQA task: lan-
guage, perception, and action. Future work should
evaluate models other than GPT-4 on this bench-
mark to provide a wider variety of baselines. In
addition, we plan to evaluate using end-to-end EQA
systems where an agent chooses the actions in place
of the oracle action selection used here.

9 Limitations

Embodied question answering has three compo-
nents: natural language understanding, perception,
and action. Our evaluation uses oracle action se-
quences; future work should incorporate action
selection and the perception generated from the
selected actions.

Because the questions are multiple-choice, this
dataset is not suitable for evaluating generation of
answers. This limitation was necessary to ensure
per-question answer balancing. Where generation
of answers and ensuring that answers are grounded
are both important, this dataset should be used in
combination with other evaluations.

The dataset is only in English.

Environments are not photorealistic; however,
we believe that the greater breadth of environments
this enables balances this limitation.

The present dataset’s size makes it suitable for
evaluation, but it is not large enough to train new
models.

10 Ethics

All EQA-based technology carries the risk of mis-
use for purposes such as inappropriate surveillance
by bad actors. In addition, EQA systems that are
used for ethical applications but provide inaccurate
information may cause harm.

The questions in PQB-EQA were collected from
paid human participants aged at least 18 years. Our
data collection procedure was reviewed by our in-
stitution’s IRB and considered to pose no more
than minimal risk to participants. Participants were
compensated $15 per hour, exceeding the local
minimum wage. Informed consent was obtained
from all participants. They were made aware that
the data collected would be made publicly avail-
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able for research. The nature of the data collection
(asking questions about a Minecraft game) made
disclosure of personally identifiable information un-
likely; however, we manually reviewed the results
and deleted the sole instance where a participant’s
name appeared in a question.
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A Question Collection

We recruited’ twelve pairs of self-identified expe-
rienced Minecraft players on a college campus in
the United States to play mini-games in Minecraft.
Participants were at least 18 years old and were
compensated $15 in gift cards for a one-hour ses-
sion, with the opportunity to win an additional $50
gift card for high scores. The prize incentivized

SAll procedures were reviewed and approved according to
the policies of the IRB at the university where the research
was conducted. Informed consent was obtained from all par-
ticipants. Recruitment materials included posters, emails, and
an in-class announcement. Templates of consent forms, re-
cruitment materials, and full instructions to the participants
are available by request to the corresponding author.
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What do you see?

Grass fields, lots of trees, and flowers.
What’s the flowers or colors?

Red ones, yellow ones, pinkish ones, yel-
low and white ones.

ZRZR

Do you see any animals?
I see... Sheep...

Q:
A:

Table 4: Dialog from a session of the can-you-do-it
game where the questioner is trying to find out if it is
possible to dye a sheep orange given what’s available in
the environment.

teams to work together to achieve their assigned
tasks.

Player roles were questioner and agent. Games
were designed so that a questioner needs to obtain
information about an environment that only the
agent can observe. The questioner could ask ques-
tions about the agent’s environment but could not
directly observe it. The agent could move freely
around the environment and answer questions but
not volunteer information.

(a) Initial screenshot from agent’s environment

(b) Screenshot when agent tries to answer “Do you see any
animals?”

Figure 2: Screenshots from the can-you-do-it game. The
questioner knows the task is “dye a sheep orange,” but
the agent does not.
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build create  get make open smelt
cook destroy grow mine place trade
craft dig kill obtain put

Table 5: Teams lost points for using these words that
encouraged modification of the environment.

Mini-game 1: In the can-you-do-it game, the
questioner is given a secret goal task and must de-
termine whether it can be accomplished in the pro-
vided environment. To increase the variety of ques-
tions asked, we follow Yu et al. (2016) in providing
a set of “taboo” words that the questioner may not
say unless the agent says them first. For exam-
ple, Table 4 and Figure 2 show dialog and screen-
shots from a team trying to determine whether the
task “dye a sheep orange” can be completed in
the given environment. Taboo words were yellow,
red, orange, sheep, and wool. As an experienced
Minecraft player, the questioner knew that orange
dye could be made from red and yellow flowers.
The agent does not know what the task is or what
the taboo words are. The questioner needs the
agent’s help to gather information about the envi-
ronment in order to correctly determine whether
the materials necessary to dye a sheep orange can
be obtained. The team gains points for correctly
determining whether a task is or is not feasible and
loses points for an incorrect answer. Points are also
deducted if the questioner says any taboo words
before the agent says them.

In our internal testing, we found that the
Minecraft game mechanics make modifying the
environment a valuable way of gathering informa-
tion. However, models for active question answer-
ing should ideally limit the changes they make to
their environment; a robot butler should not destroy
the kitchen wall to determine how much milk is in
the refrigerator. The game therefore applied a point
penalty for modifying the environment. Points are
also deducted if the questioner uses “doing words”
from the set listed in Table 5; this discourages the
questioner from disguising instructions as ques-
tions (e.g., asking “Can you mine three stone?” to
instruct the agent to collect stone).

We recorded and transcribed spoken dialog for
each session. Transcription was done in two stages:
one automated pass using Whisper® (Radford et al.,
2022), followed by manual corrections. We used

®https://github.com/openai/whisper, ver-

sion 20231117


https://github.com/openai/whisper

NLTK v.3.8.1 (Bird and Loper, 2004) to split the
transcript into sentences and treated any sentence
with a question mark as a question.

Mini-game 2: In the spot-the-difference game,
the questioner and agent are placed in variations of
the same environment. They earn points by iden-
tifying true differences and lose points for false
positives (Figure 3). Due to the difficulties with
transcription in the can-you-do-it game, we shifted
to using a custom chat interface (Figure 4). The
questioner’s interface would only send messages
that included at least four words and included a
question mark. The agent’s interface would only
send messages that included at most ten words.
Both interfaces required correct spelling before
they would send a message. Both players could
only see one question and answer at a time, in an
effort to reduce the number of context-dependent
questions. An admin could see the entire dialog
and the questioner’s guesses for how the two envi-
ronments differed.

B Question Review

Data from both games required review to identify
usable questions. A question is suitable for EQA
only if the correct answer to the question depends
on the environment; thus, general knowledge ques-
tions such as “What is a baby tree called?” are not
EQA questions. In the current work, we ensure that
each question can stand alone without dialog con-
text; EQA in dialog is a more difficult problem that
we leave for future work. We therefore annotated
each question as (1) suitable for EQA, (2) suitable
for EQA if context is provided, or (3) unsuitable
for EQA. At least two annotators categorized each
question. Where we found disagreements, an addi-
tional annotator broke the tie. Category 1 questions
went directly into the dataset. Category 3 questions
were discarded. One annotator reviewed the five
previous dialog turns for all category 2 questions
and rephrased them to contain context where pos-
sible (e.g., turning “What colors are they?” into
“What colors are the flowers?”); the rephrased ques-
tions became part of the dataset. Questions that
could not be rephrased based on the previous five
turns were discarded.

C Example Data

Table 6 provides ten randomly selected multiple
choice questions from PQB-EQA.

D GPT Settings

We used gpt-40-2024-08-06, the default GPT4-o
model as of this writing, with temperature set to
0.2 and max_tokens at 10 for all experiments.

For the blind condition, the prompt for system
role was Your goal is to answer multiple choice
questions about a Minecraft environment. Each
question has two possible answers, A and B. Your
response should be a letter, either A or B. If you
cannot determine the correct answer, guess.

For the vision condition, the prompt for system
role was Your goal is to answer multiple choice
questions based on Minecraft screenshots. Each im-
age is a sequence of screenshots from a Minecraft
session. Each question has two possible answers,
A and B. Your response should be a letter, either A
or B. If you cannot determine the correct answer,
guess.

Both models returned text that began with ei-
ther A or B for every question. Some included
additional text after the letter. For the first 350
questions, we confirmed that the trailing text was
the answer choice associated with that letter or the
first several words of it. We therefore interpret the
letter as the model’s answer and discard any trailing
text.

The cost for all experiments using GPT-40 mod-
els totaled $1.49 U.S.
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& Minecraft 1,16.5 - Singleplayer

(a) Screenshot from questioner’s environment

W Minecraft 1.16.5 - Singleplayer

(b) Screenshot from agent’s environment

Figure 3: Example of two environments from the spot-the-difference game. The team would earn points for noting
that one environment includes a hay wagon and the other does not or that only one environment has cobwebs on the
buildings, but would lose them if they said the environments were different biomes.
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Send Message

[Are you n a desertq [Send |

[Questioner] : Are you in a desert?

Differences Noted

E—

Send Message

[Submit |
(a) Questioner chat interface for asking questions
and noting differences (b) Agent chat interface for answering questions

Figure 4: Chat interface for the spot-the-difference game.
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what type of fence is around the garden?
A. stone brick wall
B. cobblestone wall

Can you access stone?
A. yes
B. no

when you are on the top of the higher side, how many cacti are there?
A. 18 cacti
B. 17 cacti

Okay, are there any mobs passive or non-passive in your environment?
A.yes
B. no

And there are no chests?
A. incorrect
B. correct

what types of trees are around you?
A. there are warped trees
B. there are none

do you have redstone?
A. yes
B. no

what does your environment look like, are there any structures?

A. 1isee ice, blue ice, spruce leaves, stone, snow i also see a(n) house and a(n) mountain, and 4
rabbits, and 1 polar bear

B. i see cut sandstone, sandstone, cactus, sand, smooth sandstone i also see a(n) house and a(n)
cactus, and 5 rabbits

You don’t see any stone at all in any chests or in the ground?
A. incorrect
B. correct

Is there any vegetation?
A. there are warped trees, and crimson trees
B. there are none

Table 6: Example questions and answers from PQB-EQA

135



