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Abstract
Automated meme understanding requires sys-
tems to demonstrate fine-grained visual recog-
nition, commonsense reasoning, and extensive
cultural knowledge. However, existing bench-
marks for meme understanding only concern
narrow aspects of meme semantics. To fill this
gap, we present MemeQA, a dataset of over 9,000
multiple-choice questions designed to holis-
tically evaluate meme comprehension across
seven cognitive aspects. Experiments show
that state-of-the-art Large Multimodal Models
perform much worse than humans on MemeQA.
While fine-tuning improves their performance,
they still make many errors on memes wherein
proper understanding requires going beyond
surface-level sentiment. Moreover, injecting
"None of the above" into the available options
makes the questions more challenging for the
models. Our dataset is publicly available at
https://github.com/npnkhoi/memeqa.1

1 Introduction

Recent years have seen the development of sev-
eral extensively used benchmarks in the form of
multiple-choice questions for evaluating various
capabilities of Large Language Models (LLMs),
such as Swag (Zellers et al., 2018) and HellaSwag

(Zellers et al., 2019). While traditional work has fo-
cused on textual Question Answering (QA), recent
work has focused on multimodal QA, particularly
Visual Question Answering (VQA), where the goal
is to answer questions about an image.

Meme-based Multimodal Question Answering
(Agarwal et al., 2024), or MemeMQA, is a new task
in VQA that involves answering questions about a
meme. Memes are a communicative type of images
overlaid with text meant to cause laughter while ex-
pressing social commentary. Given the popularity
of memes in online communication, there is a grow-
ing interest among NLP researchers in modeling

1WARNING: The memes used in this paper are purely for
illustration purposes. Some readers may find them offensive.

complex aspects of memes to keep the internet safe.
Such aspects include harmfulness, targeted social
groups, offensive cues, and narrative framing.

MemeMQA is arguably more challenging than
general VQA. In VQA, the questions are typically
designed to elicit understanding of the reality de-
picted in the images, such as asking "What kind of
cheese is on the pizza?" (fine-grained recognition),
"How many bikes are there?" (object recognition),
"Is this a vegetarian pizza?" (basic knowledge base
reasoning), or "Is this person expecting company?"
(commonsense reasoning) (Antol et al., 2015). In
contrast, memes are crafted by the author to convey
deeper ideas. For example, the meme in Figure 1
is not simply concerned about the angry woman
on the left or the cloud-like cat on the right. The
ultimate intention of the meme is to mock "anti-
maskers". Understanding the author’s intent re-
quires non-trivial subtasks such as retrieving back-
ground knowledge, recognizing the sentiment of
the target, and deriving implications.

To advance research in MemeMQA, we present
MemeQA, a corpus of 9,031 multiple-choice ques-
tions about memes that aim to evaluate various as-
pects of meme understanding. The key innovations
of MemeQA include:

Holistic evaluation for meme understanding.
As will be discussed in Section 2, the vast major-
ity of existing work on automated meme process-
ing has focused on determining the meme author’s
communicative intent (e.g., the intent can be to
provoke hate towards a particular group) or classi-
fying memes based on this intent (e.g., classifying
a meme as hateful or not). In contrast, the design
of MemeQA is motivated by the reasoning steps that
humans used to derive the communicative intent.
In other words, MemeQA concerns not only what the
intent is, but also how the intent is derived, thus
covering a wider range of aspects of meme under-
standing compared to existing work. The ability to
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evaluate a model’s understanding of how the intent
is derived, though missing from existing work, is
important from the point of view of explainability:
even if a model correctly determines the author’s in-
tent, without evaluating whether it understands how
the intent is derived, we would not know whether it
simply gets the right answer for the wrong reason.

Diagnostic evaluation of model outputs. As
mentioned above, MemeQA enables us to evaluate
whether a model derives the correct intent using the
correct reasoning process. However, if a model de-
rives the wrong intent, it is equally important for us
to understand what went wrong. MemeQA allows us
to shortlist the possible "culprits" by determining
which question(s) related to the meme under con-
sideration were incorrectly answered. For instance,
if a model incorrectly answered the question of
"what background knowledge is relevant to deter-
mining the intent?", then we could attribute the
wrong intent it outputted at least in part to missing
or misidentification of relevant background knowl-
edge. In contrast, existing work on meme process-
ing has rarely investigated the question of why a
model makes a wrong prediction (e.g., why a model
misclassifies a meme as hateful).

Evaluation of new model capabilities. In many
multiple-choice QA benchmarks, a model is asked
to answer a question by picking the (only) correct
option out of four given options. This setup, how-
ever, does not necessarily test a model’s ability to
determine which answer is correct: since exactly
one answer is known to be correct, all a model
needs to do is to rank the options and pick the most
plausible one even if it does not believe that the
most plausible option is a correct answer. To ad-
dress this weakness, we present a second version
of MemeQA that aims to test the ability of a model to
identify the correct answer. Specifically, we create
a "None of the above" option that should be chosen
if and only if none of the other options corresponds
to the correct answer. We believe that this is a
more challenging version of MemeQA, as a model
that merely returns the most plausible answer with-
out determining whether it is correct may no longer
do well on this version of the dataset.

Experiments show that (1) state-of-the-art large
multimodal models (LMMs) all perform poorly on
MemeQA, and while fine-tuning improves their per-
formance, it is still far from decent; and (2) models
achieve poorer results on the version of MemeQA
with "None of the above", suggesting that this new

question creation methodology indeed presents new
challenges to models. We believe MemeQA can pave
the way for advancements not only in technical
methodologies, but also in ethical applications in
content moderation and digital communication.

2 Related Work

Visual Question Answering While earlier for-
mulations of VQA have involved answering sim-
ple questions related to images (Antol et al., 2015;
Goyal et al., 2017; Ren et al., 2015), later research
tackles new aspects of the problem, such as compo-
sitional language and elementary reasoning (John-
son et al., 2017; Hudson and Manning, 2019), exter-
nal knowledge leverage (Wang et al., 2018, 2017;
Marino et al., 2019), and diagnostics (Johnson et al.,
2017). These tasks spawn follow-up research that
creates the class of LMMs that can process both
images and texts (Radford et al., 2021; Alayrac
et al., 2022; Li et al., 2023; Wang et al., 2024).

Meme Question Answering MemeMQA is a rel-
atively new task that was first studied by Agarwal
et al. (2024), who seek to answer questions about
the semantic roles of entities in memes. Specifi-
cally, they formulated the following task: Given
a meme and a semantic role, (1) identify which
entity among four options plays such a role in the
meme, and (2) provide a concise explanation for
the choice. For example, one of their questions asks
“What is slandered in this meme?” (i.e., "Who’s the
villain?"), with “Democratic Party” as the correct
choice among four options. Following this formula-
tion, the authors released MemeMQACorpus, the first
and by far the only dataset for MemeMQA. Com-
pared to MemeQA, MemeMQACorpus is much smaller
(fewer than 2K questions) and narrower in scope,
focusing only on role-based queries as opposed to
general questions about the intent of a meme.

Meme-related tasks Much existing work on
meme processing has facilitated the detection of
malicious memes (Suryawanshi et al., 2020a,b;
Kiela et al., 2020; Chandra et al., 2021; Pramanick
et al., 2021a,b; Fersini et al., 2022). Others pro-
posed to process more general aspects of memes,
such as persuasion techniques (Dimitrov et al.,
2021), figurative language (Liu et al., 2022), en-
tity roles (Sharma et al., 2022), emotions (Sharma
et al., 2020), targeted attacks against groups (Math-
ias et al., 2021), and overall captions (Hwang and
Shwartz, 2023; Park et al., 2024). Details can be
found in the survey by Nguyen and Ng (2024).
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Figure 1: An example meme from MemeQA together with the questions created from it.

3 The MemeQA Dataset

3.1 Meme Source

To facilitate the creation of questions, we employ
the 950 memes in the SemEval2021 Task 6 dataset
(Dimitrov et al., 2021). These memes are collected
from Facebook in the English language, and cover
a variety of social topics, including politics, govern-
ment and law, science and conspiracies, healthcare,
media and corporation, social movements, and in-
ternational issues.

3.2 Design Methodology

Next, we motivate the design of MemeQA, including
what aspects of meme understanding and types of
questions are to be covered.

3.2.1 Seven Aspects of Meme Understanding
In holistically evaluating a system’s understanding
of a meme, we break down what it means for a
human to "understand" a meme. In doing so, we
take inspirations from the cognitive processes a
human has to go through when reading a meme.

Consider the meme in the center of Figure 1. To
understand this meme, a human first looks at its
surface-level details – reading the text and recog-
nizing the scene in the image. For this meme, the
details are the word “Anti-Maskers” placed under
the image of an angry yelling woman on the left,

and the word “God” placed under a cloud-like cat
looking down towards the woman. After that, they
would connect certain details on the meme with
their background knowledge. Understanding this
meme requires knowledge from meme culture that
the pair of images resembles the “Woman Yelling
at a Cat”2 meme macro, which is used to make fun
of the overreaction and ignorance represented by
the woman character (Fact 1) and the world event
that Covid-19 is a life-threatening disease (Fact 2).
One or more reasoning steps are then applied to
these premises to derive intermediate conclusions
(which we call derivations) and eventually the final
conclusion, which corresponds to the intent of the
meme. For this meme, from all the surface-level de-
tails and Fact 1, one can make a derivation that the
meme portrays God laughing at anti-maskers for
being ignorant and overreacting. From the above
derivation and Fact 2, one can conclude the intent
of the meme to be criticizing anti-maskers for be-
ing ignorant and risking their lives. So, the social
target of the meme is anti-maskers, the sentiment
towards them is negative, and the meme’s action
towards them is criticizing.

The example above illustrates seven aspects in
meme understanding: (1) visual cues (the visual

2https://knowyourmeme.com/memes/
woman-yelling-at-a-cat
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information that is important for understanding the
meme’s intent), (2) background knowledge (the
relevant facts needed to understand the meme’s in-
tent), (3) social targets, (4) action towards the
targets, (5) sentiment towards the targets, (6)
derivations (the intermediate conclusions that can
be drawn), and (7) intent (what the meme author
intends to convey). These aspects will be the back-
bone in our design of the questions in MemeQA to
holistically evaluate meme understanding systems.

3.2.2 Question Types

Next, we define the 11 question types in MemeQA,
all of which are multiple-choice questions.

First, from the seven aspects, we derive seven
types of questions: (1) Visual Identification,
(2) Background Knowledge Identification, (3)
Derivation Identification, (4) Social Target Iden-
tification, (5) Sentiment Identification, (6) Ac-
tion Identification, and (7) Intent Identification.

Next, noticing that question types 5 and 6 are
specific to one of the (possibly many) social targets
of the meme, we create two other types of questions
that require selecting a combination of target and
sentiment, or target and action, namely (8) Target-
Sentiment Identification and (9) Target-Action
Identification.

Finally, we design two types of cloze questions
based on two of the seven aspects of meme un-
derstanding, derivations and intent. The two new
question types, (10) Derivation Completion and
(11) Intent Completion, are also formulated as
multiple-choice questions where the task involves
filling in the blank with one of the given options.
While there appears to be some overlap between
these question types and two of the aforemen-
tioned question types (Derivation Identification
and Intent Identification), our goal is to examine
whether asking the model to fill in a blank in the
intent/derivation is easier than having it identify the
intent/derivation.

Except for the Sentiment Identification ques-
tions, which are presented with three options (POS-
ITIVE, NEGATIVE, and NEUTRAL), each question
in the remaining question types has exactly four op-
tions. As shown in Table 1 (#A), six types of ques-
tions require selecting all correct answers (hence-
forth multiple-answer questions), while the remain-
ing types require selecting exactly one (henceforth
single-answer questions).

Question type #Q/M #A #Q

Visual Identification 1 0-4 463
Background Identification 1 0-4 287

Derivation Identification 1 0-4 215
Target Identification 1 0-4 849

Sentiment Identification #T 1 617
Action Identification #T 1 245
Intent Identification 1 1 298

Derivation Completion #C 1 1786
Intent Completion #C 1 2520

Target-Sentiment Identification 1 0-4 895
Target-Action Identification 1 0-4 856

Table 1: Question types in MemeQA. "#Q/M" is the num-
ber of questions per meme; "#C" is the number of con-
tent words in the base sentences; "#T" is the number
of targets in the meme; "#A" is the number of correct
answers; and "#Q" is the final number of questions.

3.3 Question-Answer Creation

Now that we have the question types, we can begin
creating the questions and the associated options
(henceforth QO pairs) in MemeQA. Rather than cre-
ating the QO pairs in a top-down fashion where the
question in each pair is created before the options,
we create them in a bottom-up fashion since the
cloze questions cannot be created without already
knowing the derivations and the intent.

3.3.1 Step 1: Recording Reasoning Processes
We begin by obtaining ground-truth annotations
about the seven aspects for each meme. To do so,
we asked human annotators to write an interpreta-
tion paragraph for each meme that represents the
reasoning process that they employ to derive the in-
tent of a meme from the surface level cues (i.e., the
textual and visual cues present in the meme and any
needed background knowledge). Specifically, we
distributed each meme to one of the five annotators
we trained, and asked them to write interpretation
paragraphs that are sufficiently detailed so that the
aforementioned seven aspects are covered.3

Given an interpretation paragraph, the annota-
tors manually extracted from it the seven aspects
mentioned above. Figure 2 illustrates an interpre-
tation paragraph written for the meme shown in
Figure 1, and the seven aspects that are being ex-
tracted manually. Among the seven aspects, back-
ground knowledge and derivations can be absent
from a paragraph. Specifically, background knowl-
edge will be absent if no background knowledge
is needed to infer the intent, and derivations will

3Details of annotator background and the training process
can be found in Appendix A. The annotation guidelines are
shown in Appendix B.
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Figure 2: An example interpretation paragraph.

be absent if the intent can be inferred directly from
the visual and textual information (and any back-
ground information, if applicable) without going
through any intermediate derivations.

3.3.2 Step 2: Creating Preliminary QO Pairs
Given the seven aspects annotated for each meme,
we created a preliminary version of the QO pairs.
Recall that each QO pair is composed of (1) the
question, (2) the correct answer(s), and the (3) dis-
tractors (i.e., the wrong options), where the number
of correct answer(s) and distractors should sum
to four for each question. Below we describe how
each of these three elements of a QO pair is created.
We refer to these as preliminary QO pairs, as the
distractors will be refined in the next subsection.
Questions For the cloze question types (Intent
Completion and Derivation Completion), we cre-
ated questions as follows. Given a sentence in the
interpretation paragraph that is annotated as an in-
tent/derivation, we create one cloze question by
masking out exactly one of the content words (i.e.,
noun phrases, verbs, adjectives, or adverbs) in it.
Hence, the number of content words determines
the number of cloze questions to be created.

For Sentiment ID and Action ID, the number of
questions created for a meme is equal to the number
of social targets that appear in it. Specifically, for
each target, we create one Sentiment ID question
and one Action ID question, which are the same
as the corresponding questions shown in Figure 1
except that the target "anti-maskers" is replaced
with the target under consideration.

For the remaining seven question types, we in-
stantiated one question per meme, where the ques-
tion being asked is the same as the corresponding
question shown in Figure 1.
Correct option(s) Recall that except for Sen-
timent ID questions, all questions have four op-
tions. For multiple-answer questions, the correct
option(s) are created as follows. For instance, if

no background knowledge can be extracted from
the interpretation paragraph, then no correct op-
tion will be created (and the question will have
four incorrect options). If one to four pieces of
background knowledge can be extracted, then each
piece will be used as a correct option. Finally, if
more than four pieces of background knowledge
can be extracted, then four pieces will be randomly
chosen and used as correct options. For single-
answer questions, the correct option is exactly what
is extracted from the paragraph.

Distractors The number of distractors to be cre-
ated depends on the question type. For Sentiment
ID, the options are fixed, so no extra distractors
are needed. For single-answer questions, three dis-
tractors are needed. For multiple-answer questions,
the number of distractors needed depends on the
number of correct options created above.

The distractors were created heuristically. For
cloze questions, the distractors are the antonyms of
the correct answer obtained using Spacy (Honnibal
and Montani, 2017). For questions asking for so-
cial targets, the distractors are the targets randomly
sampled from the other questions in MemeQA that
are distinct from the target in the question under
consideration. For the remaining question types,
the distractors are the correct answers randomly
sampled from the other questions in MemeQA.4

3.3.3 Step 3: Refining the Questions
On the initial set of questions, "off-the-shelf"
Qwen2-VL (Wang et al., 2024) scored around 90%
accuracy. This high performance can be attributed
to the fact that the distractors heuristically created
in the previous subsection were not optimized for
difficulty. Therefore, we make the questions more
challenging by using Adversarial Filtering (AF)
(Zellers et al., 2018) to replace the "easy" distrac-
tors. The idea behind AF is to iteratively update the
distractors in the questions using two adversarial
models, the discriminator and the generator.5

Specifically, in each AF iteration, the discrim-
inator answers all the questions. If a question is
incorrectly answered, it will be deemed sufficiently
difficult and no change is made to it. Otherwise,
AF will increase its difficulty by replacing all the
distractors with the new ones generated by the gen-

4This makes sense because most memes in our meme col-
lection differ from each other on most of the aspects, including
intent, background knowledge, visual cues, and derivations.

5A schematic representation of the Adversarial Filtering
process can be found in Figure 4 (Appendix C).
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erator. The process continues until the discrimina-
tor’s performance stabilizes. In our implementa-
tion, we used Qwen-2 VL (Wang et al., 2024) as the
discriminator and Llama-3.1-8B-Instruct (Dubey
et al., 2024) as the generator.6

3.4 Human Verification

Recall that the correct answer for each question
created in the aforementioned three-step process
was extracted by a human annotator (henceforth the
answer extractor) from the interpretation paragraph
in the absence of the automatically/heuristically
created distractors. For this reason, we perform hu-
man verification, where the goal is to determine if
additional annotators would still pick the option(s)
that are deemed correct by the answer extractor in
the presence of the distractors.

To avoid the bias carried from the paragraph
annotation stage, we recruited 10 new annotators
as verifiers. For each question, we had a verifier
answer without letting them know which option(s)
were supposedly correct. A question is discarded if
the verifier does not agree on the correct answer(s)
or thinks that none of the options in a single-answer
question is correct. 88% of the original questions
survived the human verification step.

3.5 Two Versions of MemeQA

Using the questions that survived human verifica-
tion, we create two versions of MemeQA:
None− Since we are designing a dataset for eval-
uating meme understanding, we desire questions
that cannot be correctly answered without referenc-
ing the corresponding meme. Rather than doing
this manually, which would be labor-intensive, we
approximate this process by having Llama-3.1-8B-
Instruct (Dubey et al., 2024) answer all the ques-
tions without providing the meme to it. If a ques-
tion is answered correctly, we assume that those
questions are trivial (as it can be answered with-
out the meme) and therefore removed it from the
dataset. This process removed another 30% of the
questions, resulting in a version of MemeQA that we
refer to as None−.7

None+ A model may be able to answer a ques-
tion in None− correctly simply by ranking the op-
tions and returning the k most plausible options

6See Appendix C for details on why these models were
chosen. The prompts used for the discriminator and the gener-
ator are shown in Appendices D and E respectively.

7We studied the effect of removing these questions in Ap-
pendix F.

(where k=1 for single-answer questions) even if
it does not believe that they are correct. This mo-
tivates us to create None+, the second version of
MemeQA, in which each question has "None of the
above" as one of its options. The questions in
None+ are presumably more challenging than those
in None−: in addition to identifying the most plau-
sible option(s), a model will need to determine if
these option(s) are indeed the correct answer(s).

We create None+ from None− as follows. To
maintain randomness, 25% of the questions in
None− had its correct answer replaced with "None
of the above". For the remaining 75% of the ques-
tions, we replaced one randomly chosen wrong op-
tion with "None of the above". These substitutions
are made to all question types except Sentiment ID,
which must have a fixed set of options.

3.6 Final Dataset
The final dataset contains 9,031 questions for each
version.8 The distribution of question types is
shown in Table 1 (last column). MemeQA is split
into training, development, and test with a ratio of
60:20:20. To avoid data leakage, the questions are
split at the meme level, meaning that the questions
about the same meme appear in the same data split.

4 Evaluation

Next, we conducted benchmarking experiments to
gauge the performance of current state-of-the-art
(SoTA) vision-language models on MemeQA.

4.1 Experimental Setup
Models We selected five most performant open-
sourced models, namely Qwen2-VL-7B-Instruct
(Wang et al., 2024), BLIP2-Flan-T5-xl (Li et al.,
2023), InstructBLIP-Vicuna-7B (Dai et al., 2023),
LLaVA-v1.5 (Liu et al., 2024), and QVQ-72B-
Preview (Qwen Team, 2024), and a SoTA close-
sourced model, GPT-4o (OpenAI et al., 2024)9.
Model outputs Model outputs are represented
as text strings. For single-answer questions, the
answer must be either "A", "B", "C", or "D". For
multiple-answer questions, the answer is a list of
characters among A, B, C, D, in alphabetical order
(e.g., "ACD"). In version None−, if no options
should be chosen, the answer must be "N".10 Sim-
ple heuristics are applied to extract the answers

8Example QO pairs can be found in Appendix G.
9An overview of these models can be found in Appendix H.

10These details are reflected in the prompt templates shown
in Appendix D.
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None− None+

Aspect Rand LLaVABLIP IBLIP Qwen QVQ GPT Hum LLaVABLIP IBLIP Qwen QVQ GPT Hum

Visual ID 6.3 25.0 58.3 41.7 77.8 80.6 73.6 93.1 31.9 45.8 36.1 62.5 76.4 70.8 90.3
Background ID 6.3 13.0 20.4 18.5 27.8 48.1 61.1 66.7 22.2 22.2 20.4 27.8 48.1 64.8 66.7

Target ID 6.3 12.6 25.1 25.7 32.9 47.9 55.7 65.3 25.7 25.7 23.4 24.6 46.7 58.7 66.5
Derivation ID 6.3 5.6 22.2 22.2 30.6 41.7 58.3 77.8 19.4 19.4 19.4 22.2 47.2 66.7 77.8

Target-Sentiment ID 6.3 1.1 27.3 25.1 21.9 41.0 47.0 68.3 14.8 27.3 25.7 13.7 35.0 48.1 68.3
Target-Action ID 6.3 1.2 18.0 19.8 19.2 41.9 44.2 70.3 12.2 23.8 16.9 11.0 39.5 48.3 66.9

Deriv. Completion 25.0 34.3 41.9 34.9 54.1 49.7 64.8 91.9 30.8 38.4 32.6 42.2 46.2 66.3 88.4
Intent Completion 25.0 36.0 47.0 34.6 51.5 54.4 68.3 91.0 32.4 41.3 33.3 37.8 48.6 67.0 84.5

Intent ID 25.0 36.2 29.8 17.0 44.7 61.7 59.6 97.9 36.2 25.5 19.1 27.7 46.8 68.1 95.7
Action ID 25.0 22.7 22.7 17.0 14.8 33.0 59.1 92.0 23.9 13.6 12.5 4.5 23.9 55.7 90.9

Sentiment ID 33.3 47.3 45.6 42.0 43.8 63.9 63.9 87.0 47.3 45.6 42.0 45.0 65.7 63.3 84.6

Macro Average 10.9 21.4 32.6 27.1 38.1 51.3 59.6 81.9 27.0 29.9 25.6 29.0 47.7 61.6 80.0

Table 2: Zero-shot results on the two versions of MemeQA. "Rand" shows the expected accuracy for random
guessing and "Hum" stands for human performance. The best accuracy in each group and each question type is
boldfaced. Accuracies lower than random guessing are underlined.

from the responses. If the output is not parseable,
its answer will be deemed wrong.11

Evaluation metrics We report the performance
of a model on each question type in terms of ac-
curacy, which is the percentage of questions that
are correctly answered. Specifically, for a single-
answer question, we consider it correctly answered
if and only if the correct option is selected. For a
multiple-answer question, we consider it correctly
answered if and only if all and only those correct
options are selected. In addition, we aggregate the
results over different question types by comput-
ing the macro-average, which is the unweighted
average of the accuracies on all the question types.
Settings We evaluate models in the zero-shot
setting, where no data from MemeQA was used to
train models, and the fine-tuned setting, where mod-
els were fine-tuned on the training split of MemeQA
with the hyperparameters tuned on development
data. Note that we did not fine-tune QVQ and GPT-
4o on MemeQA since GPT-4o cannot be fine-tuned
on images with people and faces due to OpenAI’s
content moderation policy, and fine-tuning QVQ
requires reasoning data not available with MemeQA.
Implementation details During LMM inference,
greedy generation is used (≤ 10 new tokens). Dur-
ing fine-tuning, we used the Parameter Efficient
Fine Tuning technique, attaching and training a
LoRA adapter (Hu et al., 2022) to all the linear
modules in the models. We trained the models for
at most 3 epochs with batch_size=4, lr=10−5,
lora_alpha=8, lora_dropout=0.1, r=8. The
models were evaluated on the development set after

11The parsing failure rate is less than 1.5% of the dataset.

every 20% of the training set and the checkpoint
with the highest accuracy on the development set
was chosen as the final one. All experiments took
about 20 hours on a computer with 2x RTX A6000.

4.2 Results and Discussion

Zero-shot and fine-tuned results are shown in Ta-
bles 2 and 3, respectively.

Which LMMs perform the best? The larger-
sized models perform significantly better: in the
zero-shot setting, GPT-4o scores the highest, fol-
lowed by QVQ. These two models outperform
the smaller models by 10–30 percentage points.
Among the smaller models, Qwen and BLIP per-
formed better than LLaVA and InstructBLIP.

Does fine-tuning help? Yes. All models ex-
hibited improvements by a large margin, except
LLaVA on None+. Qwen consistently performs
the best, scoring on average 70% on None− and
65% on None+. These are over 30 percentage-point
improvements, showing the effectiveness of fine-
tuning. However, even the best fine-tuned models
are far from perfect. Note, though, that even with-
out fine-tuning, GPT-4o performs competitively
with fine-tuned Qwen, lagging behind Qwen by
10% and 3% on None− and None+, respectively.

Are some types of questions easier to answer?
Yes. Visual ID (which tests entity recognition) and
the cloze question types are easier for the models
than questions related to background knowledge,
targets, sentiments, and actions.

Is None+ harder than None−? Noticeably.
While the best model scored an average accuracy
of 69.8% on None−, the best model on None+ only

18932



None− None+

Aspect Rand LLaVABLIP IBLIP Qwen QVQ GPT Hum LLaVABLIP ILIP Qwen QVQ GPT Hum

Visual ID 6.3 70.8 65.3 75.0 94.4 — — 93.1 26.4 58.3 72.2 94.4 — — 90.3
Background ID 6.3 18.5 22.2 31.5 66.7 — — 66.7 5.6 25.9 35.2 72.2 — — 66.7

Target ID 6.3 31.7 40.1 41.9 54.5 — — 65.3 6.0 35.3 41.9 57.5 — — 66.5
Derivation ID 6.3 36.1 33.3 55.6 69.4 — — 77.8 16.7 27.8 47.2 50.0 — — 77.8

Target-Sentiment ID 6.3 33.9 39.3 43.7 57.4 — — 68.3 1.6 34.4 47.0 49.7 — — 68.3
Target-Action ID 6.3 27.3 34.9 35.5 47.1 — — 70.3 1.2 31.4 36.6 46.5 — — 66.9

Deriv. Completion 25.0 79.7 73.8 84.0 85.8 — — 91.9 45.6 63.4 71.8 82.3 — — 88.4
Intent Completion 25.0 85.9 79.6 83.4 87.7 — — 91.0 41.6 69.5 75.7 79.6 — — 84.5

Intent ID 25.0 83.0 61.7 74.5 85.1 — — 97.9 57.4 57.4 66.0 68.1 — — 95.7
Action ID 25.0 65.9 46.6 45.5 60.2 — — 92.0 48.9 34.1 31.8 53.4 — — 90.9

Sentiment ID 33.3 55.0 47.3 47.3 59.2 — — 87.0 6.5 47.3 47.3 59.8 — — 84.6

Macro Average 10.9 53.4 49.5 56.2 69.8 — — 81.9 23.4 44.1 52.1 64.9 — — 80.0

Table 3: Fine-tuned results on the two versions of MemeQA. "Rand" shows the expected accuracy for random
guessing and "Hum" stands for human performance. The best accuracy in each group and each question type is
boldfaced. Accuracies lower than random guessing are underlined.

achieved 64.9%. This inequality holds within al-
most all models and and question types. The con-
sistent pattern here suggests that substituting "None
of the above" into the choices creates significant
challenges for the models.

As an exception, GPT-4o performs slightly bet-
ter on None+ than None−. Looking more closely,
we see that it performs better on None+ mostly
on multiple-answer questions but worse on single-
answer questions. This still aligns with our intu-
ition that None+ will be harder at single-answer
questions. However, for multiple-answer questions,
replacing an option with “None of the above” can
make a question easier.
How well do the LMMs perform relative to hu-
mans? Humans perform far better than all zero-
shot and fine-tuned models, scoring over 80% of
macro-average on both dataset versions. Note that
fine-tuned Qwen, the best-performing model, un-
derperforms humans by 12–15 percentage points,
meaning that MemeQA still presents significant chal-
lenges to SoTA LMMs.12

4.3 Error Analysis

Our analysis is guided by two questions: (1) "what
are the challenges from each question type?" and
(2) "what effect does None+ have on the diffi-
culty of questions?" These questions are answered
by sampling MemeQA’s questions which our best-
performing model, fine-tuned Qwen, answered in-
correctly to find patterns within the errors.13

12Details on how we obtained human performance are in
Appendix A.

13Examples of errors made by fine-tuned Qwen can be
found in Appendix I.

4.3.1 Unique Challenges from the Questions
To answer the first question, 30 questions which the
model answered incorrectly were randomly sam-
pled from each of the 11 aspects. Three key obser-
vations were found across the question types.

Target-related challenges Target-Sentiment ID,
Target-Action ID, and Target ID reveal the model’s
errors in identifying targets. Particularly, the model
fails to identify targets that do not explicitly appear
in the meme, because they require complex rea-
soning steps and/or cultural context to understand.
Figure 6a illustrates one of those cases. When
targets are partially identified correctly, however,
the model fails to identify other targets that are
related or complementary to the correctly identi-
fied one (see Figure 6b). These behaviors illustrate
the model’s struggle both to look deeper than the
visuals of the meme and to identify the complemen-
tary nature of paired targets (one being praised, the
other criticized).

Sentiment-related challenges Sentiment and
Action ID questions reveal another pattern: when
the target is provided or identified correctly, the
model can still fail to correctly identify its senti-
ment. Particularly in the samples, this occurred
if the superficial tone of the meme (the initially
evoked emotions, before any deeper reasoning or
subtlety) differed from the sentiment of the target.
See Figure 6c, where the negative and dark tones
are applied incorrectly onto the supplied target.

This pattern manifested beyond Sentiment and
Action ID, in aspects which are inherently reliant
on sentiments of targets (i.e., all of them except
Visual and Background ID). This reliance origi-
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Incorrect replaced Correct replaced

Single Multiple Single Multiple

None− Acc. 77.3 54.9 95.9 97.2
None+ Acc. 77.2 54.7 67.6 79.1

Difference 0.1 0.2 28.3 16.1

Table 4: Accuracies of fine-tuned Qwen on None−
and None+ divided across (1) whether a correct answer
choice is replaced, and (2) whether the questions are
single-answer or multiple-answer.

nates from the intents of memes, which are built
on sentiment-associated action-verbs (e.g., "criti-
cizes", "praises") towards certain targets. Hence, if
the model failed to identify the correct sentiment
for a given target, it would consistently fail across
multiple question types. See Figure 7, which il-
lustrates this behavior. The issue was especially
apparent in questions that featured subtle literary
elements like irony or sarcasm.

Background knowledge ID Meme annotations
often used uncertain phrasing such as "many be-
lieve. . . ", "tend to be. . . ". In comparison, the dis-
tractors were phrased confidently. Upon closer
inspection, the model was biased against (correct)
choices which featured uncertain wording. See Fig-
ure 6d. All four options belong to the answer-key,
but the neutral-worded options are not selected.

4.3.2 Effects of None+ on Question Difficulty
From Table 4, it is evident that replacing a correct
answer choice creates significant difficulty in an-
swering questions. Deeper analysis is performed
by sampling 30 questions from each of the cate-
gorical combinations of Table 4 (4 total). These
questions were answered correctly in None− but
incorrectly in None+. As such, these errors should
reveal model behaviors and why None+ is difficult.

The changes between None− and None+ further
support the observation that identifying a target’s
sentiment is more difficult than identifying targets.
The same pattern of mistaking targets as negative
instead of positive appears again, though the in-
troduction of the "None of the above" option in
None+ exacerbates the evidence of sentiment iden-
tification’s difficulty. Figure 6e illustrates the re-
moval of the correct target-action pairing, resulting
in the model opting for a pairing with the correct
target but an incorrect sentiment. It appears as
though it is selecting the "second-best" answer, as
the other options are considerably less relevant.
These questions in None+ require the identification

of not only a target’s correct sentiment, but also an
answer choice’s incorrect sentiment. This further
complicates the task of sentiment identification.

4.3.3 Implications
Our error analysis shows that models struggle with
reasoning, particularly when they are required to
go beyond surface content and interpret the under-
lying message of a meme. For example, models
often default to literal sentiment cues from text
or imagery, failing to grasp irony, sarcasm, or the
implied stance. This indicates that reasoning is
the key area for improvement, especially in under-
standing deeper contextual meaning. To improve
reasoning capabilities, one could refine prompting
strategies for LMMs. For example, prompts could
explicitly ask whether a meme is ironic or sarcastic
and request an explanation of how the deeper mean-
ing diverges from surface sentiment. The output of
such inferences can be used to augment the input
to LMMs when answering MemeMQA questions.

Beyond architectural improvements, it is crucial
to scale data with richer supervision that reflects
how humans interpret memes. As demonstrated
in Section 3.3.1, annotators can describe the rea-
soning steps they take to arrive at a meme’s deeper
meaning, including how they detect dissonance
and infer implied targets and sentiments. Training
models on such step-by-step annotations could sig-
nificantly improve their ability to interpret nuanced
or culturally embedded messages that go beyond
surface-level sentiment.

5 Conclusion

We proposed MemeQA, a novel dataset of multiple-
choice questions that holistically evaluates models
in their meme understanding capabilities. The de-
sign of question types was inspired by the human
meme comprehension process. Extensive evalua-
tion on six popular LMMs showed that MemeQA is
very challenging, particularly when "None of the
above" was introduced as an option. A closer anal-
ysis of the models revealed they usually failed to go
beyond the superficial tone of the meme to reason
more deeply about its implications. As such, we
believe that MemeQA presents new opportunities for
researchers as it could facilitate the development
of stronger models for meme understanding and
enable applications in online communication. Fu-
ture work includes expanding MemeQA to include
non-English memes, as well as analyzing potential
cultural or contextual biases in meme selection.
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Limitations

Our resource is based on English memes in so-
cial media, thus not covering other languages and
cultures. This may further the gap between high-
resourced and low-resourced languages in NLP.
However, computational meme processing research
is still in its infancy, and researchers have been wel-
coming any annotated corpora that could advance
the computational study of any aspects of meme
understanding. Therefore, we believe MemeQA is
still a valuable contribution to the development of
the field. Furthermore, we do believe the methodol-
ogy presented in this paper are applicable other
languages. We hope that our findings will in-
spire researchers in other languages to improve
MemeMQA in their own languages.

Ethical Considerations

Misuse against free speech MemeMQA models
can be used to process memes at scale. It is possible
for ill-intentioned actors to use this technology to
further suppress unwanted opinions expressed by
detecting those via memes. On the other hand, this
field of research has also long been motivated for
the good purposes. MemeMQA models can also
be used to expose propagandist contents (e.g., via
Intent ID questions). Furthermore, MemeMQA
can enhance online safety, bridge cultural gaps,
and help visually impaired people see the world,
etc. So these technologies are always double-edged
swords that should be used with care.
Terms of use This dataset is consistent with the
terms of use and the intellectual property and pri-
vacy right of people with SemEval2021 Task 6
(Dimitrov et al., 2021). Instead of redistributing
the original images, we refer users to the original
data repository for access. There is nothing about
the composition of the dataset or the way it was col-
lected and preprocessed/cleaned/labeled that might
impact future uses.

Steps taken to protect annotators from harmful
content All annotators were provided with a thor-
ough instructional training session in which they
were instructed on how to annotate the data and

how to go about the whole task. During training,
annotators were shown the types of memes that
they will work with so that they have an idea of
the dataset’s nature. The annotators have full au-
tonomy to withdraw from the project at their own
judgment. They also gave consent for the collected
data to be used for research purposes. All person-
ally identifiable information was removed from the
released data. See Appendix A for more details on
annotator treatment.
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A Annotator Details

Recruitment We recruited undergraduate and
graduate students in our institution for the three an-
notation tasks: interpretation paragraphs (Group 1),
human verification of questions (Group 2), and hu-
man performance (Group 3). All candidates were
assessed based on their performance in doing sev-
eral sample annotation tasks. Eventually, Group
1, Group 2, and Group 3 had five, eleven, and two
members, respectively. The students are from the
US, India, China, and Turkey.

Compensation The students participated in this
project as part of the "Undergraduate Research in
Computer Science" course they signed up for, dur-
ing which they acquired experience and skills in-
volving data annotation and model training. No ad-
ditional compensation was thus provided to them.

Training For Group 1, group meetings were held
every two weeks to review the annotated para-
graphs and discuss ambiguous memes. For Group
2, every two weeks, annotators received written
feedback from the second author on 10 randomly
sampled questions. Group 3 did not require training
as the task of answering multiple-choice questions
is easy to understand.

Human performance To measure human perfor-
mance, each question in the test set of None− and
None+ was randomly assigned to one annotator
among the two in Group 3.

Figure 3: Annotation interfaces for interpretation para-
graphs (upper) and question verification (lower)

B Annotation Guidelines

For writing interpretation paragraphs (Section
3.3.1), Table 5 presents our full annotation guide-
lines. For human verification of questions (Section
3.4) and obtaining human performance, we simply
presented the questions to the annotators and asked
for their answers to the actual questions. Later
we checked if their answers matched with the one
extracted from the paragraph. The annotation in-
terfaces, shown in Figure 3, were built using Label
Studio (Tkachenko et al., 2020-2025).

C Adversarial Filtering

This section gives more details about the Adversar-
ial Filtering (AF) algorithm. Figure 4 illustrates
how the generator and discriminator collaboratively
generate challenging distractors. Below we de-
scribe the rationales behind our model choices for
the generator and discriminator.

Discriminator model In AF, the difficulty of the
questions is heavily influenced by the performance
of the discriminator model. Therefore, we first
selected four best open-sourced vision-language
models available to us and evaluated them on the
initial set of questions. The models are: Instruct-
BLIP2 (Dai et al., 2023), BLIP2 (Li et al., 2023),
LLaVA 1.5 (Liu et al., 2024), and Qwen-2 VL
(Wang et al., 2024). The best performing model
among all, Qwen-2 VL, was chosen as the discrim-
inator model. The prompts used for the discrimina-
tor model are shown in Appendix D.
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# Guideline

1 Overview: You are asked to annotate a paragraph recording the interpretation process for a meme. In other words, inputs
are a meme and output is the reasoning process in paragraph form.

2 Premises: The paragraph starts with the surface visual and textual information on the meme.
3 Derivations: From those premises, derive higher-level statements about the meme’s meaning.
4 Background knowledge: When the interpretation involves some background knowledge (i.e., contextual information

that is not presented on the meme), explicitly state them in your writing.
5 Intent: End the paragraph with the intent of the meme. The intent must be written in the form of "The meme [action]

[social targets] ...", where social targets are the entities that the meme is discussing, and action is what the meme does
to such targets.

Table 5: Annotation guidelines for reasoning process paragraphs.

Figure 4: Adversarial Filtering for creating challeng-
ing multiple-choice questions. Distractors are created
by the generator. Any questions the discriminator fails
to correctly answer are deemed difficult and kept as part
of the dataset. The correctly answered questions are
passed back to the generator to regenerate new, more
challenging distractors. This cycle repeats for a maxi-
mum number of iterations, or until the discriminator’s
performance converges.

Generator model To generate distractors, we
looked for a model that can effectively give distrac-
tors that only differ in one or two words from the
correct answers. Such distractors should still look
relevant to the original meme, but have different or
opposite meaning to the correct answer. Observing
that this requires excellent language capability, we
used the best language model at the time of experi-
ment, Llama-3.1-8B-Instruct (Dubey et al., 2024).
As such, to generate new distractors, we fed into
this model (1) the context of the meme (including
annotations about the scene, the present text, the
relevant background knowledge, and the intent),
(2) the current question, (3) the correct answers,
and (4) all the distractors in previous AF iterations.
We then tasked it with generating new challenging
distractors. The prompts used for the generator are
shown in Appendix E.

D Prompts for Discriminator

Below is the prompt for the discriminator
in questions with exactly one correct answer:

You are given a meme.
Answer the following question by writing ONLY
one letter A, B, C, or D. DO NOT write anything
else. ONLY write the letter of the correct
answer.
## Question: ...
## Options:
(A) <Option 1>
(B) <Option 2>
(C) <Option 3>
(D) <Option 4>
## Answer:

For questions with possibly multiple
correct answers, the prompt is as follows:

You are given a meme.
Answer the following question by selecting ALL
the correct options and write their letters
consecutively in alphabetical order, such as
’ACD’ or ’B’. Write ’N’ if none of the options
are correct. DO NOT write anything else. ONLY
write the letters of the correct answers or ’N’.
Remember that you can select multiple options.
## Question: ...
## Options:
(A) <Option 1>
(B) <Option 2>
(C) <Option 3>
(D) <Option 4>
## Answer:

For questions with possibly multiple cor-
rect answers and the last option is "None
of the above", the prompt is as follows:

You are given a meme.
Answer the following question by selecting ALL
the correct options and write their letters
consecutively in alphabetical order, such as
’ACD’ or ’B’. DO NOT write anything else.
ONLY write the letters of the correct answers.
Remember that you can select multiple options.
## Question: ...
## Options:
(A) <Option 1>
(B) <Option 2>
(C) <Option 3>
(D) None of the above
## Answer:

E Prompts for Generator

Each question type requires a unique prompt for
generating distractors. This section shows the de-
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tails of the prompts used.

Below is the generator’s prompt for In-
tent/Derivation Completion question types.

You are given a meme as follows.
The meme is composed of the following images:
<Image caption>
The meme contains the following text: <Text>
List 3 words or phrases that are the most
sensible to be filled in the blank of
the following sentence: ’The meme supports
Trump and ____ that gun laws should be less
restrictive’.
The words or phrases must have OPPOSITE or
IRRELEVANT meaning from ’<Option 3>’. Also,
don’t use the following words or phrases:
<Old distractor 1>, <Old distractor 2>, <Old
distractor 3> Answer by listing the words or
phrases separated by commas, and write NOTHING
ELSE. Remember, write NOTHING ELSE but the 3
things.

Below is the generator’s prompt for the Deriva-
tion ID question type.

You are given a meme as follows.
The meme is composed of the following images:
’<Image caption>’
The meme contains the following text: ’<Text>’
Someone thinks the following statements can be
derived from the meme:
- <Option 3>
- <Option 4>
List 2 other statements that look derivable
from the meme but are actually wrong. The new
statements must have OPPOSITE or IRRELEVANT
meaning from the original statements. Also,
don’t repeat the following sentences:
- <Old distractor 1>
- <Old distractor 2>
- <Old distractor 3>
Answer by listing each statement as a sentence
on one line, and write NOTHING ELSE. Remember,
write NOTHING ELSE but the 2 new statements.

Below is the generator’s prompt for the Intent
ID question type.

You are given a meme as follows.
The meme is composed of the following images:
<Image caption>
The meme contains the following text: <Text>
Someone thinks the meme’s intent is that
’<Option 3>’.
List 3 other possible intents of the meme.
The new intents must have OPPOSITE or
IRRELEVANT meaning from the original intent.
Also, don’t repeat the following intents:
- <Old distractor 1>
- <Old distractor 2>
- <Old distractor 3>
Answer by listing each intent on one line, and
write NOTHING ELSE. Remember, write NOTHING
ELSE but the 3 new sentences.

Below is the generator’s prompt for the Visual
ID question type.

You are given a meme as follows.
The meme is composed of the following images:
’<Image caption>’
The meme contains the following text: ’<Text>’
Someone thinks the following details are
visually visible on the meme and are important
to understand its meaning:
- <Option 3>
- <Option 4>
List 2 other statements that seem to be from
the meme but are actually not. The new
statements must have OPPOSITE or IRRELEVANT
meaning from the original statements. Also,
don’t repeat the following sentences:
- <Old distractor 1>
- <Old distractor 2>
- <Old distractor 3>
Answer by listing each statement as a sentence
on one line, and write NOTHING ELSE. Remember,
write NOTHING ELSE but the 2 new statements.

Below is an example of the generator’s prompt
for the Background Knowledge ID question type
where the question has two correct answers (Op-
tions 3 and 4) and two distractors.

You are given a meme as follows.
The meme is composed of the following images:
’<Image caption>’
The meme contains the following text: ’<Text>’
Someone thinks the following are relevant
facts that need to be known to understand the
meme:
- <Option 3>
- <Option 4>
List 2 other statements that seem to be
both factual and relevant to the meme but
are actually not. The new statements must
have OPPOSITE or IRRELEVANT meaning from the
original statements. It can be a non-factual
statements, or a factual statement that is not
relevant to the meme. Also, don’t repeat the
following sentences:
- <Old distractor 1>
- <Old distractor 2>
- <Old distractor 3>
Answer by listing each statement as a sentence
on one line, and write NOTHING ELSE. Remember,
write NOTHING ELSE but the 2 new statements.

For the remaining question types (e.g., Action
ID, Target ID, etc.), distractors are randomly sam-
pled from other memes or clusters. Finally, Senti-
ment ID questions have a fixed set of options, i.e.,
POSITIVE, NEGATIVE, and NEUTRAL.

F On QO Pairs where Llama Answered
Correctly

Recall that those questions where Llama answered
correctly were removed from the original QO sets
to obtain None−. To verify this design choice, we
compared the performance of the six models used
in Section 4.1 on None− and on these questions.

Results are shown in Table 6. As can be seen,
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LLaVABLIP IBLIP Qwen QvQ GPT

Visual ID 31.6 85.5 61.2 97.4 85.8 77.0
Background ID 46.4 72.5 62.3 85.5 86.4 87.0
Target ID 23.4 49.4 44.2 68.8 66.2 63.6
Derivation ID 29.2 66.7 58.3 79.2 74.4 85.4
Target-Sentiment
ID

2.1 51.1 46.8 70.2 56.1 59.6

Target-Action ID 1.8 42.9 33.9 76.8 81.2 58.9

Deriv. Completion 71.0 75.0 66.8 87.0 55.7 88.6
Intent Completion 70.0 83.8 69.2 89.0 63.0 92.2
Intent ID 48.4 28.1 25.0 82.8 76.7 85.9
Action ID 21.6 50.0 43.2 17.6 42.1 85.8
Sentiment ID 96.5 92.7 83.5 91.3 90.5 98.6

Macro Average 40.2 63.4 54.0 76.9 70.7 80.2

Table 6: Performances of zero-shot models on questions
where Llama answered correctly.

these questions are much easier for all models. This
shows that using Llama to identify trivial questions
for removal is appropriate.

G More Question-Options Examples

To enable the reader to gain a deeper understanding
of the challenges presented by MemeQA, we provide
11 examples, each illustrating one question type, in
Figure 5.

H Model Overview

This section describes the state-of-the-art LMMs
selected for our evaluation.

Qwen Qwen2-VL-7B-Instruct14 (Wang et al.,
2024) follows the common approach in vision-
language models: visual encoder → cross-modal
connector → LLM. Innovations here include
"Naive Dynamic Resolution" for flexibly fine-
grained visual processing and "Multimodal Rotary
Position Embedding" for effective modality fusion.
Its vision encoder and LLM were initialized from
Data Filtering Network’s ViT (Fang et al., 2024)
and Qwen2 (Yang et al., 2024), respectively. It was
trained via three stages with 1.4 trillion tokens.

BLIP2 BLIP2-Flan-T5-xl15 (Li et al., 2023) is
the first model that employs Querying Transformer
(Q-Former), which is a type of cross-modal con-
nector. The authors only trained the Q-Former and
froze both the vision encoder and the LLM, thus be-
ing much more efficient than fellow models. This

14https://huggingface.co/Qwen/
Qwen2-VL-7B-Instruct

15https://huggingface.co/Salesforce/
blip2-flan-t5-xl

model variant uses ViT-g/14 from EVA-CLIP (Fang
et al., 2023) as the vision encoder and Flan-T5-xl
(Chung et al., 2024) as the LLM.

InstructBLIP InstructBLIP-Vicuna-7B16 (Dai
et al., 2023) extends BLIP2 and adds instruction-
aware Query Transformer, which extracts infor-
mative features tailored to the given instruction.
While the vision encoder is still ViT-g/14, the LLM
is Vicuna-7B (Chiang et al., 2023). It was trained
on 13 held-in datasets and tested on 13 held-out
ones.

LLaVA LLaVA-v1.517 (Liu et al., 2024) uses
CLIP-ViT-L-336px as the vision encoder and Vi-
cuna v1.5 13B as the LLM. It was pre-trained on
500K image-text pairs before being fine-tuned on
instruction and academic-oriented data.

QVQ QvQ-72B-Preview18 (Qwen Team, 2024)
is a multimodal reasoning model, extending the
Qwen2-VL-72B architecture. It was optimized
for "visual understanding and complex problem-
solving", which are much emphasized competen-
cies in meme understanding. The model outper-
formed GPT-4o in MMMU19 and math-related
benchmarks.

GPT GPT-4o (OpenAI et al., 2024) is OpenAI’s
first unified multimodal model capable of process-
ing text, images, and audio in a single neural net-
work. It was trained end-to-end across modalities,
and was attributed for its high speed and perfor-
mance. It achieved state-of-the-art results in mul-
tilingual understanding, vision, and audio tasks,
outperforming GPT-4 Turbo.

I Examples of Errors

Figures 6 and 7 illustrate some of the questions
where fine-tuned Qwen answered incorrectly.

16https://huggingface.co/Salesforce/
instructblip-vicuna-7b

17https://huggingface.co/llava-hf/llava-1.
5-7b-hf

18https://huggingface.co/Qwen/QVQ-72B-Preview
19https://mmmu-benchmark.github.io/
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Figure 5: Examples of questions in MemeQA. Some examples share the same base meme on their left.
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(a) A Target ID question example. Fine-tuned Qwen
fails to identify the meme’s implicit targets Trump
and Biden, which it speaks on by extension of their
children.

(b) A Target ID question example. Fine-tuned Qwen correctly
identifies "People who believe in the 5G conspiracy theory" as a
target, but fails to identify the related target of "5G signals" in
general.

(c) An Action ID question example. The model at-
tributes the aggressive wording, tone, and nature of the
meme as a negative sentiment towards the target, guns.

(d) A Background ID question example. The model opts to not select
the neutral options which appear argumentatively uncertain.

(e) A Target-Action ID question example. Here, the model recognizes that Bernie Sanders’ supporters are the targets, but fails to
recognize that the sentiment is negative.

Figure 6: Example questions in which Qwen failed to answer correctly.
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Figure 7: Example meme in which Qwen failed to identify the correct sentiment for the social target. Qwen
incorrectly assumes the negative tone of the meme to be a negative sentiment towards Sydney Powell. Since the
sentiment itself was mistaken, the meme makes a mistake at every different level of question answering that required
understanding the sentiment.
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