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Abstract

Videos are unique in their integration of tempo-
ral elements, including camera, scene, action,
and attribute, along with their dynamic relation-
ships over time. However, existing benchmarks
for video understanding often treat these prop-
erties separately or narrowly focus on specific
aspects, overlooking the holistic nature of video
content. To address this, we introduce TUNA, a
temporal-oriented benchmark for fine-grained
understanding on dense dynamic videos, with
two complementary tasks: captioning and QA.
Our TUNA features diverse video scenarios and
dynamics, assisted by interpretable and robust
evaluation criteria. We evaluate several lead-
ing models on our benchmark, providing fine-
grained performance assessments across vari-
ous dimensions. This evaluation reveals key
challenges in video temporal understanding,
such as limited action description, inadequate
multi-subject understanding, and insensitivity
to camera motion, offering valuable insights
for improving video understanding models.
The data and code are available at https://
friedrichor.github.io/projects/TUNA.

1 Introduction

Vision enables us to perceive the world, and video,
as a key form of visual media, offers rich spatial
and temporal information (Tang et al., 2023; Madan
et al., 2024). With the rapid growth of video con-
tent, video understanding has become a crucial area
of research, enabling applications that address the
increasing volume of video data (Nguyen et al.,
2024) and facilitate video generation as general-
purpose simulators of the physical world (Brooks
et al., 2024). Despite these advancements, the lack
of robust evaluation methods remains a pressing
challenge for the community. Accurate and com-
prehensive benchmarks are essential to assess the
performance of video understanding models and
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Figure 1: Performance of several advanced models on
our TUNA. TUNA offers robust and interpretable evalua-
tions on video captioning and QA tasks, providing clear
guidance for advancements in video understanding.

improve their ability to interpret and analyze di-
verse video data effectively.

Recent works (Fu et al., 2024; Zhou et al., 2024)
have evaluated video understanding across vari-
ous tasks such as temporal perception and reason-
ing, video captioning, and long-video comprehen-
sion, providing metrics to guide the development
of video LMMs. However, these evaluations of-
ten focus on specific aspects, such as subject ac-
tions, while neglecting other crucial video elements
like camera states and background scenes along
with the relationships between these elements (Chai
et al., 2024; Xiong et al., 2024; Polyak et al., 2024).
Additionally, the bias toward long-form videos (Fu
et al., 2024; Li et al., 2024e; Mangalam et al., 2023)
entangles video understanding with long-context
modeling, making it difficult to attribute perfor-
mance to specific capabilities. Furthermore, ex-
isting benchmarks lack an analysis of the model’s
sensitivity towards key factors affecting video un-
derstanding, such as diversity of video dynamics
and visual characteristics. These limitations hin-
der comprehensive evaluation and effective error
analysis to advance video understanding models.

To address the need for comprehensive video
understanding, we introduce TUNA, a chal-
lenging multimodal benchmark for Temporal
Understanding of dense dyNAmic videos. Unlike
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Benchmark #Videos #Samp. Anno. Domain
Temporal
Oriented

Scene
Trans.

Captioning VQA

Camera Scene Key. Sem. M.D. Global Fine.

VQA Benchmark
NExT-QA (Xiao et al., 2021) 1,000 8,564 M daily life ✗ ✗ - - - - - ✗ ✓

EgoSchema (Mangalam et al., 2023) 5,063 5,063 M&A egocentric ✓ ✗ - - - - - ✓ ✗

PerceptionTest (Patraucean et al., 2024) 11,620 44,000 M indoor ✓ ✗ - - - - - ✓ ✓

MVBench (Li et al., 2024d) 3,641 4,000 A open ✓ ✓ - - - - - ✓ ✓

Video-MME (Fu et al., 2024) 900 2,700 M open ✗ ✓ - - - - - ✗ ✓

MMBench-Video (Fang et al., 2024) 609 1,998 M open ✗ ✓ - - - - - ✓ ✓

VideoVista (Li et al., 2024e) 894 24,906 A open ✗ ✓ - - - - - ✗ ✓

TOMATO (Shangguan et al., 2024) 1,417 1,484 M open ✓ ✓ - - - - - ✓ ✗

Captioning Benchmark
DREAM-1K (Wang et al., 2024a) 1,000 1,000 M open ✓ ✓ ✗ ✗ ✗ ✓ ✗ - -
VDC (Chai et al., 2024) 1,027 1,027 A open ✓ ✓ ✓ ✓ ✗ ✓ ✓ - -

Multi-task Benchmark
MLVU (Zhou et al., 2024) 1,334 2,593 M open ✗ ✓ ✗ ✓ ✗ ✓ ✗ ✗ ✓

TempCompass (Liu et al., 2024f) 410 7,540 M&A open ✓ ✓ ✗ ✗ ✗ ✓ ✓ ✓ ✓

E.T.Bench (Liu et al., 2024e) 7,002 7,289 M open ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓ ✓

TemporalBench (Cai et al., 2024) 2,179 2,179 M open ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✓

TUNA 1,000 2,432 M&A open ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 1: Comparison with various video understanding benchmarks across several aspects: number of videos
(#Videos); number of samples (#Samp.); annotation method (Anno., with M/A denoting manual/automatic);
domain (Domain); temporal orientation (Temporal Orientated); presence of scene transitions (Scene Trans.);
consideration of camera (Camera) and scene (Scene); use of keypoints (Key.) for controllability and interpretability;
Judgement of semantically identical yet diverse representations (Sem.); availability of multi-dimensional scores
(M.D.); if global (Global) and fine-grained (Fine.) understanding are concerned.

previous evaluations that focus on isolated video
elements, TUNA emphasizes holistic video com-
prehension. We carefully curated 1,000 representa-
tive videos from diverse sources, spanning 12 do-
mains such as Film and Driving, categorized across
four visual characteristics: High-Dynamic, Low-
Dynamic, Multi-Scene, and Multi-Subject. Each
video in our dataset, TUNA-1K, is meticulously
segmented into fine-grained events and annotated
with detailed temporal captions, capturing camera
states, background scenes, subject actions, object
attributes. Table 1 shows the comparison with vari-
ous vidoe understanding benchmarks.

Building on TUNA-1K, we propose TUNA, a
multi-task benchmark towards temporal dynam-
ics through two complementary tasks: TUNA-CAP

for captioning and TUNA-MCQ for VQA. TUNA-
CAP features an automated evaluation pipeline
that performs event splitting, matching, and rela-
tionship classification, closely aligning with hu-
man judgment to assess dense captioning capabili-
ties. TUNA-MCQ comprises 1,432 carefully crafted
multiple-choice questions that specifically require
full video context for accurate answers, ensuring
that answers cannot be derived from a single frame
or limited frames, providing a rigorous test of tem-
poral understanding. Together, these tasks provide
comprehensive evaluation metrics and valuable in-
sights for advancing video understanding research.

We benchmark 21 popular LMMs on TUNA,
revealing key challenges in video understanding.

Figure 1 shows the performance of selected mod-
els. Dense video captioning remains a difficult
task, with GPT-4o (OpenAI, 2024) achieving the
best performance but only reaching an F1 score of
58.5%, yet open-source models lag notably behind
commercial models. Additionally, LMMs strug-
gle with complex scenarios involving multi-scene,
multi-subject, and high-dynamic video content. In-
terestingly, in the VQA task, open-source models
demonstrate competitive performance. However,
all models show consistent weaknesses in com-
prehending camera motion and action sequence.
The notable performance disparity between cap-
tioning and VQA tasks underscores the current
limitations in holistic video understanding capabil-
ities. These findings provide crucial insights for
advancing video LMMs, particularly in temporal
and visual comprehension capabilities.

In summary, our contributions are:

• We introduce TUNA-1K, a meticulously anno-
tated video-caption dataset that captures fine-
grained temporal dynamics across camera, scene,
action, and attribute on dense dynamic videos.

• We develop TUNA, a novel benchmark for com-
prehensive temporal video understanding, mea-
suring the performance across various novel di-
mensions, such as different visual characteristics,
temporal elements and video complexities.

• We conduct a comprehensive evaluation of sev-
eral popular models, uncovering their strengths
and weaknesses across various dimensions.
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Figure 2: Overview of TUNA-1K construction. We collect and filter high-quality, short videos featuring dynamic
temporal content from various sources. Each video is then categorized based on its visual characteristics and domain.
Trained annotators provide temporally dense descriptions, followed by cross-validation. Video experts continuously
review annotations, guiding annotators to refine their works, thus ensuring quality of the annotations.

Hopefully, this provides solid guidance for ad-
vancing video understanding.

2 Related Work

Video Captioning. Recent works (Zhang et al.,
2024d,f; Chen et al., 2024a; Liu et al., 2024d) have
revealed the importance of detailed captions for
video understanding. Compared to image caption-
ing, video captioning presents a greater challenge
as it requires advanced techniques to handle the di-
versity of human and object appearances in various
scenes, as well as their evolving relationships over
time (de Souza Inácio and Lopes, 2023). While
video captioning data is served as training data for
video LMMs, it is challenging to robustly and inter-
pretably evaluate video captioning. Traditional n-
gram overlaps based metrics (Papineni et al., 2002;
Lin, 2004; Vedantam et al., 2015) fail to measure
genuine semantic similarity, with weakly consis-
tency with human judgement. LLM-based scoring
methods (Chan et al., 2023; Maaz et al., 2023) can
deal with captions with the same semantics yet
distinct expressions, but directly asking LLM to
generate digital scores is not dependable due to
their ambiguous meaning of each rating. Recently,
Dream-1K (Wang et al., 2024a) evaluates captions
from events, providing a robust results. However,
these efforts don’t centre on temporal dynamics,
overlooking the essential features of video and pay
minimal attention to changes in camera and scene.
Video QA. Recent works has provided benchmarks
for comprehensively evaluating video LMM’s abil-
ity to understand video, e.g., Video-MME (Fu et al.,
2024), MLVU (Zhou et al., 2024). Temporal dy-
namics are crucial as a unique feature of video.
Existing temporal understanding benchmarks (Pa-

traucean et al., 2024; Li et al., 2024d) focus on re-
stricted scenes (e.g., indoor, egocentric), or just on
subject’s actions and attributes, without attention
to changes in camera and scene, which are incom-
plete for temporal understanding evaluation. Our
TUNA aims to comprehensively evaluate temporal
perception skills towards open-domain videos.

3 TUNA

In this section, we present TUNA-1K, a temporally
dense video-caption dataset, and TUNA, a multi-
task temporal understanding benchmark.

3.1 TUNA-1K
The construction workflow of TUNA-1K is shown
in Figure 2, consisting of four major phases: video
collection, filter, cluster, and annotation.
Video Collection. Temporally dense videos should
have diverse contents and include changes in the
camera states and scenes besides subject actions
and object attributes (Polyak et al., 2024; Xiong
et al., 2024). To capture these complexities, we
carefully collect 1,000 open-domain videos from
10 sources: (1) Academic Video Understanding
Data: DREAM-1K (Wang et al., 2024a), Percep-
tion Test (Patraucean et al., 2024), VELOCITI (Sar-
avanan et al., 2024), YouCook2 (Zhou et al., 2018);
(2) Academic Video Generation Data: MiraData
(Ju et al., 2024), VIDGEN-1M (Tan et al., 2024));
(3) Other Academic Video Data: CoVLA (Arai
et al., 2024); and (4) Web Data: Pexels (Pexels,
2023), Pixabay (pixabay, 2023), MixKit (mixkit,
2023). Unlike concurrent works (Cai et al., 2024),
we maintain the original videos containing multi-
ple scenes or complex actions without segmenting
them into clips, as these are essential for our tasks.
Video Filter. We remove blurry, low-resolution and
long duration videos to ensure that our videos are
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Visual Element   The camera switches to another man 
                            and another woman.                   
          Type                camera               Weight           3

Visual Element   A light blue house is in the background.                  
          Type                 scene                 Weight           2                    

Visual Element   The man sits near the table.                  
          Type             attribute      Weight       2
                           

…

  …
…  

Duration: 10.1s

Then, the camera switches to another man and another 
woman. The man wears a grey suit and ties a necktie, 
and … A light blue house is in the background. Some 
flowerpots and plants are in front of the house. The man 
looks up at the woman. The woman puts a hand near her 
face. They are talking in this period. 

Visual Element   The man and the woman are
                          talking in this period.
          Type             action          Weight       3

Figure 3: An instance in TUNA-1K consists of three levels of description: (a) an overall caption (Narrative-level),
(b) a chronological sequence of events (Event-level ), and (c) fine-grained visual elements (Atomic-level) along
with their types and weights. A complete sample can be found in Figure 15.

high-quality and short, with an average resolution
of 1579∗892, and an average duration of 14.5s. We
select short videos to ensure that sampling frame
strategies can extract all keyframes from videos,
to purely examine the video understanding ability.
To ensure the videos are temporal-dynamic, one
criterion is rich in either camera motion, scene
transitions, or subject activities. Coarse filtering
(e.g., resolution) is achieved by rules, and humans
make complex filters (e.g., dynamic degree).
Video Cluster. We use GPT-4o (OpenAI, 2024)
to generate description for each video, and cluster
videos based on their descriptions, including four
visual characteristics and 12 domains. Annotators
then correct and complete the classification results.
Annotation. Existing models often miss critical
events (Wang et al., 2024a), and lack sensitiv-
ity to camera states, struggling to accurately de-
scribe camera changes (Chai et al., 2024). Con-
sequently, generating temporally dense video cap-
tions through automatic methods is challenging.
Instead, our data is manually annotated. Trained
human annotators are tasked to provide detailed
video descriptions, focusing on camera states,
background scenes, subject actions, and object
attributes. The target captions features several
chronologically evolving events, without sum-
maries and subjective feelings. Additionally, an-
notators split each event into multiple visual ele-
ments, assigning types and weights to these ele-
ments. The types include camera, scene, action,
and attribute, while weights indicates the ele-
ment’s importance for the video on a scale of 1-3.

Formally, a typical instance in TUNA-1K in-
volves a collection of temporally evolving events
Eref = [r1, r2, . . . , rT ] forming an overall caption
Cref , where T denotes the count of events in the
sequence. Each event ri further contains various vi-
sual elements Vi = {vi1, . . . , vi,ni}, where ni rep-
resents the number of visual elements in event ri.

Moreover, each visual element vij is labelled with
a type t ∈ {camera, scene, action, attribute}
and their weight wij ∈ {1, 2, 3}. An example of
TUNA-1K is shown in Figure 3.
Quality Review. All annotated video-caption pairs
undergo cross-inspection by annotators. In parallel,
video experts (non-authors) review the annotations,
providing feedback and prompting annotators to
refine results to ensure high-quality annotation.

3.2 TUNA

3.2.1 Task Definition
Temporal dynamics distinguish videos from static
images. While several benchmarks consider tem-
poral sequences, they sole focus on actions and
attributes, neglecting changes in camera state and
scene. Additionally, some evaluation tasks fail to
capture the perception ability of relationships and
evolution of various elements in the video. For
example, many questions are just about a single
frame cue in the video. To fill these gaps, we em-
phasize the in-context understanding throughout
the entire video, and measure temporal understand-
ing across 4 key dynamic elements: camera state,
background scene, subject action, and object at-
tribute. Specifically, we introduce two complemen-
tary tasks: TUNA-CAP for captioning and TUNA-
MCQ for VQA.

3.2.2 TUNA-CAP

An effective way to evaluate the temporal under-
standing ability of LMMs is reflected by their
captioning skills (de Souza Inácio and Lopes,
2023; Chen et al., 2024a). However, it remains
a challenge to reliably and interpretably assess the
correctness and completeness of video captions.
Event-level methods (Wang et al., 2024a, 2022)
have proven effective but solely focus on subject
actions, overlooking camera states and scenes. To
this end, we propose a strategy to assess the tem-
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Figure 4: Overview of the evaluation workflow for TUNA-CAP. We first split candidate caption into multiple events
and match them to reference events in TUNA-1K. Then we discard the mismatched events (useless content or
inconsistent chronology), and connect the matched candidate events with the same reference event, considering the
temporal sequence of the captions. Finally, we classify the relationship of visual elements to the candidate event.

porally dense captions that incorporate dynamic
elements evolutions over time.

As shown in Figure 4, our evaluation proceeds in
three stages: (1) Event Splitting, (2) Event Match-
ing, and (3) Relationship Classification.

Event Splitting & Matching. To examine tem-
poral perception skills through model-generated
captions, we consider that an effective solution
is to verify whether the models accurately de-
scribe several events in the correct temporal se-
quence. To achieve this, the candidate caption
Cgen is first split into an event sequence G =
[g1, g2, . . . , gk]. Then, each candidate event gi
is matched to a reference event rj . Formally,
the target is to obtain {(i, idi)}ki=1 pairs, where
idi ∈ {1, . . . , T, None} denotes the index of the
reference event ridi matched with the candidate
event gi and id1 ≤ id2 ≤ · · · ≤ idk. These en-
sures that events which are effective and described
in a correct temporal order are extracted.

Relationship Classification. For the captioning
task, the classification-based approach is more in-
terpretable and robust than the direct scoring meth-
ods (Wang et al., 2024a). Each reference event rj
corresponds to a set of visual elements Vj . Thus,
we can transition from a tuple of concatenated
candidate events with reference events (g′i, rj) to
a tuple of candidate events with visual elements
(g′i, Vj). Subsequently, the relationship ϕ(vij , g

′
i) ∈

{entailment, lack, contradiction} between vi-
sual element vij and candidate event g′i is classi-
fied. This element-based approach improves the
interpretability of the evaluation. The workflow is
implemented by GPT-4o (OpenAI, 2024), an LLM
with powerful instruction-following capabilities.

Metrics. We employ precision (P) and recall (R)

to measure the correctness and completeness of the
captions, introducing a novel metric calculation:

P =

∑T
i=1

∑ni
j=1 1 (ϕ(vij , g

′
i) = ent.) · wij

∑T
i=1

∑ni
j=1 1 (ϕ(vij , g′i) ∈ {ent., con.}) · wij

(1)

R =

∑T
i=1

∑ni
j=1 1(ϕ(vij , g′i) = ent.) · wij
∑T

i=1

∑ni
j=1 wij

(2)

F1 =
2× P × R

P + R
(3)

where 1(·) denotes the indicator function. Rec-
ognizing that each visual element vij has a dis-
tinct importance within the video, each element is
weighted by its corresponding factor wij .

3.2.3 TUNA-MCQ

Based on fine-grained TUNA-1K, we design a
pipeline, integrating automatic construction and
manual refinement, to create instructions for multi-
choice questions. The pipeline involves two main
flows: error-prone points extraction and multi-
choice QA generation. We consider 10 task types:
1) camera motion, e.g, zooming, panning, and ro-
tating. 2) camera transition. 3) scene description.
4) scene transition. 5) action recognition. 6) action
sequence. 7) action-subject matching. 8) object
recognition. 9) object appearance, e.g., age, dress,
color, shape, number. 10) object location. Beyond
previous works (Li et al., 2024d; Liu et al., 2024f)
that focus on subject actions and object attributes,
we additionally emphasize camera states and scene
transitions, to provide a more comprehensive as-
sessment of temporal understanding.
Error-prone Points Extraction. To generate chal-
lenging questions, we develop an automatic ap-
proach to identify error-prone points in videos. The
process involves feeding video frames and their
ground-truth descriptions to video LMMs, which
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Model
Dynamic Element Type Visual Characteristic

Overall
Camera Scene Action Attribute Low-Dynamic High-Dynamic Multi-Scene Multi-Subject

Open-Source LMMs
PLLaVA-7B 49.4/22.6/28.9 52.2/30.9/36.6 30.5/12.6/16.5 44.5/19.5/25.3 66.5/23.0/32.7 56.6/17.1/24.7 55.7/15.5/22.8 56.2/15.3/22.5 60.0/19.1/27.4
LongVA-7B 52.3/26.0/32.5 56.5/34.4/40.6 38.9/17.2/22.0 50.6/22.0/28.4 75.9/26.5/37.3 69.4/20.1/29.0 68.3/19.0/27.6 67.3/15.7/23.7 71.6/22.3/31.8
Tarsier-7B 56.9/27.3/34.8 45.3/28.2/33.1 56.7/28.9/36.2 56.4/26.0/33.3 81.2/34.3/46.5 68.7/24.5/34.5 71.7/25.3/35.8 67.8/23.2/33.2 73.0/27.9/38.6
Kangaroo 65.2/36.5/44.1 67.8/45.4/51.9 49.3/26.0/31.9 59.8/32.2/39.5 73.2/34.7/45.6 67.6/31.3/41.1 66.2/29.7/39.3 63.5/26.3/35.7 69.5/32.5/42.7
LLaVA-OV-7B 75.2/42.0/51.0 71.8/51.2/57.6 54.1/30.4/36.8 66.2/42.0/49.3 78.6/38.4/50.0 71.0/38.8/48.9 71.7/38.3/48.4 67.1/33.8/43.8 73.6/38.6/49.3
LLaVA-Video-7B 74.0/41.5/50.4 73.6/52.3/58.9 57.0/30.8/37.8 72.1/44.8/53.1 80.7/40.0/52.2 75.1/39.5/50.3 77.1/38.6/50.0 73.5/34.6/45.8 77.0/39.7/51.0
Qwen2-VL-7B 72.3/40.7/49.0 71.9/50.0/56.7 55.9/30.1/37.0 68.2/38.4/46.7 81.2/42.0/53.8 76.0/35.3/46.4 76.8/33.2/44.4 73.6/28.9/39.9 77.8/37.6/48.9
InternVL2-8B 64.8/33.7/41.7 59.4/38.7/44.7 45.2/24.7/30.0 59.8/35.5/42.3 71.6/34.0/44.5 64.9/29.7/38.9 65.6/29.1/38.4 61.5/26.6/35.2 67.2/31.1/40.8
MiniCPM-V-2.6 76.5/47.8/56.0 75.0/54.1/60.6 57.2/31.8/38.8 68.7/42.3/50.2 79.3/41.4/53.0 74.3/40.4/51.0 76.5/40.8/51.7 73.5/38.3/49.0 76.0/40.7/51.7

PLLaVA-34B 60.8/29.6/37.4 56.2/33.7/39.9 38.7/17.3/22.3 55.1/26.1/33.2 74.5/28.1/38.9 64.3/22.6/31.8 63.9/21.3/30.2 60.7/19.2/27.6 67.8/24.5/34.2
Tarsier-34B 63.6/34.3/42.3 59.0/38.4/44.4 65.6/39.9/47.6 63.6/34.3/42.2 79.6/37.2/49.1 75.8/36.5/47.8 77.6/38.1/49.6 74.4/36.0/47.3 77.1/36.7/48.2

LLaVA-OV-72B 73.5/43.7/51.9 71.5/51.1/57.5 51.2/30.2/36.0 65.7/41.4/48.8 75.4/37.3/48.6 71.3/36.7/45.9 71.4/40.1/50.1 72.3/39.1/49.4 72.7/39.2/49.6
LLaVA-Video-72B 72.7/41.7/50.3 71.1/49.9/56.4 55.7/32.7/39.3 68.1/43.2/50.8 77.3/39.2/50.6 71.9/39.8/50.0 73.9/38.6/49.3 70.5/35.1/45.7 73.7/39.6/50.2
Qwen2-VL-72B 73.6/45.9/54.0 67.6/46.3/52.8 59.1/35.7/42.6 66.6/40.7/48.5 79.2/44.6/55.7 72.4/39.3/49.7 73.6/37.2/48.0 69.1/32.8/43.3 74.7/41.1/51.7
InternVL2-76B 75.1/45.4/53.9 73.3/55.8/61.4 55.7/34.9/41.2 64.3/44.5/50.9 72.0/43.1/52.8 70.1/41.9/51.5 71.4/41.1/51.1 68.6/39.7/49.3 70.7/42.3/51.9

Closed-Source LMMs
Gemini 1.5 Flash 74.6/52.8/59.6 77.2/59.3/65.1 58.7/36.4/42.9 69.0/48.4/55.2 74.0/46.5/56.0 72.0/46.4/55.5 73.4/46.2/55.9 73.4/46.2/55.9 72.7/46.4/55.7
Gemini 1.5 Pro 78.7/53.0/60.7 75.7/57.4/63.3 59.0/40.3/46.3 69.0/49.4/56.0 76.7/48.7/58.7 72.1/47.8/56.7 73.4/47.7/57.0 69.9/44.1/53.3 73.7/48.1/57.4
GPT-4o 80.1/53.3/61.3 79.5/60.2/66.4 64.0/41.1/48.0 73.8/50.1/57.8 79.1/47.3/58.2 77.0/48.6/58.7 78.7/47.2/58.1 76.8/44.4/55.5 77.7/48.2/58.5

Table 2: TUNA-CAP performance of representative video LMMs. We provide detailed scores for selected tested
models in various perception skills and visual characteristic categories. Each cell contains "Precision / Recall / F1
Score". The best and second-best results are marked with bold and underline, respectively.

then identify visual elements that appear incon-
sistent with the textual descriptions. Leveraging
LMMs’ inherent limitations in visual interpretation,
we utilize their misidentified elements as naturally
occurring error-prone points for question genera-
tion.
Multi-Choice QA Generation. Based on prede-
fined task types, error-prone points and textual
descriptions, LLM generates several multi-choice
questions for each video. To ensure these questions
effectively capture temporal dynamics, we employ
a temporal-indispensability filtering mechanism
similar to MMBench-Video (Fang et al., 2024).
Specifically, a question is considered temporal-
indispensable only if it cannot be correctly an-
swered using a single frame but requires n frames
(default n = 16) for accurate comprehension. This
rigorous filtering process helps maintain a high
temporal-indispensability ratio in TUNA-MCQ.
Quality Review. To ensure that data is high-
quality and time-sensitive, we employ crowdsourc-
ing to further filter and refine the automatically con-
structed data. In addition, human annotators per-
form cross-inspections to ensure annotation quality.

4 Experiments

4.1 Settings

We evaluate 21 closed-source models and open-
source models with various sizes, including: Gem-
ini 1.5 Pro (Reid et al., 2024), Gemini 1.5 Flash
(Reid et al., 2024), GPT-4o (OpenAI, 2024),
PLLaVA (Xu et al., 2024), LongVA (Zhang et al.,
2024c), Tarsier (Wang et al., 2024a), InternVL2

(Chen et al., 2024b), Kangaroo (Liu et al., 2024c),
LLaVA-OneVision (Li et al., 2024a), MiniCPM-V-
2.6 (Yao et al., 2024), LLaVA-Video (Zhang et al.,
2024f), and Qwen2-VL (Wang et al., 2024b).

By default, we uniformly sample 32 frames from
each video, which is sufficient to capture the en-
tire content of videos in our TUNA. Some models
have varying constraints on input length or specific
recommended settings. To accommodate these vari-
ations, we employ tailored sampling strategies for
these models. More details are available in Ap-
pendix B.1 and Appendix C.3.

4.2 Video Captioning

We evaluate the temporal understanding skills of
the models and their abilities to perceive videos to-
wards different dynamic elements and visual char-
acteristics. Precision reflects the correctness of the
content mentioned in the descriptions, while recall
reflects the completeness of the descriptions. As
shown in Table 2, majority of video LMMs achieve
a precision over 70%, but recall is below 50%, indi-
cating that many visual elements in videos are often
overlooked or misdescribed. The state-of-the-art
model GPT-4o only achieve an F1 score of 58.5%,
with a recall of 48.2%, highlighting that LMMs
still have a great potential for improvement in the
task of temporally dense captioning.
Temporal Dynamic Elements. Recent researches
in video understanding and video generation have
increasingly emphasized the dynamics of cam-
era states and scenes (Chai et al., 2024; Xiong
et al., 2024; Polyak et al., 2024). In this work,
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Figure 5: Performance comparison of different input frames with different video complexity for models trained in
long contexts (over 8K tokens). The horizontal coordinate is the number of input frames.

we comprehensively thoroughly analyze four key
dynamic element types: camera, scene, action, and
attribute, aiming to explore the challenges that ex-
isting models face in captioning dynamic videos.
As shown in Table 2, LMMs demonstrate supe-
rior performance in scene perception compared to
the other dimensions. Existing LMMs often ex-
tract multiple frames from videos and treat them
as a series of static images, facilitating a better
grasp of static visual scenes. However, camera
and attribute elements, which assess overall dy-
namics and fine-grained perception respectively,
remain challenging, with highest scores reaching
only 61.3% (56.0% for open-source models) for
camera and 57.8% (53.1% for open-source mod-
els) for attribute. Notably, action perception shows
consistently weaker performance across almost all
models compared to the other dimensions, indicat-
ing substantial shortcomings in accurately describ-
ing the dynamic actions. An interesting exception
is Tarsier-34B, which performs exceptionally well
in the action dimension, falling only 0.4% behind
GPT-4o. This aligns with its strong performance
on DREAM-1K (Wang et al., 2024a), a video cap-
tioning benchmark focused on action events.
Diverse Visual Characteristics. As shown in Ta-
ble 2, large performance disparities emerge when
models process videos with different visual char-
acteristics. All tested models perform better with
low-dynamic content, but they struggle with high-
dynamic and multi-scene videos, and show the
weakest performance when handling videos con-
taining multiple subjects.
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Figure 6: Performance comparison across different
video complexities.

Video Complexity. We partition TUNA-1K based
on the number of events and visual elements to
investigate how increasing video complexity af-
fects model performance. As shown in Figure 6,
the F1 scores demonstrate a consistent downward
trend as video complexity increases, indicating that
the comprehension of complex videos remains a
formidable challenge for current models. More
details are available in Appendix B.2.1.
Enrichment of Visual Inputs. To explore the chal-
lenges posed by complex videos, we further in-
vestigate the impact of increasing frame number
on videos with varying complexity. As shown in
Figure 5, we analyze LLaVA-Video and Qwen2-
VL, both trained with longer context lengths. Our
findings reveal that F1 scores decrease with increas-
ing video complexity at any given number of input
frames. Generally, increasing the number of frames
results in greater improvements for more complex
samples, suggesting that complex videos require
more frames for a complete and precise description.
Counterintuitively, an unexpected pattern emerges:
for the most complex videos, increasing frames
from 32 to 64 actually reduces performance, indi-
cating that highly complex videos remain a promi-
nent challenge for LMMs. Further details be found
in Appendix B.2.2.

Measure Kendall’s τ Spearman’s ρ Pearson r

METEOR (Banerjee and Lavie, 2005) 30.8 44.8 54.7
BERT-Score (Zhang et al., 2019) 27.4 34.8 49.2
CLAIR (Chan et al., 2023) 45.6 56.6 41.0
DREAM-1K (Wang et al., 2024a) 22.2 31.3 24.7

TUNA-CAP 57.2 76.7 69.9

Table 3: Human judgment correlation scores for our
automatic evaluation. All p-values < 0.05.

Correlation with Human Judgments. To validate
the effectiveness and robustness of our automatic
evaluation method, we calculate Kendall’s τ , Spear-
man’s ρ, and Pearson r correlation scores between
several methods and human evaluation. As shown
in Table 3, these results demonstrate strong cor-
relation, confirming that our method provides a
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Model
Camera State Background Scene Subject Action Object Attribute

Overall
Motion Transition Description Transition Recognition Sequence Matching Recognition Appearance Location

Open-Source LMMs
PLLaVA-7B 29.7 31.9 48.1 22.4 43.6 34.6 30.4 32.3 38.1 45.2 33.7
LongVA-7B 37.5 41.5 63.0 30.8 44.6 44.7 43.5 41.7 47.6 40.5 42.4
Tarsier-7B 23.0 24.6 40.7 20.6 38.6 26.9 45.7 20.9 25.9 23.8 26.5
Kangaroo 33.2 47.3 53.7 38.3 49.5 38.8 54.3 47.2 43.5 59.5 42.9
LLaVA-OV-7B 42.2 54.6 57.4 48.6 42.6 41.4 60.9 47.9 50.0 59.5 47.4
LLaVA-Video-7B 39.1 50.7 59.3 46.7 52.5 52.4 56.5 53.6 61.9 47.6 50.6
Qwen2-VL-7B 41.0 51.7 66.7 45.8 54.5 52.8 65.2 49.0 60.2 57.1 51.3
InternVL2-8B 41.0 53.1 66.7 40.2 45.5 50.5 50.0 45.8 56.8 45.2 48.4
MiniCPM-V-2.6 39.8 45.9 59.3 34.6 49.5 51.1 52.2 42.2 46.6 50.0 45.7

PLLaVA-34B 42.6 41.5 63.0 43.9 45.5 48.5 56.5 43.2 56.8 57.1 46.9
Tarsier-34B 43.0 48.3 72.2 45.8 51.5 50.2 56.5 49.7 53.7 61.9 50.1

LLaVA-OV-72B 46.5 67.6 75.9 57.0 59.4 56.6 73.9 63.5 69.5 59.5 60.0
LLaVA-Video-72B 47.7 67.6 77.8 61.7 61.4 57.0 65.2 62.5 73.7 57.1 60.7
Qwen2-VL-72B 52.7 64.7 74.1 55.1 62.4 54.4 67.4 63.0 76.3 66.7 60.7
InternVL2-76B 43.8 61.8 74.1 43.0 50.5 50.5 54.3 52.1 66.1 57.1 53.1

Closed-Source LMMs
Gemini 1.5 Flash 40.8 58.3 70.4 52.3 48.0 54.2 63.0 49.0 66.7 64.3 53.3
Gemini 1.5 Pro 49.4 68.4 64.8 59.8 55.0 60.4 69.6 64.6 65.0 66.7 60.8
GPT-4o 53.9 56.0 81.5 56.1 59.4 67.6 58.7 56.8 63.6 59.5 60.3

Table 4: TUNA-MCQ performance of representative video LMMs. We provide detailed scores for selected tested
models on 10 temporal tasks. The best and second-best results are marked with bold and underline, respectively.

robust and accurate solution for captioning evalua-
tion. More details are available in Appendix B.2.4.

4.3 Video QA

TUNA-MCQ specializes in temporal understanding
in videos, emphasizing the necessity of the entire
video observation rather than single-frame analysis.
We assess the temporal understanding skills across
4 dynamic elements and 10 task types.
Overall Performance. Table 4 showcases the
performance of selected models on TUNA-MCQ.
All tested models demonstrate limited capabili-
ties, with even the best-performing model barely
achieving a passing score. However, a promis-
ing trend emerges as open-source models illustrate
performance on par with commercial counterparts.
Specifically, LLaVA-Video-72B and Qwen2-VL-
72B achieve an identical score of 60.7%, matching
the performance of GPT-4o (60.3%) and Gemini
1.5 Pro (60.8%). This competitive performance
of open-source models aligns with findings from
recent studies, such as Video-MME (Short) (Fu
et al., 2024) and TempCompass (Liu et al., 2024f),
suggesting a promising direction for open-source
development in video understanding.
Camera State. Recent works (Chai et al., 2024;
Tan et al., 2024) emphasize the crucial role of
camera state in video understanding and genera-
tion. However, open-source video understanding
datasets minimally involve this aspect. Our evalu-
ation reveals a considerable weakness in models’
camera understanding skill, with average scores no-
tably lower than overall scores. While models show

some promise in detecting camera transitions, they
struggle particularly with camera motion analysis,
achieving a maximum score of only 53.9%.

Subject Action. Action understanding is another
challenge, as it requires tracking and interpreting
character state evolutions across multiple frames.
The action sequence task is notoriously difficult
due to its complexity, demanding models to simul-
taneously recognize individual actions while un-
derstanding their temporal order and causal rela-
tionships. While GPT-4o leads performance with
67.6% accuracy, all other models struggle to the
passing threshold. Additionally, temporal action
recognition remains challenging, with even the
best-performing model achieving only 62.4%.

Background Scene & Object Attribute. Ad-
vanced video LMMs show promising capabilities
in scene and attribute understanding. For back-
ground scene tasks, models achieve impressive re-
sults with GPT-4o reaching 81.5% on scene de-
scription, while LLaVA-Video-72B attains 61.7%
on scene transition understanding. In object at-
tribute tasks, models also perform well, with top
scores of 64.6% in recognition, 76.3% in appear-
ance, and 66.7% in location tasks. These strong
performance can be attributed to the transfer of
knowledge from well-established image-text un-
derstanding techniques, as these tasks share similar
characteristics with multi-image analysis scenarios.

These comprehensive results underscore the
complex challenges in understanding temporal dy-
namics in videos, while offering clear directions
for future improvements in video LMMs.
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4.4 Synthesizing Analysis
Through comprehensive analysis of TUNA-CAP

and TUNA-MCQ results, commercial models
demonstrate superior performance across both
tasks. While open-source models (Qwen2-VL-72B
and LLaVA-Video-72B) achieve comparable re-
sults on TUNA-MCQ, they notably underperform in
TUNA-CAP. This performance gap reveals a criti-
cal limitation of open-source LMMs in captioning
and even open-ended QA tasks, indicating areas
demanding further research efforts.

5 Conclusion
In this paper, we present TUNA-1K, a tempo-
rally dense video-caption dataset, and its deriva-
tive benchmark TUNA. Our work focuses on tem-
poral dynamics, the distinctive feature between
videos and static images, by examining four crit-
ical temporal aspects: camera, scene, action, and
attribute. TUNA-1K features comprehensive cover-
age across diverse visual domains with detailed,
fine-grained captions. TUNA evaluates LMMs’
temporal understanding skills through two com-
plementary tasks: captioning and MCQ. This com-
prehensive evaluation provides precise insights into
models’ strengths and weaknesses, offering inter-
pretable metrics for advancing video understanding
technology. We envision TUNA serving as a cat-
alyst for future research in video understanding.
Moreover, the meticulously annotated TUNA-1K,
with its high accuracy and completeness, offers ver-
satile applications beyond our current scope. We
anticipate its broad utility in diverse research di-
rections and look forward to seeing its impact on
future studies in the field.

Limitations

Our dataset is highly fine-grained, but the data an-
notation is extremely labor-intensive. making it
costly to apply this construction method to other
video datasets. For TUNA-CAP, we conduct a com-
prehensive evaluation of the video captioning ca-
pabilities of video LMMs using an interpretable
and robust approach. However, our method has cer-
tain limitations. Our scoring system focuses on the
alignment with annotated visual elements. If the
model outputs visual elements that fail to match the
annotated events or elements, our method cannot
assess their precision. Specifically, when a gener-
ated caption includes excessive irrelevant content,
even if this content contains substantial hallucina-
tory information, our method would be unable to

provide a valid assessment in such cases.

Ethics Policy

To increase the diversity of our dataset, we col-
lected videos from several sources. These include a
number of movies spanning many years and several
types. While we made an effort to remove some
videos that were poorly observed or NSFW, there
may be unintentional data that involve potential so-
cial biases and stereotypes, including stereotypical
items related to gender, race, ethnicity, age, and so-
cioeconomic status. This requires careful judgment
and utilization of the data.
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A TUNA-1K

A.1 Statistics

Low
-D

yn
am

ic

Low-Dynamic

&Multi-Scene

Low-Dynamic & Multi-

Scene & Multi-S
ubject

Low-Dynamic & Multi-S
ubject

High-Dynamic

High-Dynamic
&Multi-Scene

High-Dynamic

&Multi-SubjectHigh-Dynamic
&Multi-Scene

&Multi-Subject

TUNA-1K

Figure 7: The sample distribution of TUNA-1K, videos
covering 4 visual characteristics and 12 domains.

As shown in Table 5, we illustrate the detailed
statistics of TUNA-1K. Each video must belong to
one of Low-Dynamic or High-Dynamic categories,
while Multi-Scene and Multi-Subject are optional.
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Figure 8: Sample distribution of domains in the TUNA-
1K, covering 12 domains.

There are 12 domains contained in TUNA-1K,
including: (1) Film, (2) Daily Life, (3) Cooking, (4)
Sports Activity, (5) Driving, (6) Animals & Pets,
(7) Natural Landscape, (8) Cityscape, (9) Urban
Activity, (10) Foods, (11) Plants, and (12) Autos &
Vehicles. As shown in Figure 8, we illustrate the
domain statistics of the videos in TUNA-1K.

We visualize the sample distribution of video
complexity in TUNA-1K in Figure 9, in terms of (a)
the number of events, (b) the number of visual ele-
ments in each video, and (c) the number of visual
elements in each event.

A.2 More Details of TUNA-1K Construction

A.2.1 Video Collection

Table 6 shows the video sources that make up the
TUNA-1K, along with their descriptions.

A.2.2 Annotators
We employ crowdsourcing for data annotation. All
annotators have TEM-4 or TEM-8 English profi-
ciency, and have experience in video captioning
annotation (e.g., several annotators have previously
annotated video-caption pairs for Kling1 project).
Prior to formal annotation, they undergo our spe-
cialized training to guarantee the quality of their
annotation.

A.2.3 Annotator Training
We prepare a detailed note document for instruct-
ing human annotators on annotation. The docu-
mentation encompasses 5 key components: (1) Vi-
sual Characteristic Classification, (2) Video Ele-
ment Guidelines, (3) Video Captioning Protocol,
(4) Event Splitting and Element Extraction Crite-
rion, and (5) Annotation Examples.
Visual Characteristic Classification. Detailed
criteria for categorizing videos based on their visual
characteristics.
• Low/High-Dynamic: Based on the number and

frequency of dynamic elements in the video.
• Multi-Scene: Presence of at least one camera

transition or scene transition. Excludes those that
just have camera zooming, panning, or rotating.

• Multi-Subject: Presence of at least two subjects.
Non-major objects are not counted.

Video Element Guidelines. Comprehensive defi-
nitions and key considerations for essential video
elements:
• Camera: Camera states, including panning, ro-

tating, zooming, following, shaking, transition,
etc. It is necessary to indicate a specific direction.

• Scene: Describe the background scene, includ-
ing environment, weather, time, etc.

• Action: Recognize actions and their temporal
evolving sequences.

• Attribute: Identify objects and describe their ap-
pearance (e.g., characters’ gender, age, and dress,
objects’ color, shape, and number) and spatial
orientation (location and relative positional rela-
tionships).

Video Captioning Protocol. We emphasizing:
• Strict chronological ordering of events.
• Objective descriptions without summarization

and subjective feelings.
• If multiple similar characters/objects appear, dis-

tinguish them in expression by unique attributes
(e.g., age, dress, etc.).

1https://kling.kuaishou.com
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Low-Dynamic High-Dynamic Multi-Scene Multi-Subject Total

#Videos 340 660 493 385 1,000
Duration 18.0s 12.8s 12.5s 9.5s 14.53s
#Events 2.8 3.4 3.8 3.8 3.2
#Elements (Narrative-level) 15.8 18.3 19.9 20.2 17.5
#Elements (Event-level) 5.7 5.4 5.3 5.3 5.48
#Tokens 198.8 247.1 255.9 267.6 230.7

Table 5: Detailed statistics for TUNA-1K, including: number of videos (#Videos), video duration (Duration),
number of events (#Events), number of visual elements in captions (#Elements (Narrative-level)), number of
visual elements in events (#Elements (Narrative-level)), number of tokens of caption (#Tokens).
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Figure 9: Visual statistics of the number of events and the number of visual elements in TUNA-1K.

Event Splitting and Element Extraction Crite-
rion. To ensure systematic and standardized anno-
tation, we establish the following comprehensive
guidelines:
• Divide captions into chronologically ordered

events, where each event represents distinct tem-
poral activities. Further decompose each event
into its constituent visual elements.

• Ensure explicit subject identification in all vi-
sual elements. Replace missing subjects and
pronouns with their corresponding specific noun
references to maintain clarity and precision.

• Element weighting criteria for scoring: (1)
Weight 3: primary and conspicuous contents in
the video. (2) Weight 2: primary and inconspicu-
ous contents, or secondary but conspicuous con-
tents. (3) Weight 1: secondary and inconspicuous
contents.

Annotation Examples. Some complete annotation
examples provide human annotators with a further
guidance for annotation.

To ensure annotation quality and consistency,
we implemented a rigorous annotator selection
and training process. Initially, all potential anno-
tators underwent a trial annotation phase using a
shared subset of videos. This phase served both
as a training exercise and a qualification assess-
ment. Through careful evaluation of their trial an-
notations, we selected only those annotators who
demonstrated high consistency, accuracy, and thor-
ough understanding of the annotation guidelines.
These qualified annotators then proceeded to partic-

ipate in the main annotation task. This systematic
approach helped maintain annotation quality while
minimizing potential inconsistencies across differ-
ent annotators.

A.2.4 Annotation

Video Filter. We first filter out undesired videos
based on specific rules, e.g., videos with low resolu-
tion (not satisfying 480p) and long duration (>40s).
Then, human annotators filter out near-static or
NSFW videos to ensure the high quality and tem-
poral dynamics of the selected videos.
Video Cluster. Firstly, we assign a caption for each
video. If the original source provides a caption, it
is utilized; otherwise, a caption is generated using
gpt-4o-2024-05-13. Then, we utilize GPT-4o to
classify visual characteristic category and domain
for each video. Thus far, we have obtained raw
videos with initial model-generated visual char-
acteristics and domains. Initially, we obtain raw
videos with model-generated visual characteristics
and domains. Annotators then observe the videos,
correcting and supplementing the visual character-
istic categories and domains as needed. The prompt
instruction used in this step is shown in Figure 23.
Temporally Dense Caption Annotation. Annota-
tors are tasked with providing a detailed chronolog-
ical description of each video. They must divide
the caption into multiple events based on criteria
such as camera transitions, scene transitions, or
story advancements. Each event is further split
into multiple atomic visual elements, categorized
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Figure 10: The whole performance comparison on TUNA-CAP across different video complexities.

by type and weighted by importance on a scale of
1-3. The types include camera, scene, action, and
attribute.
Quality Review. For quality assurance, cross-
inspections are performed between annotators. Fur-
thermore, trained video experts (non-authors) con-
tinuously review the annotations, offering feedback
and prompting annotators to refine their work to
ensure the high-quality annotations. During cross-
inspections and expert reviews, the checking covers
all annotation results including video caption, event
splitting and visual element extraction as well as
the type and weight of the elements.

A.2.5 Visualized Examples
A detailed example in TUNA-1K is shown in Figure
15.

B TUNA-CAP

B.1 Experimental Settings

The configuration and experimental settings for all
test models are shown in Table 7.

The specific version of the closed-source
models we tested are gemini-1.5-flash-002,
gemini-1.5-pro-002, and gpt-4o-2024-08-06.
Incidentally, a few samples (less than 5) in our
TUNA-CAP and TUNA-MCQ do not receive any re-
sponses from the Gemini (Reid et al., 2024) series,
possibly due to security mechanisms. Therefore,

we calculated the scores using only the samples
with responses, rather than assigning a score of 0
to those without responses.
Input Frames. By default, we uniformly sample
32 frames from each video, which is sufficient to
capture the entire content of the video in our TUNA.
For Qwen2-VL (Wang et al., 2024b) and PLLaVA
(Xu et al., 2024), the official strategy is followed to
sample frames at 2 FPS and uniformly sample 16
frames, respectively. For closed-source models, we
sampled frames dynamically with 1/2 FPS, mean-
ing that when the video event is less than 16s, it is
sampled at 2 FPS, otherwise at 1 FPS.
Detailed Prompts. The default prompt template
for captioning is shown in Figure 19. Figures 20,
21, and 22 illustrate the prompt templates used to
evaluate TUNA-CAP.

B.2 More Experimental Analysis
TUNA-CAP results of all tested models are shown
in Table 8 and Table 9, as a complement result to
Table 2.

B.2.1 Video Complexity
We partition the video complexity according to
the number of events and the number of visual
elements in the video, to observe the impact of
the model on increasing video complexity. The
visualization results of selected models are shown
in Figure 6. The detailed results of all tested models
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are in Table 10, and its visualization results are
shown in Figure 10.

As demonstrated in Table 10 and Figure 10,
model performance consistently declines with in-
creasing video complexity. Larger models (≥34B
parameters) exhibit better robustness to complex
videos, showing smaller performance drops (2.8%
for event count, 2.5% for element count) compared
to their smaller counterparts (<34B parameters),
which experience steeper declines (4.7% and 3.5%
respectively). Moreover, the performance gap be-
tween large and small models becomes more pro-
nounced in highly complex videos. When event
count exceeds 9 (from 7~8 events), small models
suffer a substantial 6.2% performance drop, while
large models remain stable with only a 0.7% varia-
tion. Similarly, for videos with more than 31 ele-
ments (increased from 26~30), small models show
a 3.0% fluctuation compared to just 0.7% for large
models. This evidence strongly suggests that larger
models possess superior adaptability to complex
video content.

B.2.2 Enrichment of Visual Inputs
The number of input frames is crucial for video
understanding, as it directly impacts whether the
model receives sufficient visual content. This is par-
ticularly important in long-video scenarios, where
the model’s ability to answer a question depends on
whether the sampled frames contain the necessary
visual information. Limited by the number of input
frames in existing LMMs, our TUNA-1K ensures
that 32 frames are sufficient to cover the content
of each video, considering that TUNA-1K has an
average duration of 15s and a maximum duration
of 38s. To explore the effect of frame number on
performance, we compare the TUNA-CAP perfor-
mance with different input frame numbers across
several classical models.
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Figure 11: Performance comparison across different
number of input frames.

As shown in Figure 11, increasing the number
of frames generally improves the F1 score, with an
average increase of 1.86% from 8 to 16 frames and

1.62% from 16 to 32 frames. This underscores the
importance of providing sufficient visual informa-
tion, especially when the frame count is low. Simi-
lar pattern is shown in action perception, with av-
erage improvements of 3.48% from 8 to 16 frames
and 2.48% from 16 to 32 frames, indicating that
dynamic actions are more sensitive to frame num-
bers. However, we observe a performance drop in
some earlier models, including LLaVA-OV-7B (Li
et al., 2024a), InternVL2-26B (Chen et al., 2024b),
MiniCPM-V-2.6 (Yao et al., 2024), when the frame
number is increased to 64. We attribute this decline
to the fact that these earlier models rarely involve
64 frames of input (context length over 8K) dur-
ing training, leading to poorer performance at 64
frames. In contrast, LLaVA-Video-7B (Zhang et al.,
2024f) and Qwen2-VL-7B (Wang et al., 2024b),
which are trained on longer contexts, achieve better
results when the number of frames reaches 64. This
indicates that providing more frames can indeed
enhance performance when the context length is
not constrained. More frames can improve the abil-
ity to capture intricate temporal dynamics and rich
contextual information in videos. Consequently,
exploring how to efficiently utilize more frames for
training will emerge as a pivotal topic in the field
of multimodal video understanding.

To further explore the effect of frame numbers on
video understanding, we select LLaVA-Video and
Qwen2-VL, which are trained with longer contexts,
to illustrate the performance disparity across dif-
ferent video complexities with varying input frame
numbers. Figure 5 presents the visualized results,
while Table 12 provides the corresponding specific
scores. These results demonstrate that increasing
the number of frames is more beneficial for under-
standing more complex videos. However, excessive
complexity can lead to performance anomalies, in-
dicating that understanding highly complex videos
remains a prominent challenge.

B.2.3 Scaling Law
As shown in Table 2, there is a general law that the
performance of models increases as the model scale
increases. Therefore, the scaling law is equally
valid for video captioning task. Larger models
typically have more parameters, enabling them to
capture more complex patterns and nuances in the
data, leading to improved performance. However,
we notice that the LLaVA-Video series shows in-
consistent performance scaling with model size.
This anomaly may be attributed to the Slow-Fast
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approach used in LLaVA-Video-72B, which results
in 2/3 of the visual tokens being compressed to
1/4 of the others. This compression leads to a ex-
tensive loss of fine-grained information, which is
crucial for detailed video understanding and accu-
rate captioning. This observation suggests that the
efficient usage of visual information is essential
and may even outweigh the impact yielded by the
language model scale. The quality and richness of
the visual tokens play a critical role in the overall
performance of video captioning models.
Discussion. This observation has sparked an in-
triguing discussion in the field: video LMMs
demonstrate superior performance when process-
ing a higher number of input frames. While in-
creased frame coverage provides a more compre-
hensive representation of video content, capturing
nuanced details and temporal dynamics, this advan-
tage is constrained by context length limitations.
Specifically, accommodating more frames typically
involves the compression of visual tokens, a pro-
cess that remains a key technical challenge. Future
research should focus on the development of more
efficient visual token compression techniques and
the innovation in architectural designs that can han-
dle extended context lengths, to unlock the full po-
tential of large-scale models in video understanding
tasks.

B.2.4 Correlation with Human Judgments
Given a video-caption pair, this task is to check
whether the metric is consistent with human scor-
ing. Specifically, we randomly sample 40 videos
containing 687 visual elements. We provided hu-
man scorers with reference meta-information and
model-generated captions. The scorers were asked
to sequentially determine whether each reference
visual element appeared accurately and completely
in the candidate captions in the correct temporal or-
der, ultimately resulting in human-assigned scores.
Finally, we calculate Kendall’s τ , Spearman’s ρ,
and Pearson r to test the consistency of TUNA-
CAP’s automatic evaluation method with human
scoring. The calculated Kendall’s τ , Spearman’s
ρ, and Pearson r are 57.2%, 76.7%, and 69.9%,
respectively, with all p-values < 0.05, demonstrat-
ing the validity of our automatic evaluation method.
CLAIR (Chan et al., 2023), an evaluation method
for image captioning, is an LLM-based strategy for
scoring based on reference captions. We migrate
this approach seamlessly to assess video captioning
as a comparative object. DREAM-1K (Wang et al.,

2024a) is a recently proposed method for video cap-
tioning evaluation with interpretability. However, it
only focuses on subject actions, leading to its weak
performance on our comprehensive video caption-
ing data that focuses on camera, scene, action, and
attributes.

C TUNA-MCQ

C.1 Statistics
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Figure 12: Sample distribution of task types in the
TUNA-MCQ, covering 10 task types.

Figure 12 illustrates the sample distribution of
the TUNA-MCQ, across 10 tasks: (1) camera mo-
tion, e.g, zooming, panning, and rotating. (2) cam-
era transition. (3) scene description. (4) scene
transition. (5) action recognition. (6) action se-
quence. (7) action-subject matching. (8) object
recognition. (9) object appearance, e.g., gender,
age, dress, color, shape, number. and (10) object
location.
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Figure 13: Sample distribution of correct option in the
TUNA-MCQ.

To eliminate the bias and varied sensitivity of
the models towards order and token, we ensure that
the distribution of correct options is uniform, as
shown in Figure 13.

C.2 More Details of TUNA-MCQ Construction
Error-prone Points Extraction. To obtain chal-
lenging questions, we obtain some error-prone
points through an automated approach. Specifi-
cally, we provide the video LMM with 8 frames
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from the video and its ground-truth textual descrip-
tion, and ask it to generate what it thinks it sees
that the video is inconsistent with the textual de-
scription. The prompt instruction used in this step
is shown in Figure 25.
Multi-Choice QA Generation. Based on a pre-
defined set of task types, error-prone points and
textual descriptions, LLM generates several multi-
choice QAs for each video. The prompt instruction
used in this step is shown in Figure 26.
Quality Review. To ensure that data is high-quality
and time-sensitive, we employ crowdsourcing to
optimize the automatically generated data. In addi-
tion, human annotators perform cross-inspections
to ensure quality. To guarantee that the questions
are relevant to capture temporal dynamics, we em-
ploy LLaVA-Video-7B to filter them. A question
is deemed temporal-indispensable if it can be accu-
rately answered using both a single frame and mul-
tiple frames. Specifically, we deem the question
to be temporal-indispensable if it can be answered
correctly by both 1-frame and 16-frame inputs.

C.2.1 Visualized Examples
Several examples in TUNA-MCQ are shown in Fig-
ure 16, 17, and 18.

C.3 Experimental Settings

The number of input frames in TUNA-MCQ is con-
sistent with TUNA-CAP, which is shown in Table 7.
The default prompt template for multi-choice QA
is shown in Figure 24.

Incidentally, a few samples (less than 10) in
our TUNA-MCQ do not receive any responses from
the Gemini series, possibly due to security mecha-
nisms. Therefore, we calculated the scores using
only the samples with responses, rather than assign-
ing a score of 0 to those without responses.

C.4 More Experimental Analysis

TUNA-MCQ results of all tested models are shown
in Table 13, as a complement result to Table 4.

C.4.1 Scaling Law
On TUNA-MCQ, while most models demonstrate
predictable scaling patterns, InternVL2 (Chen et al.,
2024b) exhibits an unexpected trend where its
76B variant underperforms the 40B version and
its 26B variant underperforms the 8B version. This
anomaly is consistently observed across multiple
video comprehension benchmarks: Video-MME
(76B: 64.7% vs. 40B: 66.1%), MVBench (76B:

69.6% vs. 40B: 72.0%), MMBench-Video (76B:
1.71% vs. 40B: 1.78%), MLVU (76B: 69.9% vs.
40B: 71.0%). Notably, this counter-intuitive scal-
ing behavior can be attributed to architectural dif-
ferences: each InternVL2 variant employs distinct
LLM backbone families and vision encoders, mak-
ing direct performance comparisons less meaning-
ful for establishing scaling laws.

D Future Work

Considering that different models have diverse ca-
pabilities in following complex instructions, we
deliberately adopted simple prompting templates
to ensure fair comparison and clear assessment.
While this approach helps isolate models’ inherent
temporal understanding abilities, advanced prompt-
ing strategies like Multimodal-CoT (Zhang et al.,
2023) reasoning show promising potential for per-
formance enhancement. Although such sophisti-
cated prompting techniques may improve perfor-
mance on TUNA-MCQ, their applicability to cap-
tioning tasks like TUNA-CAP remains challenging.
We encourage future research to explore advanced
prompting strategies that can effectively enhance
temporal understanding across different tasks while
maintaining a balance between performance opti-
mization and the assessment of fundamental tem-
poral comprehension abilities.

E More Related Work

Video LMMs. Large Mulitmodal Models (LMMs)
have mushroomed, showcasing impressive visual
understanding capabilities (Li et al., 2024b; Zhang
et al., 2024a; Caffagni et al., 2024; Amirloo et al.,
2024; Zhang et al., 2025). These advances have
catalyzed the development of diverse and innova-
tive applications across multiple domains. (Pan
et al., 2023; Zhang et al., 2024e; Liu et al., 2025;
Kong et al., 2025). Existing works bridge visual
encoders and Large Language Models (LLMs) us-
ing a small intermediate architecture, as seen in
models like LLaVA (Liu et al., 2024b,a), BLIP-2
(Li et al., 2023), and MiniGPT-4 (Zhu et al., 2023),
which facilitate the evolution of visual-language
LMMs. On this basis, recent researches (Li et al.,
2024c; Zhang et al., 2024b; Lin et al., 2024; Cheng
et al., 2024; Lin et al., 2023; Maaz et al., 2023)
have extended these techniques from static images
to dynamic videos, demonstrating promising re-
sults in video understanding by processing videos
as multiple image frames.

1827



Type Source Domain Visual Characteristic Description
W

eb
D

at
a

Pexels (Pexels,
2023)

Animals & Pets

Low-Dynamic
A website offer stock videos and motion graphics free from copyright issues, which are usually
exceptionally high-quality videos uploaded by skilled photographers. We sample 46 videos, as a source of
Low-Dynamic scenarios, covering diverse domains.

Autos & Vehicles
Cityscape

Foods
Natural Landscape

Urban Activity

Pixabay (pixabay,
2023)

Animals & Pets

Low-Dynamic
A website offer stock videos and motion graphics free from copyright issues, which are usually
exceptionally high-quality videos uploaded by skilled photographers. We sample 13 videos, as a source of
Low-Dynamic scenarios, covering diverse domains.

Cityscape
Foods

Natural Landscape
Urban Activity

MixKit (mixkit,
2023)

Natural Landscape Low-Dynamic
A website offer stock videos and motion graphics free from copyright issues, which are usually
exceptionally high-quality videos uploaded by skilled photographers. We sample 7 videos, as a source of
Low-Dynamic scenarios.

A
ca

de
m

ic
V

id
eo

U
nd

er
st

an
di

ng
D

at
a DREAM-1K

(Wang et al.,
2024a)

Film

Low-Dynamic DREAM-1K consists of 1,000 video clips from five categories: live-action movies, animated movies,
stock videos, YouTube videos, and TikTok-style short videos. These videos typically feature multiple
events and subjects across various shots. We sample 148 videos from live-action movies that meet our
selection principles, mostly as a source of High-Dynamic, Multi-Scene, and Multi-Subject scenarios.

High-Dynamic
Multi-Scene

Multi-Subject

VELOCITI
(Saravanan et al.,
2024)

Film

Low-Dynamic A benchmark using complex movie clips and dense semantic role label annotations to test perception and
binding in video LMMs. The videos feature challenging scenarios with frequent shot changes, fast action
sequences, multi-event situations, role switching, and entity co-referencing over time. We sample 266
videos, mostly as a source of High-Dynamic, Multi-Scene, and Multi-Subject scenarios.

High-Dynamic
Multi-Scene

Multi-Subject

PerceptionTest
(Patraucean et al.,
2024)

Daily Life
(Indoor)

Low-Dynamic A dataset evaluates performance across skill areas (memory, abstraction, physics, semantics) and
reasoning types (descriptive, explanatory, predictive, counterfactual). We sample 114 videos, mostly as a
source of High-Dynamic scenarios.

High-Dynamic
Multi-Scene

YouCook2 (Zhou
et al., 2018)

Cooking
High-Dynamic A dataset of YouTube videos covering 89 recipes from four major cuisines (Africa, Americas, Asia,

Europe), featuring diverse cooking styles and challenges like fast camera motion, camera zooms, video
defocus, and scene-type changes. We sample 100 videos, mostly as a source of High-Dynamic scenarios.

Multi-Scene
Multi-Subject

A
ca

de
m

ic
V

id
eo

G
en

er
at

io
n

D
at

a

VIDGEN-1M (Tan
et al., 2024)

Animals & Pets

Low-Dynamic
High-Dynamic

Multi-Scene

Open-domain Text-to-Video dataset with high video quality, high temporal consistency, and balanced
categories. We sample 154 videos, as a source of High-Dynamic, Multi-Scene (Sports Activity) scenarios,
and Low-Dynamic (other domains) scenarios.

Autos & Vehicles
Cityscape

Foods
Natural Landscape

Plants
Urban Activity
Sports Activity

MiraData (Ju et al.,
2024)

Animals & Pets

Low-Dynamic
Multi-Scene

A large-scale, high-quality video dataset designed to meet the key expectations of video generation tasks:
diverse content, high visual quality, long duration, and significant motion strength. Unlike existing
text-to-video datasets that primarily source videos from YouTube, MiraData includes videos from
YouTube, Videvo, Pixabay, and Pexels, ensuring a more comprehensive and suitable data source. We
sample 102 videos, mostly as a source of Low-Dynamic scenarios, covering diverse domains.

Autos & Vehicles
Cityscape

Foods
Natural Landscape

Plants
Urban Activity

O
th

er
s

CoVLA (Arai et al.,
2024)

Driving
Low-Dynamic
Multi-Scene
Multi-Subject

The CoVLA (Comprehensive Vision-Language-Action) dataset is a novel large-scale resource designed to
advance autonomous driving research. The dataset includes synchronized multi-modal data streams from
front-facing cameras, in-vehicle signals, and other sensors, providing a comprehensive view of diverse
driving scenarios. We choose it due to its complex scene variations. We sample 50 videos as a source of
Multi-Scene scenarios.

Table 6: Rich video sources within TUNA-1K. Domain denote the domains represented in the sampled data. Visual
Characteristic indicates the visual characteristics present in the sampled data, with bold representing major features
and grey representing minor features.. We also provide a brief description of each dataset, along with our our
selection criteria and counts.

What activity is the woman engaged in?
A. painting a picture 
B. playing guitar 
C. sleeping 
D. reading book

What does the sign in the video indicate?
A. No Entry Beyond This Point
B. Swimming Area Ahead, Caution
C. NO Lifeguard on Duty, No Jumping, No Running, No Diving
D. No Swimming Allowed

As can be seen in the video, which hand is used to hold the glue gun?
A. Right.
B. Left.
C. Both two hands.
D. None of the hands.

Sampled frames lack the visual information necessary to answer the question.
Source: Video-MME    
ID: g1MCVp5xICM

Source: VideoVista    
ID: A_lX9UuulUY.0t60.186

Any one frame can be used to answer the question.
Source: TempCompass
ID: 1106280325

A single frame is enough to answer the question.

Existing VIdeo Understandig Benchmark

     TUNA-MCQ (Ours)
All key events can be sampled and all events must be observed to answer the question.

What is the order of camera transitions in the video?
A. doorway, interior of the room, doorway, hallway
B. doorway, hallway, doorway, interior of the room
C. doorway, interior of the room, doorway, interior of the room
D. doorway, hallway, doorway, hallway, 

Figure 14: Several video understanding benchmark examples and analysis.
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Model LLM Vision Model #Frames

Open-Source LMMs
Qwen2-VL-72B Qwen2-72B ViT-600M 2FPS
Qwen2-VL-7B Qwen2-7B ViT-600M 2FPS
LLaVA-Video-72B Qwen2-72B SigLIP-400M 32
LLaVA-Video-7B Qwen2-7B SigLIP-400M 32
LLaVA-OneVision-72B Qwen2-72B SigLIP-400M 32
LLaVA-OneVision-7B Qwen2-7B SigLIP-400M 32
InternVL2-76B Llama-3-70B-Instruct InternViT-6B 32
InternVL2-40B Nous-Hermes-2-Yi-34B InternViT-6B 32
InternVL2-26B InternLM2-20B InternViT-6B 32
InternVL2-8B InternLM2.5-7B InternViT-300M 32
Tarsier-34B Nous-Hermes-2-Yi-34B CLIP ViT-L/14 32
Tarsier-7B Vicuna-v1.5-7B CLIP ViT-L/14 32
PLLaVA-34B Nous-Hermes-2-Yi-34B CLIP ViT-L/14 16
PLLaVA-13B Vicuna-v1.5-13B CLIP ViT-L/14 16
PLLaVA-7B Vicuna-v1.5-7B CLIP ViT-L/14 16
MiniCPM-V-2.6 Qwen2-7B SigLIP-400M 32
Kangaroo Llama3-8B-Instruct EVA-CLIP-L 32
LongVA-7B Qwen2-7B-Instruct-224K CLIP ViT-L/14 32

Closed-Source LMMs
GPT-4o Unknown Unknown 1/2 FPS∗

Gemini 1.5 Pro Unknown Unknown 1/2 FPS∗

Gemini 1.5 Flash Unknown Unknown 1/2 FPS∗

Table 7: The number of frames used in the TUNA evaluation in Section 4.2, 4.3. By default, 32 frames are sampled
uniformly, which is enough to cover the content of each video in TUNA-CAP. Some models take a different
number of frames because they are limited by the input length or according to their sampling recommendations. ∗

indicates that 2 FPS is employed when the video duration < 16s, otherwise 1 FPS is employed. The versions of the
closed-source models are gpt-4o-2024-08-06, gemini-1.5-pro-002, gemini-1.5-flash-002.

Model
Camera Scene Action Attribute Overall

P R F1 P R F1 P R F1 P R F1 P R F1

Open-Source LMMs
PLLaVA-7B 49.4 22.6 28.9 52.2 30.9 36.6 30.5 12.6 16.5 44.5 19.5 25.3 60.0 19.1 27.4
LongVA-7B 52.3 26.0 32.5 56.5 34.4 40.6 38.9 17.2 22.0 50.6 22.0 28.4 71.6 22.3 31.8
Tarsier-7B 56.9 27.3 34.8 45.3 28.2 33.1 56.7 28.9 36.2 56.4 26.0 33.3 73.0 27.9 38.6
Kangaroo 65.2 36.5 44.1 67.8 45.4 51.9 49.3 26.0 31.9 59.8 32.2 39.5 69.5 32.5 42.7
LLaVA-OV-7B 75.2 42.0 51.0 71.8 51.2 57.6 54.1 30.4 36.8 66.2 42.0 49.3 73.6 38.6 49.3
LLaVA-Video-7B 74.0 41.5 50.4 73.6 52.3 58.9 57.0 30.8 37.8 72.1 44.8 53.1 77.0 39.7 51.0
Qwen2-VL-7B 72.3 40.7 49.0 71.9 50.0 56.7 55.9 30.1 37.0 68.2 38.4 46.7 77.8 37.6 48.9
InternVL2-8B 64.8 33.7 41.7 59.4 38.7 44.7 45.2 24.7 30.0 59.8 35.5 42.3 67.2 31.1 40.8
MiniCPM-V-2.6 76.5 47.8 56.0 75.0 54.1 60.6 57.2 31.8 38.8 68.7 42.3 50.2 76.0 40.7 51.7

PLLaVA-13B 57.0 25.8 33.0 57.3 34.0 40.3 36.2 13.8 18.5 50.0 23.3 29.8 65.0 21.4 30.6
InternVL2-26B 73.2 43.2 51.6 72.5 52.6 58.7 51.7 30.9 37.0 63.9 42.3 49.1 70.0 39.2 49.0
PLLaVA-34B 60.8 29.6 37.4 56.2 33.7 39.9 38.7 17.3 22.3 55.1 26.1 33.2 67.8 24.5 34.2
Tarsier-34B 63.6 34.3 42.3 59.0 38.4 44.4 65.6 39.9 47.6 63.6 34.3 42.2 77.1 36.7 48.2
InternVL2-40B 77.8 46.3 55.1 71.9 53.1 59.0 53.4 33.1 39.3 65.9 45.7 52.3 71.3 42.1 51.7

LLaVA-OV-72B 73.5 43.7 51.9 71.5 51.1 57.5 51.2 30.2 36.0 65.7 41.4 48.8 72.7 39.2 49.6
LLaVA-Video-72B 72.7 41.7 50.3 71.1 49.9 56.4 55.7 32.7 39.3 68.1 43.2 50.8 73.7 39.6 50.2
Qwen2-VL-72B 73.6 45.9 54.0 67.6 46.3 52.8 59.1 35.7 42.6 66.6 40.7 48.5 74.7 41.1 51.7
InternVL2-76B 75.1 45.4 53.9 73.3 55.8 61.4 55.7 34.9 41.2 64.3 44.5 50.9 70.7 42.3 51.9

Closed-Source LMMs
Gemini 1.5 Flash 74.6 52.8 59.6 77.2 59.3 65.1 58.7 36.4 42.9 69.0 48.4 55.2 72.7 46.4 55.7
Gemini 1.5 Pro 78.7 53.0 60.7 75.7 57.4 63.3 59.0 40.3 46.3 69.0 49.4 56.0 73.7 48.1 57.4
GPT-4o 80.1 53.3 61.3 79.5 60.2 66.4 64.0 41.1 48.0 73.8 50.1 57.8 77.7 48.2 58.5

Table 8: Evaluation results in terms of dynamic element categoryies on TUNA-CAP. The best and second-best
results are marked with orange and blue , respectively.
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Model
Low-Dynamic High-Dynamic Multi-Scene Multi-Subject Overall

P R F1 P R F1 P R F1 P R F1 P R F1

Open-Source LMMs
PLLaVA-7B 66.5 23.0 32.7 56.6 17.1 24.7 55.7 15.5 22.8 56.2 15.3 22.5 60.0 19.1 27.4
LongVA-7B 75.9 26.5 37.3 69.4 20.1 29.0 68.3 19.0 27.6 67.3 15.7 23.7 71.6 22.3 31.8
Tarsier-7B 81.2 34.3 46.5 68.7 24.5 34.5 71.7 25.3 35.8 67.8 23.2 33.2 73.0 27.9 38.6
Kangaroo 73.2 34.7 45.6 67.6 31.3 41.1 66.2 29.7 39.3 63.5 26.3 35.7 69.5 32.5 42.7
LLaVA-OV-7B 78.6 38.4 50.0 71.0 38.8 48.9 71.7 38.3 48.4 67.1 33.8 43.8 73.6 38.6 49.3
LLaVA-Video-7B 80.7 40.0 52.2 75.1 39.5 50.3 77.1 38.6 50.0 73.5 34.6 45.8 77.0 39.7 51.0
Qwen2-VL-7B 81.2 42.0 53.8 76.0 35.3 46.4 76.8 33.2 44.4 73.6 28.9 39.9 77.8 37.6 48.9
InternVL2-8B 71.6 34.0 44.5 64.9 29.7 38.9 65.6 29.1 38.4 61.5 26.6 35.2 67.2 31.1 40.8
MiniCPM-V-2.6 79.3 41.4 53.0 74.3 40.4 51.0 76.5 40.8 51.7 73.5 38.3 49.0 76.0 40.7 51.7

PLLaVA-13B 69.8 25.7 36.0 62.5 19.1 27.8 62.3 17.6 26.0 60.3 16.3 24.3 65.0 21.4 30.6
InternVL2-26B 71.9 39.1 49.4 69.0 39.2 48.9 70.3 38.6 48.4 67.2 36.3 45.8 70.0 39.2 49.0
PLLaVA-34B 74.5 28.1 38.9 64.3 22.6 31.8 63.9 21.3 30.2 60.7 19.2 27.6 67.8 24.5 34.2
Tarsier-34B 79.6 37.2 49.1 75.8 36.5 47.8 77.6 38.1 49.6 74.4 36.0 47.3 77.1 36.7 48.2
InternVL2-40B 75.0 43.8 53.9 69.5 41.2 50.5 70.7 40.8 50.5 67.9 38.7 48.0 71.3 42.1 51.7

LLaVA-OV-72B 75.4 37.3 48.6 71.3 36.7 45.9 71.4 40.1 50.1 72.3 39.1 49.4 72.7 39.2 49.6
LLaVA-Video-72B 77.3 39.2 50.6 71.9 39.8 50.0 73.9 38.6 49.3 70.5 35.1 45.7 73.7 39.6 50.2
Qwen2-VL-72B 79.2 44.6 55.7 72.4 39.3 49.7 73.6 37.2 48.0 69.1 32.8 43.3 74.7 41.1 51.7
InternVL2-76B 72.0 43.1 52.8 70.1 41.9 51.5 71.4 41.1 51.1 68.6 39.7 49.3 70.7 42.3 51.9

Closed-Source LMMs
Gemini 1.5 Flash 74.0 46.5 56.0 72.0 46.4 55.5 73.4 46.2 55.9 73.4 46.2 55.9 72.7 46.4 55.7
Gemini 1.5 Pro 76.7 48.7 58.7 72.1 47.8 56.7 73.4 47.7 57.0 69.9 44.1 53.3 73.7 48.1 57.4
GPT-4o 79.1 47.3 58.2 77.0 48.6 58.7 78.7 47.2 58.1 76.8 44.4 55.5 77.7 48.2 58.5

Table 9: Evaluation results in terms of visual characteristic categoryies on TUNA-CAP. The best and second-best
results are marked with orange and blue , respectively.

Model
#Events #Elements

Overall
≤ 2 3~4 5~6 7~8 ≥ 9 ≤ 15 16~20 21~25 26~30 ≥ 31

Open-Source LMMs
PLLaVA-7B 32.1 25.8 21.9 16.9 14.6 32.1 26.9 21.9 20.6 17.6 27.4
LongVA-7B 35.5 31.1 25.1 24.1 19.9 37.4 30.3 26.3 24.6 22.9 31.8
Tarsier-7B 42.5 37.7 33.5 29.2 18.5 43.7 36.3 34.6 33.0 31.5 38.6
Kangaroo 45.9 42.6 35.0 35.0 19.0 46.6 42.4 40.0 34.5 28.7 42.7
LLaVA-OV-7B 52.1 48.8 45.2 38.7 35.5 54.0 47.6 46.4 42.0 38.8 49.3
LLaVA-Video-7B 53.5 50.7 45.1 44.2 39.6 55.1 50.0 47.4 44.1 42.9 51.0
Qwen2-VL-7B 53.3 48.9 39.3 30.3 22.0 55.0 46.9 43.9 42.8 34.6 48.9
InternVL2-8B 44.2 40.5 34.4 33.2 13.5 45.9 39.5 36.2 35.4 25.9 40.8
MiniCPM-V-2.6 52.8 51.2 52.3 47.3 47.0 54.9 49.4 49.4 48.4 52.6 51.7
PLLaVA-13B 35.0 30.0 22.2 12.2 14.0 35.9 29.9 24.7 22.9 17.8 30.6
InternVL2-26B 50.4 48.8 46.2 45.4 44.8 52.4 47.4 46.1 45.3 47.8 49.0

Avg (<34B) 45.2 41.5 (-3.7) 36.4 (-5.1) 32.4 (-4.0) 26.2 (-6.2) 46.6 40.6 (-6.0) 37.9 (-2.7) 35.8 (-2.1) 32.8 (-3.0) 42.0

PLLaVA-34B 39.6 33.0 24.5 24.6 15.9 40.7 32.4 27.3 27.4 22.7 34.2
Tarsier-34B 48.7 48.3 47.0 46.6 41.1 50.9 46.6 45.9 47.7 43.8 48.2
InternVL2-40B 54.2 51.2 45.0 45.4 53.9 55.9 50.5 47.3 46.4 46.2 51.7
LLaVA-OV-72B 50.3 49.6 49.9 42.6 40.1 52.8 48.2 46.4 44.7 49.1 49.6
LLaVA-Video-72B 51.5 50.4 44.2 48.0 48.9 54.1 49.8 44.9 43.7 47.7 50.2
Qwen2-VL-72B 55.1 51.9 44.2 32.3 33.0 56.9 51.0 46.4 43.8 39.5 51.7
InternVL2-76B 54.8 51.2 48.8 41.2 43.1 56.0 49.7 49.1 47.5 47.0 51.9

Avg (≥34B) 50.6 47.9 (-2.7) 43.4 (-4.6) 40.1 (-3.3) 39.4 (-0.7) 52.5 46.9 (-5.6) 43.9 (-3.0) 43.0 (-0.9) 42.3 (-0.7) 48.2

Closed-Source LMMs
Gemini 1.5 Flash 57.6 54.8 55.8 48.9 48.3 59.1 53.6 53.0 53.8 52.2 55.7
Gemini 1.5 Pro 59.4 57.0 54.7 44.7 54.7 60.9 55.2 54.6 55.2 54.8 57.4
GPT-4o 60.9 58.2 55.6 50.2 41.3 61.7 57.9 56.0 53.7 50.4 58.5

Avg (close-source) 59.3 56.7 (-2.6) 55.4 (-1.3) 47.9 (-7.4) 48.1 (+0.2) 60.6 55.6 (-5.0) 54.5 (-1.0) 54.2 (-0.3) 52.5 (-1.8) 57.2

Avg (Total) 49.0 45.8 (-3.2) 41.4 (-4.4) 37.2 (-4.2) 33.7 (-3.4) 50.6 44.8 (-5.7) 42.3 (-2.6) 40.8 (-1.4) 38.8 (-2.0) 46.2

Table 10: Detailed performance comparison with varying video complexities. Video complexity is measured by the
number of events and the number of visual elements in the video. The inference setup is consistent with Table 7.
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Model Frames Camera Scene Action Attribute Low-Dynamic High-Dynamic Multi-Scene Multi-Subject Overall

LLaVA-OV-7B

8 50.2 56.6 33.0 47.8 50.4 46.1 46.2 42.6 47.5
16 49.3 (-0.9) 57.2 (+0.6) 35.6 (+2.6) 48.9 (+1.1) 50.2 (-0.2) 47.1 (+1.0) 47.0 (+0.8) 42.5 (+0.1) 48.2 (+0.7)

32 51.0 (+1.7) 57.6 (+0.4) 36.8 (+1.2) 49.3 (+0.4) 50.0 (-0.2) 48.9 (+1.8) 48.4 (+1.4) 43.8 (+1.3) 49.3 (+1.1)

64 47.4 (-3.6) 54.6 (-3) 33.5 (-3.3) 45.9 (-3.4) 48.8 (-1.2) 44.8 (-4.1) 44.6 (-3.8) 39.9 (-3.9) 46.2 (-3.1)

MiniCPM-V-2.6

8 56.3 59.8 33.0 47.3 52.9 47.1 48.3 44.8 49.1
16 55.5 (-0.8) 60.5 (+0.7) 36.7 (+3.7) 47.9 (+0.6) 52.6 (-0.3) 49.7 (+2.6) 50.8 (+2.5) 48.1 (+3.3) 50.7 (+1.6)

32 56.0 (+0.5) 60.6 (+0.1) 38.8 (+2.1) 50.2 (+2.3) 53.0 (+0.4) 51.0 (+1.3) 51.7 (+0.9) 49.0 (+0.9) 51.7 (+1.0)

64 52.6 (-3.4) 58.2 (-2.4) 39.1 (+0.3) 48.6 (-1.6) 50.5 (-2.5) 50.3 (-0.7) 50.0 (-1.7) 46.9 (-2.1) 50.3 (-1.4)

InternVL2-26B

8 50.1 58.3 35.0 48.8 49.6 47.1 47.0 43.9 47.9
16 50.0 (-0.1) 59.1 (+0.8) 36.3 (+1.3) 49.9 (+1.1) 49.4 (-0.2) 48.4 (+1.3) 48.3 (+1.3) 45.4 (+1.5) 48.7 (+0.8)

32 51.6 (+1.6) 58.7 (-0.4) 37.0 (+0.7) 49.1 (-0.8) 49.4 (-) 48.9 (+0.5) 48.4 (+0.1) 45.8 (+0.4) 49.0 (+0.3)

64 49.6 (-2) 55.1 (-3.6) 33.3 (-3.7) 46.4 (-2.7) 47.5 (-1.9) 45.7 (-3.2) 44.3 (-4.1) 42.2 (-3.6) 46.3 (-2.7)

LLaVA-Video-7B

8 49.3 55.1 31.8 46.8 49.8 44.6 44.3 41.0 46.3
16 50.7 (+1.4) 57.0 (+1.9) 36.3 (+4.5) 49.0 (+2.2) 51.7 (+1.9) 47.9 (+3.3) 47.0 (+2.7) 43.0 (+2.0) 49.2 (+2.9)

32 50.4 (+0.3) 58.9 (+1.9) 37.8 (+1.5) 53.1 (+4.1) 52.2 (+0.5) 50.3 (+2.4) 50.0 (+3.0) 45.8 (+2.8) 51.0 (+1.8)

64 51.0 (+0.6) 58.7 (-0.2) 39.0 (+1.2) 52.4 (-0.7) 51.3 (-0.9) 51.4 (+1.1) 50.1 (+0.1) 46.9 (+1.1) 51.4 (+0.4)

Qwen2-VL-7B

8 44.2 55.5 27.8 41.7 49.6 39.0 37.1 33.2 42.6
16 47.7 (+3.5) 55.9 (+0.4) 33.1 (+5.3) 43.6 (+1.9) 51.5 (+1.9) 43.0 (+4.0) 42.0 (+4.9) 36.7 (+3.5) 45.9 (+3.3)

32 48.8 (+1.1) 57.0 (+1.1) 40.0 (+6.9) 47.1 (+3.5) 52.6 (+1.1) 48.4 (+5.4) 46.5 (+4.5) 43.0 (+6.3) 49.8 (+3.9)

64 50.1 (+1.3) 53.1 (-3.9) 40.0 (-) 49.4 (+2.3) 53.2 (+0.6) 48.7 (+0.3) 47.1 (+0.6) 43.4 (+0.4) 50.2 (+0.4)

Table 11: Detailed performance comparison with different number of input frames. Consistent visual results in
Figure 11.

Model Frames
#Events #Elements

Overall
≤ 2 3~4 5~6 7~8 ≥ 9 ≤ 15 16~20 21~25 26~30 ≥ 31

LLaVA-Video-7B

8 49.4 46.3 39.6 35.2 24.9 51.7 45.3 40.9 38.6 35.0 46.3
16 52.9 (+3.5) 48.8 (+2.5) 41.2 (+1.6) 36.7 (+1.5) 35.7 (+10.8) 54.6 (+2.9) 47.7 (+2.4) 44.0 (+3.1) 42.4 (+3.8) 38.2 (+3.2) 49.2 (+2.9)

32 53.5 (+0.6) 50.7 (+1.9) 45.1 (+3.9) 44.2 (+7.5) 39.6 (+3.9) 55.1 (+0.5) 50.0 (+2.3) 47.4 (+3.4) 44.1 (+1.7) 42.9 (+4.7) 51.0 (+1.8)

64 53.7 (+0.2) 51.1 (+0.4) 46.6 (+1.5) 44.2 (-) 39.4 (-0.2) 55.2 (+0.1) 50.9 (+0.9) 47.9 (+0.5) 44.7 (+0.6) 41.4 (-1.5) 51.4 (+0.4)

Qwen2-VL-7B

8 46.8 43.2 29.7 25.5 16.0 48.6 42.1 36.9 30.6 29.1 42.6
16 50.4 (+3.6) 46.1 (+2.9) 32.9 (+3.2) 32.7 (+7.2) 14.6 (-1.4) 52.3 (+3.7) 44.9 (+2.8) 39.1 (+2.2) 36.3 (+5.7) 32.6 (+3.5) 45.9 (+3.3)

32 53.5 (+3.1) 49.8 (+3.7) 40.0 (+7.1) 37.7 (+5) 30.6 (+16) 55.0 (+2.7) 48.5 (+3.6) 45.3 (+6.2) 42.3 (+6) 38.3 (+5.7) 49.8 (+3.9)

64 52.7 (-0.8) 50.5 (+0.7) 42.7 (+2.7) 45.1 (+7.4) 27.6 (-3) 55.1 (+0.1) 49.8 (+1.3) 45.2 (-0.1) 42.9 (+0.6) 36.8 (-1.5) 50.2 (+0.4)

Table 12: Performance comparison across different video complexities with varying input frame numbers. Consistent
visualization results in Figure 5.

Model
Camera State Background Scene Subject Action Object Attribute

Overall
Motion Transition Description Transition Recognition Sequence Matching Recognition Appearance Location

Open-Source LMMs
PLLaVA-7B 29.7 31.9 48.1 22.4 43.6 34.6 30.4 32.3 38.1 45.2 33.7
LongVA-7B 37.5 41.5 63.0 30.8 44.6 44.7 43.5 41.7 47.6 40.5 42.4
Tarsier-7B 23.0 24.6 40.7 20.6 38.6 26.9 45.7 20.9 25.9 23.8 26.5
Kangaroo 33.2 47.3 53.7 38.3 49.5 38.8 54.3 47.2 43.5 59.5 42.9
LLaVA-OV-7B 42.2 54.6 57.4 48.6 42.6 41.4 60.9 47.9 50.0 59.5 47.4
LLaVA-Video-7B 39.1 50.7 59.3 46.7 52.5 52.4 56.5 53.6 61.9 47.6 50.6
Qwen2-VL-7B 41.0 51.7 66.7 45.8 54.5 52.8 65.2 49.0 60.2 57.1 51.3
InternVL2-8B 41.0 53.1 66.7 40.2 45.5 50.5 50.0 45.8 56.8 45.2 48.4
MiniCPM-V-2.6 39.8 45.9 59.3 34.6 49.5 51.1 52.2 42.2 46.6 50.0 45.7

PLLaVA-13B 31.2 31.9 46.3 23.4 48.5 41.1 45.7 37.0 41.5 45.2 37.2
InternVL2-26B 38.7 45.4 63.0 42.1 48.5 46.0 58.7 42.7 55.1 50.0 45.9
PLLaVA-34B 42.6 41.5 63.0 43.9 45.5 48.5 56.5 43.2 56.8 57.1 46.9
Tarsier-34B 43.0 48.3 72.2 45.8 51.5 50.2 56.5 49.7 53.7 61.9 50.1
InternVL2-40B 40.2 58.0 74.1 51.4 56.4 53.4 63.0 57.3 66.9 61.9 54.7

LLaVA-OV-72B 46.5 67.6 75.9 57.0 59.4 56.6 73.9 63.5 69.5 59.5 60.0
LLaVA-Video-72B 47.7 67.6 77.8 61.7 61.4 57.0 65.2 62.5 73.7 57.1 60.7
Qwen2-VL-72B 52.7 64.7 74.1 55.1 62.4 54.4 67.4 63.0 76.3 66.7 60.7
InternVL2-76B 43.8 61.8 74.1 43.0 50.5 50.5 54.3 52.1 66.1 57.1 53.1

Closed-Source LMMs
Gemini 1.5 Flash 40.8 58.3 70.4 52.3 48.0 54.2 63.0 49.0 66.7 64.3 53.3
Gemini 1.5 Pro 49.4 68.4 64.8 59.8 55.0 60.4 69.6 64.6 65.0 66.7 60.8
GPT-4o 53.9 56.0 81.5 56.1 59.4 67.6 58.7 56.8 63.6 59.5 60.3

Table 13: TUNA-MCQ performance of all tested video LMMs. We provide detailed scores on 10 temporal-dynamic
tasks. The best and second-best results are marked with orange and blue , respectively.
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The video begins with the camera focused on a wooden decorative piece, behind which a man is watching through it.

Then, the camera cuts to an outdoor scene with blurred edges and a clear center. A white news van with the logo “KXBD 6 News at 6” is visible by the 
roadside. Next to the van is a set-up camera, and a military green vehicle passes in front of the lens. In the background, greenery and a pedestrian path are 
visible. A woman with a bag on her right shoulder and a bag in her left hand walks along the sidewalk. The camera moves to the right, where a person is 
standing by the front passenger door of the news van, making a phone call.

Next, the camera cuts back indoors, where a man in a black suit suddenly turns to look inside. Behind him is an ornately decorated wall. The man in the 
suit turns again to look outside, then steps back while closing the door in front of him. He then turns and walks further into the room.

Video Caption

Events & Visual Elements
Event The video begins with the camera focused on a wooden decorative piece, behind which a man is watching through it.

Visual 
Elements

The video begins with the camera focused on a wooden decorative piece. camera 3

Behind the wooden decoration, there is a man. attribute 3

The man looks outside through the wooden decoration. action 3

Event

Then, the camera cuts to an outdoor scene with blurred edges and a clear center. A white news van with the logo “KXBD 6 News at 6” is 
visible by the roadside. Next to the van is a set-up camera, and a military green vehicle passes in front of the lens. In the background, 
greenery and a pedestrian path are visible. A woman with a bag on her right shoulder and a bag in her left hand walks along the sidewalk. 
The camera moves to the right, where a person is standing by the front passenger door of the news van, making a phone call.

Visual 
Elements

Then, the camera cuts to an outdoor scene. camera 3

The edges of the frame are blurred, with a clear center. attribute 3

A white news van is visible by the roadside. attribute 3

The van has the logo “KXBD 6 News at 6” on its side. attribute 2

A set-up camera stands beside the van. scene 2

A military green vehicle passes in front of the lens. action 3

Greenery and a pedestrian walkway are visible in the background. scene 2

A woman with a bag on her right shoulder and another in her left hand walks along the sidewalk. action 2

The camera moves to the right. camera 3

A person is standing outside the front passenger door of the news van. attribute 2

The person is making a phone call. action 2

Event
Next, the camera cuts back indoors, where a man in a black suit suddenly turns to look inside. Behind him is an ornately decorated wall. 
The man in the suit turns again to look outside, then steps back while closing the door in front of him. He then turns and walks further into 
the room.

Visual 
Elements

Next, the camera cuts back to the interior scene. camera 3

A man in a black suit suddenly turns around, looking inside. attribute 3

Behind the man in the suit is an ornately decorated wall. attribute 2

The man in the suit turns again to look outside. action 3

The man then steps back while closing the door in front of him. action 3

The man in the suit turns and walks further into the room. action 3

Figure 15: A detailed example in TUNA-1K.
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What is the order of camera transitions in the video?
A. man -> woman and girl -> woman -> man      B. man -> woman -> woman and girl -> man
C. man -> woman -> man -> woman and girl      D. woman -> man -> woman and girl -> man

What is the order of camera movements throughout the video?
A. stationary, follows the woman to the left   B. follows the woman to the right, stationary
C. follows the woman to the left, stationary   D. stationary, follows the woman to the right

What is the order of focus changes in the video?
A. blurry green background, leaves of the plant 
B. blurry green background, flowers of the plant
C. leaves of the plant, flowers of the plant      
D. leaves of the plant, blurry green background

What is the sequence of changes about the signboards at the beginning of the video?
A. (1) blue signboard with a downwards arrow. (2) yellow square signboard. (3) double round white 
signboards.
B. (1) yellow square signboard. (2) double round white signboards. (3) blue signboard with a 
downwards arrow.
C. (1) double round white signboards. (2) blue signboard with a downwards arrow. (3) yellow square 
signboard.
D. (1) blue signboard with a downwards arrow. (2) double round white signboards. (3) yellow square 
signboard.

Figure 16: Several examples in TUNA-MCQ, involving Camera Motion, Camera Transition, Scene Description and
Scene Transition tasks.
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What happens after the man in the gray sweater waves his arms widely?
A. The man in the white shirt turns and enters the kitchen.
B. The man in the white shirt walks out of the kitchen.
C. The man in the gray sweater lowers his hands and glances back.
D. The man in the gray sweater raises both hands and waves them.

What is the order of the woman's actions involving the paper?
A. (1) places bottle caps. (2) holds the paper up. (3) draws shapes. (4) picks up a pen.
B. (1) picks up a pen. (2) draws shapes. (3) holds the paper up. (4) places bottle caps.
C. (1) draws shapes. (2) picks up a pen. (3) places bottle caps. (4) holds the paper up.
D. (1) holds the paper up. (2) picks up a pen. (3) draws shapes. (4) places bottle caps.

What is the order of the woman's actions involving the paper?
A. Player in white jersey No. 7              B. Player in blue jersey No. 14
C. Player in blue jersey No. 7                D. Player in white jersey No. 11

Figure 17: Several examples in TUNA-MCQ, involving Action Recognition, Action Sequence, and Action-Subject
Matching tasks.
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What is the sequence of movements of the vehicles in the video?
A. (1) Black car. (2) White truck. (3) Blue truck.   B. (1) White truck. (2) Black car. (3) Blue truck.
C. (1) Blue truck. (2) White truck. (3) Black car.   D. (1) Blue truck. (2) Black car. (3) White truck.

What color is the first railing the man jumps over?
A. red railing         B. metal railing        C. blue curved railing        D. blue railing

Which direction are the cups being placed on the coffee table?
A. from the right to the left                       B. from top to bottom        
C. in disorder                                             D. from the left to the right

Figure 18: Several examples in TUNA-MCQ, involving Object Recognition, Object Appearance, and Object Location
tasks.
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Please provide a "chronological" detailed description of the video, focusing on the camera states, background scenes, 
and subjects' actions and attributes.
The description should consist of several events that evolve chronologically.
Don't have any summary, such as "throughout the video". Don't have any surmises, and subjective feelings.
Only output the video description. DON'T ANSWER IN POINTS.

Default Prompt for Video Captioning

Figure 19: The default prompt used for the TUNA-CAP experiments in Section 4.2.

Given a chronological video caption, split it into multiple chronologically evolving events.
All events spliced together should be equal to the original caption.

Video Caption:
{model_generated_caption}

Output a List event_list formed as:
[event1, event2, ...]
where ```video_caption = ' '.join(event_list)```
Note: If there are lots of repeats, please delete the repeats.

DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the List. Output:

Prompt for Splitting Events

Figure 20: The prompt used to split events for the TUNA-CAP experiments in Section 3.2.2.

Given a chronological list of candidate events and a chronological list of reference events.
Finds a matching reference event for each candidate event and returns a tuple of ids (candidate_id, reference_id) for 
both. If there is no match then reference_id is None.
Note that event matching should also be done in chronological order.
Each reference event can be matched by multiple candidate events.

Candidate Events:
{candidate_events}
Reference Events:
{reference_events}

Output a List formed as:
[(1, reference_id_1), (2, reference_id_2), ...]
where, reference_id_1 <= reference_id_2 <= ... <= reference_id_n if reference_id_i is not None.

DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the List. Output:

Prompt for Matching Events

Figure 21: The prompt used to match events for the TUNA-CAP experiments in Section 3.2.2.
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Given a series of candidate events and corresponding ground-truth visual elements contained in a video, you need to 
judge whether the candidate event accurately and completely describes each visual elements.
For each event, classify the relationship between the candidate event and the ground-truth visual elements into three 
classes: entailment, lack, contradiction.
- "entailment": the candidate event entails the visual element.
- "lack": the candidate event lacks the visual element.
- "contradiction": some detail in the candidate event contradicts with the visual element. Pay attention to the 
correspondence between the character and the action.

Candidate Events and Ground-truth Visual Elements:
{match_data}

Output a JSON formed as:
[
  {
    "candidate_event": "copy the candidate_event here",
    "visual_elements": [{"content": "copy the visual_element here", "relationship": "put class name here"}, ... ]
  },
  ...
]

DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the JSON. Output:

Prompt for Classifying Relationships

Figure 22: The prompt used to classify relationships for the TUNA-CAP experiments in Section 3.2.2.

Bellow is a description of a video clip:
{caption}

Please categorise the video in two ways, based on the video description.
- Visual Characteristic Category
  - Low Dynamic: The subjects in the video have a minimal amount of action.
  - High Dynamic: The subjects in the video have a lot of action.
  - Multi-Scene: There is at least one camera transition or scene transition.
  - Multi-Subject: At least 2 subjects appear in the video, where the subject must be the main object in the video, non-
main object is not considered as a subject.
- Domain: Natural Landscape, Plants, Animals & Pets, Foods, Cityscape, Urban Activity, Autos & Vehicles, Sports 
Activity, Kitchen Cooking, Film, Driving, Daily Life.
  "Others" if the video does not belong to all of the above categories.

A video can belong to multiple Visual Characteristic Category, and must belong to one of Low Dynamic and High 
Dynamic, with Multi-Scene and Multi-Subject being optional.
A video belongs to only one Video Content Category.

Output a JSON formed as:
{"visual_characteristic": "select a visual characteristic category", "domain": "select a domain"}

DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the JSON. Output:

Prompt for Video Classification

Figure 23: The prompt used to classify videos for the TUNA-CAP construction in Section 3.2.2.
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You will be provided with {num_frames} separate frames uniformly sampled from a video, the frames are provided 
in chronological order of the video. Analyze these frames and provide the answer to the question about the video 
content. Answer the multiple-choice question about the video content.
You must use these frames to answer the question; do not rely on any external knowledge or commonsense.
Question: {question}
Answer with the option's letter from the given choices directly.

Default Prompt for Multi-Choice QA (uniform sampling)

You will be provided with separate frames sampled at {fps} fps from a video, the frames are provided in 
chronological order of the video. Analyze these frames and provide the answer to the question about the video content. 
Answer the multiple-choice question about the video content.
You must use these frames to answer the question; do not rely on any external knowledge or commonsense.
Question: {question}
Answer with the option's letter from the given choices directly.

Default Prompt for Multi-Choice QA (fps sampling)

Figure 24: The default prompt used for the TUNA-MCQ experiments in Section 4.3.

You are an AI visual assistant specialized in analyzing videos.
Given 8 frames uniformly sampled from a video clip and a human-annotated video description, your task is to extract 
the elements of the video frames that differ from the textual description. Only the inconsistent elements are output.

Output a JSON formed as:
[
  {"content_frame": "", "content_description": ""}}
  ...
]

# Video Description
{video_caption}

# Output
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the List. Output:

Prompt for Error-prone Points Generation

Figure 25: The prompt used to generate error-prone points for the TUNA-MCQ construction in Section 3.2.3.
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You are an AI visual assistant specialized in analyzing videos.
Given a human-annotated video description, and several error-prone points, your task is to propose five challenging 
multi-choice QAs about complex temporal-dynamic fine-grained understanding and reasoning. These questions 
should be require integrating information across multiple events and frames.

# Requirements
- Questions can include temporal understanding and reasoning, counterfactual reasoning, causal reasoning, etc.
- You only need to focus on key events and objects. Ensure that the question can be answered from the given video 
description. Ensure that a single event or frame cue cannot answer these questions.
- The four options should be confusing and of similar length. Ensure that it is unable to judge the correct option just 
by the textual question and four textual options. For example, if there are multiple elements in an answer, then each 
correct element should not be the one that appears the most times among the four options.
- If the options are an disordered list of some elements (at least 3), normalise the elements to "(a) element_i\n(b) 
element_j\n..." as a part of the question, and answer should be formatted as something like "(b)(c)(a)(d)".

## Task Type
1. camera motion; 2. camera transition; 3. scene description; 4. scene transition; 5. action recognition; 6. action 
sequence; 7. action-subject matching; 8. object recognition; 9. object appearance; 10. object location.

Output a JSON formed as:
[
  {"question": "", "task_type": "", "answer": "", "options": {"A": "", "B": "", "C": "", "D": ""}, "correct_option", ""}
  ...
]

## Reference Examples (for reference only, not limited)
{"question": "What is the order of camera state changes throughout the video?", "task_type": "camera motion", 
"answer": "rotate left.", "options": {"A": "stationary.", "B": "zoom out.", "C": "rotate left.", "D": "pan left."}, 
"correct_option", "C"}
{"question": "How many times does the camera switch in the video? How many of these camera shots are close-ups 
of the woman?", "task_type": "camera transition", "answer": "4, 2.", "options": {"A": "3, 2.", "B": "4, 2.", "C": "4, 0.", 
"D": "4, 1."}, "correct_option", "B"}
{"question": "Reasoning which team will score based on the video?","task_type": "action recognition", "answer": 
"The team in red uniforms.", "options": {"A": "Not Sure.", "B": "The team in yellow uniforms.", "C": "The team in 
blue uniforms.", "D": "The team in red uniforms."}, "correct_option", "D"}
{"question": "What is the order in which this person picks up the objects?\n(a) a book\n(b) a pen\n(c) an apple", 
"task_type": "action sequence", "answer": "11", "options": {"A": "(c) (b) (a)", "B": "(a) (b) (c)", "C": "(b) (c) (a)", "D": 
"(b) (a) (c)"}, "correct_option", "D"}
{"question": "Which number player scored the goal?", "task_type": "action-subject matching", "answer": "11", 
"options": {"A": "11", "B": "17", "C": "7", "D": "1"}, "correct_option", "A"}
{"question": "What is the temporal order of occurrence of the following objects?\n(a) an apple\n(b) a guava\n(c) a 
banana\n(d) a loaf of bread", "task_type": "object recognition", "answer": "(c) (d) (b) (a)", "options": {"A": "(c) (b) (d) 
(a)", "B": "(d) (c) (a) (b)", "C": "(c) (d) (b) (a)", "D": "(d) (b) (c) (a)"}, "correct_option", "C"}

# Input

## Video Description
{video_caption}

## Error-prone Points
{error_prone_points}

# Output
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only output the List. Output:

Default Prompt for Multi-Choice Q&As Generation

Figure 26: The prompt used to generate multi-choice QAs for the TUNA-MCQ construction in Section 3.2.3.
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