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Abstract

Retrieval-augmented generation (RAG) sys-
tems often struggle with narrative-rich doc-
uments and event-centric reasoning, partic-
ularly when synthesizing information across
multiple sources. We present EventRAG, a
novel framework that enhances text genera-
tion through structured event representations.
We first construct an Event Knowledge Graph
by extracting events and merging semantically
equivalent nodes across documents, while ex-
panding under-connected relationships. We
then employ an iterative retrieval and inference
strategy that explicitly captures temporal depen-
dencies and logical relationships across events.
Experiments on UltraDomain and MultiHo-
pRAG benchmarks show EventRAG’s superi-
ority over baseline RAG systems, with substan-
tial gains in generation effectiveness, logical
consistency, and multi-hop reasoning accuracy.
Our work advances RAG systems by integrat-
ing structured event semantics with iterative
inference, particularly benefiting scenarios re-
quiring temporal and logical reasoning across
documents.

1 Introduction

Retrieval-augmented generation (RAG) has become
a cornerstone for generating knowledge-grounded
texts in diverse applications (Edge et al., 2024;
Qian et al., 2024; Es et al., 2024). Conventional
RAG methods (Lewis et al., 2020) typically en-
hance the generation process by retrieving relevant
passages or documents, thereby improving factual
consistency and reducing hallucinations. However,
most of these systems process text at the level
of documents, paragraphs, or sentences, and thus
often neglect the underlying event structures that
shape real-world narratives. This oversight be-
comes especially problematic in scenarios where

† Corresponding author: qiang.zhang.cs@zju.edu.cn

temporal information, logical dependencies, and
rich cross-event interactions are critical for accurate
and coherent text generation.

Event-Centric Challenges. Prior approaches typ-
ically treat documents as flat sentences, obscuring
how events evolve or interconnect across multiple
texts (Fan et al., 2024). Without explicit event mod-
eling, it is difficult to keep track of shared entities
and contexts, leading to inconsistent references and
incomplete storylines (Arslan et al., 2024). The ab-
sence of event-centric organization also diminishes
the capacity to perform multi-event reasoning, as
no explicit structure is in place to link events that
are logically or thematically related (Ravi et al.,
2024; Zhao et al., 2024).

Temporal-Aware Limitations. Even when rele-
vant textual fragments are retrieved, conventional
methods often fail to capture temporal dynam-
ics—such as the order, duration, and shifts in time
that separate one event from another. Handling tem-
poral information is indispensable for many tasks
(Liu et al., 2025): from reconstructing chronologies
and inferring logical sequences to understanding
the significance of an event within its temporal
context. Without explicit temporal awareness, tra-
ditional RAG systems struggle to maintain coherent
timelines, overlooking how events change over time
and how earlier actions set the stage for subsequent
developments.

Multi-Event Reasoning. Most existing RAG
models also rely on single-pass retrieval or shallow
concatenation of passages. Such approaches rarely
support iterative or multi-hop queries and are ill-
suited for tasks demanding robust multi-event chain
of reasoning. When multiple events from different
sources need to be inter-connected, whether for log-
ical consistency checks or to resolve ambiguities,
flat retrieval methods often lead to fragmented and
inconsistent narratives. Moreover, the inability to
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distinguish authentic and up-to-date information
from multiple sources often leads to hallucinations.

Our Approach: EventRAG. In this work, we
introduce EventRAG, a novel event-centric retrieval-
augmented generation framework that explicitly
organizes textual information into a structured Event
Knowledge Graph (EKG) (Section 2.2). Unlike
traditional RAG, our approach first identifies key
events and represents them as inter-connected nodes.
These nodes are then organized with a temporal-
aware perspective, enabling the system to capture
the chronology and temporal dependencies across
events. By merging duplicated or semantically
equivalent entities and expanding under-connected
nodes, EventRAG provides a comprehensive and
non-redundant knowledge backbone.

To enable multi-event reasoning, EventRAG
utilizes an iterative, Agent-based retrieval and in-
ference strategy (Section 2.3). Rather than relying
on a single-pass retrieval, our agent autonomously
queries the EKG, refines partial inferences, and
corrects inconsistencies in a multi-step process.
This mechanism allows the system to chain multi-
ple events together, form logical links, and verify
critical information, thereby ensuring logical con-
sistency and reducing hallucinations.

Experimental Validation. We evaluate Even-
tRAG on tasks from UltraDomain (Qian et al.,
2024) and MultiHopRAG (Tang and Yang, 2024)
benchmarks, demonstrating consistent improve-
ments over baselines. Our results show that Even-
tRAG excels at tasks involving temporal sensitivity
(Section 3.1), multi-step inference, and inter-event
logical reasoning (Section 3.2). Ablation studies
further indicate that 1) entity fusion significantly
enhances the completeness and accuracy of the
knowledge graph, and 2) multi-event reasoning is
vital for capturing long-range dependencies and
ensuring self-consistent generation (Section 3.3).

Contributions. In summary, this paper makes
the following contributions:

• We propose a novel event-centric retrieval-
augmented generation framework, Even-
tRAG, which decomposes text into intercon-
nected events and constructs an Event Knowl-
edge Graph.

• We incorporate temporal-aware capabilities
into EventRAG, enabling the modeling of

event chronologies and time-sensitive rela-
tionships that are crucial for coherent and
context-rich generation.

• We introduce an agent-based retrieval and gen-
eration process that facilitates multi-event rea-
soning with autonomous and self-correcting
queries, resulting in improved logical consis-
tency and reduced hallucinations.

• Extensive experiments were conducted to eval-
uate the effectiveness of EventRAG compared
to existing RAG models. The results demon-
strated significant improvements over baseline
methods, especially in scenarios demanding
multi-event, temporal-aware inference.

2 EventRAG Framework

2.1 Overall Architecture Design
The EventRAG framework is designed to tackle
the challenges associated with narrative-rich doc-
uments by emphasizing three critical dimensions:
event-centric, temporal-aware, and multi-event
reasoning. As shown in Figure 1, the framework
consists of two main phases: 1) Event Knowledge
Graph Construction and 2) Multi-event Reasoning.

Unlike traditional RAG methods that focus on
paragraphs or sentences, we adopt an event-centric
approach. In the first phase, EventRAG decom-
poses text into a series of events, representing key
event components—such as participants and tempo-
ral markers—as nodes in a knowledge graph, while
extracting logical relationships between events as
edges. These elements are then organized into an
Event Knowledge Graph (EKG). This event-centric
representation enables a richer and more structured
understanding of the textual information, providing
a robust foundation for retrieval, reasoning, and
generation tasks. In the second phase, an agent
interacts with the EKG to retrieve relevant informa-
tion, perform multi-step reasoning, and generate
outputs based on the structured event knowledge.

By focusing on events, EventRAG provides a
more semantically rich and temporally grounded
understanding of the text, capturing event inter-
dependencies such as logical relationships and
temporal sequences. This approach aims to ad-
dress complex problems and mitigate hallucina-
tions, while significantly enhancing generation per-
formance in narrative-rich scenarios.
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Document 1: Super Tuesday took 
place on March 5. Donald Trump 
and Joe Biden secured sweeping 
wins in their respective primaries ...
Document 2: The first debate ... 
Document 3: On July 21, 2024, President 
Joe Biden announced his withdrawal 
from the presidential race ...

Entities: Joe Biden, Donald Trump
Events:  
1. [Super Tuesday] 
2. [Debates]
3. [Biden Withdraws]
Relations: 
1. [Super Tuesday] Date → March 5
2. [Super Tuesday] Candidates → Trump
3. [Debates] Cause→ [Biden Withdraws]

The two main candidates are Donald 
Trump and Kamala Harris... 

Fuse Entities

Biden

President Biden

Joe Biden

Expand Knowledge
Super Tuesday can often 
lock in the nomination ...

Extarct

One of candidates is Donald Trump. To figure 
out another candidate, i need to know the 
events following [Biden's withdrawal].

Another candidate is Kamala Harris.
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Figure 1: System architecture of the proposed EventRAG framework, containing two main phases: event extraction
& graph construction, and agent-based retrieval & generation.

2.2 Event Knowledge Graph Construction
EventRAG employs an LLM for comprehensive in-
formation extraction from text, focusing on events,
entities, and their relationships. The extracted in-
formation undergoes dual processing streams: In
the first stream, the extracted elements are embed-
ded into dense vector representations and stored in
a vector database to facilitate efficient similarity-
based retrieval. In the second stream, the extracted
information is processed through similarity-based
merging to consolidate redundant entries, followed
by knowledge expansion which enriches the initial
extractions with relevant contextual information.
These processed results are then integrated to con-
struct an event-centric knowledge graph that cap-
tures the complex interconnections between events,
entities, and their relationships.

Fuse Entities. A significant challenge in event
extraction arises when entities are repeated across
multiple documents or when the same entity is rep-
resented through varied expressions (Bugert et al.,
2021). To address this, the Entity Fusion mecha-
nism identifies and merges events or entities that
are semantically or temporally equivalent but come
from different sources. The merging process em-
ploys a vector-based similarity-matching approach.
LetVi andVj be vector representations of two newly

extracted entries (events, entities, or relationships).
The system calculates the similarity between Vi and
existing entries in a vector database. The fusion
process can be described as:

Vi ∪ Vj → Vf , if similarity(Vi,Vj) > θ, (1)

where Vf represents the fused entry, and θ is a
predefined similarity threshold. We measure the
similarity using cosine similarity, which is applied
to the dense vector representations obtained from
an embedding model. A candidate with the highest
similarity score above θ is selected as the merge
target. Rather than directly combining the informa-
tion, the system establishes a "similar" relationship
between the original entry and the new one, main-
taining provenance while capturing their semantic
equivalence. The original entry is then substituted
with the new entry in subsequent EKG construc-
tion steps, ensuring that all future connections and
expansions operate on the merged representation.
This approach preserves the original information
while reducing redundancy and maintaining the
semantic coherence of the knowledge graph.

This step is essential for handling multi-
document inputs, where entities may appear in
multiple contexts, and ensures that the final EKG re-
mains free from contradictions and inconsistencies.

16969



The goal of entity fusion is not only to eliminate
redundancy but also to create a more robust and
coherent knowledge structure that supports down-
stream retrieval and multi-event reasoning.

Expand Knowledge. Upon fusing similar entities,
the Event Knowledge Graph needs to be further
enhanced by expanding under-connected nodes and
relations. This step is crucial to maintaining the
graph’s comprehensiveness, ensuring it captures
all pertinent event-related knowledge, including
information that may not be fully represented in the
input documents.

The Expand Knowledge process involves tracing
gaps in the graph by identifying nodes or rela-
tionships that are under-explored. These gaps are
filled by utilizing additional contextual clues de-
rived from the documents or leveraging the inherent
knowledge of the LLM itself. For instance, events
sharing the same participants or occurring in simi-
lar temporal contexts can often be linked together,
further enriching the graph and enhancing its con-
nectivity. This expansion is key to ensuring that
the constructed EKG supports deeper inference and
allows for more accurate and contextually aware
retrieval when queried by the agent. Fundamentally,
knowledge expansion represents a front-loading of
cognitive processes, incorporating analytical think-
ing during the graph construction phase to reduce
computational overhead during subsequent retrieval
and reasoning operations.

2.3 Event-based Retrieval and Generation
After constructing the enriched EKG, an intelligent
agent is employed to perform retrieval and gen-
eration tasks. This agent is designed to leverage
the event-centric structure of the EKG for sophisti-
cated information processing, moving beyond sim-
ple keyword-based retrieval. The agent’s workflow
is characterized by iterative multi-event reasoning
and temporal awareness, enabling it to address
complex queries and generate coherent, contextu-
ally grounded outputs.

Autonomous EKG Querying. Upon receiving
a query q, the agent initiates an event-centric re-
trieval process by automatically decomposing q into
components relevant to event elements (e.g., logical
relationships, participants, temporal markers). Let
q be the query vector derived from q. The agent
formulates a series of targeted queries to the EKG
to retrieve relevant events ej ∈ E , where E is the
set of events in the EKG. The retrieval process aims

to find the event ej in the EKG that maximizes the
similarity with the query vector:

ej = argmax
ek∈E

similarity(q, ek), (2)

Where ek denotes the vector representation of an
event ek in the knowledge graph, and similarity(·, ·)
is a function measuring the similarity between two
vectors. This querying process is autonomous, al-
lowing the agent to refine its reasoning based on the
context gathered in each step. By focusing on re-
trieving inter-connected events rather than isolated
text snippets, this automatic querying mechanism
ensures that retrieved information is highly relevant
to the query and maintains the temporal and rela-
tional context of events. This targeted retrieval is
a key enabler for effective multi-event reasoning.

Temporal-Aware Inference. EventRAG intro-
duces temporal-aware capabilities, enabling the
system to capture both static event details and the
dynamic evolution of events over time. For two
events ej and ek, if event ej precedes event ek, we
can represent this temporal relationship as:

T (ej) ⪯ T (ek), if event ej precedes ek, (3)

During the EKG construction phase, these temporal
markers are processed as attributes of event nodes,
and temporal relationships are extracted as edges
between events. In the query and reasoning phase,
these temporal markers and sequential information
are interpreted by LLMs to infer the progression
of events, dynamic relationships between entities,
and the integration of new events to update existing
information.

This capability allows the system to effectively
handle tasks involving complex temporal depen-
dencies, such as generating narratives that reflect
the natural progression of events, interpreting the
significance of events within their temporal context,
or predicting outcomes of ongoing processes.

Multi-Event Reasoning. Unlike conventional
RAG methods that rely on a single-pass retrieval
process, EventRAG enables multi-event reasoning
through iterative querying and multi-hop inference.
The agent begins by identifying an initial set of
relevant events from the EKG based on the input
query. It then iteratively queries the EKG to retrieve
related events, leveraging both logical and tempo-
ral relationships encoded in the graph. During
each iteration, the agent refines its understanding
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Figure 2: Win rates (%) of baselines v.s. EventRAG across four datasets and six evaluation dimensions.

by chaining together events that are logically or
temporally connected, constructing intermediate
reasoning paths. These paths are validated against
the graph structure to ensure consistency, and the
agent dynamically updates its focus based on the
newly discovered connections.

The agent utilizes relationships within the EKG
to guide its reasoning, ensuring that the generated
content captures the nuanced inter-dependencies
across events. This mechanism enables EventRAG
to handle complex tasks that involve interlinking
multiple events from diverse sources, producing
outputs that are logically consistent and contextually
grounded.

Reflection & Self-Correction. To ensure the ro-
bustness and reliability of its reasoning, the agent
incorporates a reflection and self-correction mech-
anism. During the inference process, the agent
periodically evaluates its own conclusions for co-
herence and accuracy, particularly in the context of

multi-event reasoning. If inconsistencies or ambi-
guities are detected, the agent revisits relevant event
nodes, re-examines temporal relationships, and po-
tentially explores additional parts of the EKG to
refine its understanding. This self-correction loop
is vital for mitigating potential errors and hallucina-
tions, especially when dealing with complex queries
that require chaining multiple events and maintain-
ing temporal consistency. Finally, after completing
the reasoning process and undergoing reflection,
the agent generates a final output. This generation
process is guided by the EKG, ensuring that the gen-
erated text is contextually grounded in the identified
events and their relationships. Through iterative
refinement of its inferences, the agent guarantees
that the final output is logically sound and factually
accurate within the event-centric framework.

3 Experimental Evaluation
We conduct extensive experiments to assess the per-
formance of our proposed EventRAG framework.
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Query Type Method Answer Relevancy Answer Correctness Semantic Similarity

Inference Query

NaiveRAG 0.6840 0.2951 0.9077
GraphRAG 0.7046 0.7580 0.9412
LightRAG 0.7252 0.8174 0.9158
EventRAG 0.8083 0.8409 0.9637

Comparison Query

NaiveRAG 0.2115 0.1921 0.7341
GraphRAG 0.5180 0.4362 0.8019
LightRAG 0.6573 0.5592 0.7913
EventRAG 0.6955 0.8164 0.7800

Null Query

NaiveRAG 0.2849 0.2892 0.8237
GraphRAG 0.3159 0.2430 0.9720
LightRAG 0.3673 0.2916 0.9518
EventRAG 0.3761 0.3271 0.9751

Temporal Query

NaiveRAG 0.0624 0.1864 0.7456
GraphRAG 0.0740 0.4549 0.7754
LightRAG 0.1829 0.6170 0.7359
EventRAG 0.2763 0.8786 0.7760

Average

NaiveRAG 0.3107 0.2407 0.8028
GraphRAG 0.4031 0.4730 0.8726
LightRAG 0.4832 0.5713 0.8487
EventRAG 0.5391 0.7158 0.8737

Table 1: Inference capability results on the MultiHopRAG dataset. Best scores are in bold.

Our evaluation comprises three major experiments:
1) a generation effectiveness study examining how
EventRAG handles narrative-rich documents; 2)
an inference capability assessment focusing on
temporal and multi-event reasoning; and 3) an ab-
lation analysis investigating the contribution of
key components. In all experiments, we compare
EventRAG against three baselines: NaiveRAG,
GraphRAG (Edge et al., 2024), and LightRAG (Guo
et al., 2024).

Implementation Details. In our experiments, we
utilize the milvus vector database for vector data
management and access. For all LLM-based op-
erations, we default to using gpt-4o-2024-08-06
(OpenAI, 2024). To ensure consistency, the chunk
size is set to 1200 across all datasets. Addition-
ally, the gleaning parameter is fixed at 1 for both
GraphRAG and LightRAG. More details can be found
in Appendix A.2.

3.1 Generation Effectiveness
Setup. To evaluate the effectiveness of our event-
centric approach, we utilize three datasets from
the UltraDomain (Qian et al., 2024)—agriculture,
cooking, and history—along with a real-world lab-
oratory scenario dataset, bioprotocol (ODonoghue
et al.). These datasets contain multi-document in-
puts that require both event understanding and tem-
poral awareness for coherent text generation. Fol-
lowing the evaluation methodology of GraphRAG
(Edge et al., 2024), we employ six metrics reflecting

both content coverage and coherence:
i) Comprehensiveness: Measures the complete-

ness of the generated text in covering salient events
and entities. ii) Diversity: Assesses lexical and
structural variety, ensuring the generation is not
repetitive. iii) Empowerment: Evaluates how ef-
fectively the system illuminates event details that
assist the user in understanding or acting upon the
information. iv) Logic: Gauges the logical flow of
the narrative and consistency of event relationships.
v) Directness: Rates the clarity and succinctness
of the generated content. vi) Overall Winner: A
holistic comparison that indicates the preferred sys-
tem in pairwise evaluations. More details about
evaluation can be found in Appendix A.3.

Results and Analysis. Figure 2 summarizes the
results. EventRAG outperforms all baselines
across most metrics, with particular improvements
in Comprehensiveness and Logic. These results
highlight the effectiveness of the EKG in capturing
and relating events across documents. The high
performance in Logic validates our temporal-aware
inference’s ability to maintain coherent event rela-
tionships. Furthermore, EventRAG consistently
provides richer event descriptions and more inspir-
ing content, demonstrating the advantages of our
event-centric approach to text generation.

3.2 Inference Capability
Setup. In the second experiment, we focus on
multi-hop reasoning and complex inference tasks
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Dataset Method Comprehensiveness Diversity Empowerment Logic Directness Overall Winner

Agriculture

1. EventRAG 95.2 57.6 54.4 94.4 27.2 88.0
NaiveRAG 4.8 42.4 45.6 5.6 72.8 12.0

2. w/o EK 84.8 48.8 54.4 92.8 26.4 86.4
NaiveRAG 15.2 51.2 45.6 7.2 73.6 13.6

3. w/o MB 72.0 60.8 47.2 84.0 62.4 82.4
NaiveRAG 28.0 39.2 52.8 16.0 37.6 17.6

Bioprotocol

1. EventRAG 96.8 65.6 70.4 97.6 16.8 92.0
NaiveRAG 3.2 34.4 29.6 2.4 83.2 8.0

2. w/o EK 74.4 44.8 54.4 92.0 20.0 78.4
NaiveRAG 25.6 55.2 45.6 8.0 80.0 21.6

3. w/o MB 91.2 54.4 60.8 63.2 44.8 80.0
NaiveRAG 8.8 45.6 39.2 36.8 55.2 20.0

Cooking

1. EventRAG 59.2 60.0 72.0 68.8 9.6 64.8
NaiveRAG 40.8 40.0 28.0 31.2 90.4 35.2

2. w/o EK 52.0 45.6 66.4 77.6 46.4 63.2
NaiveRAG 48.0 54.4 33.6 22.4 53.6 36.8

3. w/o MB 53.6 44.0 31.2 59.2 45.6 50.4
NaiveRAG 46.4 56.0 68.8 40.8 54.4 49.6

History

1. EventRAG 87.2 68.0 43.2 84.8 9.6 77.6
NaiveRAG 12.8 32.0 56.8 15.2 90.4 22.4

2. w/o EK 84.0 24.0 52.8 80.0 10.4 69.6
NaiveRAG 16.0 76.0 47.2 20.0 89.6 30.4

3. w/o MB 85.6 64.0 79.2 78.4 65.6 72.8
NaiveRAG 14.4 36.0 20.8 21.6 34.4 27.2

Table 2: Ablation study results (Win rate in couple). EK=Expand Knowledge, MB=Multi-event Reasoning.

using the MultiHopRAG dataset (Tang and Yang,
2024). This dataset contains queries requiring
different types of reasoning:

i) Inference Query: Demands logical deduc-
tion spanning multiple events. ii) Comparison
Query: Entails comparing event attributes. iii)
Null Query: Tests the system’s ability to correctly
identify when no conclusive answer is available.
iv) Temporal Query: Evaluates understanding of
temporal relations among events.

To measure performance, we adopt the Answer
Relevancy, Answer Correctness, and Semantic
Similarity metrics as defined in RAGAS (Es et al.,
2024). These metrics jointly capture how precise,
contextually fitting, and semantically aligned the
system’s answers are relative to ground truth.

Results and Analysis. As shown in Table 1,
EventRAG delivers superior results for all query
types. Specifically, Answer Correctness improves
by an absolute average margin of 14% over the
strongest baseline (LightRAG), illustrating the effec-
tiveness of incorporating explicit event structures
during retrieval and reasoning. On Comparison
Queries and Temporal Queries, the multi-event rea-
soning mechanism in EventRAG leverages logical
chains and cross-event links from the EKG, signifi-
cantly boosting the Answer Relevancy and Answer
Correctness metric. For Null Queries, EventRAG
demonstrates fewer incorrect or overconfident an-
swers, attributed to its reflection and self-correction
steps that enable it to detect insufficient or contra-

dictory evidence in the EKG.

3.3 Ablation Analysis
Setup. An ablation study was conducted to ana-
lyze the impact of two key components: Expand
Knowledge and Multi-event Reasoning.

We remove each component from EventRAG
individually and compare the resulting variants
against NaiveRAG on the same generation task as
in Experiment 1. We report the same six metrics to
maintain consistency.

Results and Analysis. Table 2 presents the results
of the ablation study. Removing Expand Knowledge
leads to a substantial drop in Comprehensiveness
and Diversity, as this component plays a critical role
in capturing additional event details and connecting
isolated entities. Disabling Multi-event Reasoning
diminishes both Logic and Overall Winner scores,
indicating that multi-event inference is essential
for understanding complex logical relationships
between events and constructing logically consistent
responses. However, even in ablated settings, these
variants still outperform NaiveRAG on most metrics,
demonstrating the inherent advantages of event-
centric representation in narrative-rich scenarios.

3.4 Case Study
To demonstrate the effectiveness of EventRAG, we
present a specific case example from history dataset
in Figure 3, which includes responses to the same
question from both GraphRAG and our framework.
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How did public opinions evolve through multiple waves of evacuation during the war?

EventRAG: Initial Responses to Evacuation When the first wave began on
1 September 1939, there was strong government and public coordination...
1.5 million people, mostly children and vulnerable individuals, relocated...
Subsequent Waves and Issues Later waves faced more difficulties...
Initial enthusiasm declined, lowering participation rates... Media and
Public Perception Media, including The Times, influenced opinions
by highlighting challenges and successes... Adaptation and Learning
from Experiences Authorities introduced better billeting and hostels...
publications reassured the public... Conclusion Public sentiment evolved
from early support to disillusionment, then resilience and appreciation...

GraphRAG: Introduction WWII evacuations saw shifting
public opinions as the government executed mass reloca-
tions... Government and Institutional Efforts The Ministry
of Health coordinated evacuation, shaping public trust...
Personal and Emotional Impacts Accounts from Joyce
Fry, Roy Simon, Walter Hurst showed fear, adaptation, and
resilience... Community and Support Systems Groups like
WVS provided welfare and morale support... Conclusion
Public perception evolved with improved systems... Fear and
criticism gave way to resilience and appreciation...

LLM Evaluation: ... Overall Winner: Answer 1 (EventRAG), Explanation: Overall, Answer 1 is the winner due to its thoroughness in
covering various facets of the topic, the diversity of perspectives included, and the logical, detailed narrative that provides a deep
understanding of the evacuation processes during World War II. While Answer 2 is commendably direct and concise, it lacks the depth
and detail that make Answer 1 more informative and enlightening.

Figure 3: Case study: comparison between EventRAG and the baseline method GraphRAG.

As is shown in Figure 3, EventRAG demonstrates
notable advantages over GraphRAG in analyzing
the evolution of public opinions during wartime
evacuation waves. The comparative analysis reveals
that EventRAG excels in several key aspects: 1)
more structured temporal organization with clear
chronological progression, 2) superior contextual
depth supported by specific dates and statistics, 3)
more nuanced capture of opinion dynamics from
initial enthusiasm to eventual resilience, and 4)
stronger integration of primary sources. These
findings highlight EventRAG’s effectiveness in ana-
lyzing complex historical phenomena where public
sentiment evolves over time, particularly through
its ability to maintain narrative coherence while
incorporating detailed evidence.

4 Related Work

Advances in Retrieval-Augmented Generation.
Recent developments in retrieval-augmented gener-
ation have seen significant advancements in reason-
ing capabilities and knowledge integration. While
previous works, such as SelfRAG (Asai et al., 2023)
and Auto-RAG (Yu et al., 2024), have made strides
in enhancing reasoning through automatic data syn-
thesis, and Search-o1 (Li et al., 2025) has demon-
strated the potential of integrating retrieval into
inference processes, these approaches primarily
operate on flat text representations. DeepRAG’s
(Guan et al., 2025) introduction of the Markov
decision process with self-consistency represents
another notable advancement in the field. However,
these systems generally lack the ability to capture
and reason about complex event structures and their
interconnections, limiting their effectiveness in sce-
narios requiring temporal and logical understanding.
In contrast, EventRAG’s event-centric approach

explicitly models these crucial relationships, en-
abling more nuanced and accurate generation across
complex, multi-document scenarios.

Information Extraction for RAG Current In-
formation Extraction (IE) approaches often rely
on specialized models and annotated datasets for
specific extraction tasks (Zhang et al., 2019), which
makes them less suitable for RAG scenarios where
flexibility and generalization across diverse data
sources are required. CollabKG (Wei et al., 2024)
unifies multiple IE subtasks—named entity recog-
nition, relation extraction, and event extraction—to
support both KG and EKG. Their approach intro-
duces human-machine collaboration mechanisms
with LLMs serving as assistants, reducing costs
while improving performance. Similarly, OneKE
(Luo et al., 2024) offers a dockerized schema-guided
system employing LLM agents for knowledge ex-
traction across diverse domains. For temporal
relation extraction specifically, Wang et al. (Wang
et al., 2023) address faithfulness challenges through
counterfactual analysis to mitigate training biases
and improve uncertainty estimation. While these ap-
proaches demonstrate the evolving capabilities of IE
systems, recent research (Zhu et al., 2024) indicates
that advanced LLMs can now perform extraction
tasks effectively without fine-tuning. EventRAG
builds upon this insight by leveraging pre-trained
LLMs for EKG construction without task-specific
training, prioritizing generality and deployment
flexibility over specialized extraction architectures.

Graph-Based Language Models. The applica-
tion of graph-based representations in language
models has emerged as a promising direction for
capturing structured information (Chen, 2024). Pre-
vious work has explored various integration strate-
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gies, including using Graph Neural Networks as
prefix processors for graph data (Tang et al., 2024),
employing language models to enhance node em-
beddings (Xie et al., 2023; Liu et al., 2023), and
developing fusion techniques for seamless LLM-
graph interaction (Li et al., 2023; Brannon et al.,
2023). While these approaches demonstrate the
value of structured representations, they typically
focus on static relationship modeling rather than
dynamic event understanding. EventRAG bridges
this gap by introducing a specialized Event Knowl-
edge Graph that not only captures traditional entity
relationships but also incorporates temporal dynam-
ics and logical chains.

5 Conclusions

In this paper, we presented EventRAG, a novel
event-centric framework for Retrieval-Augmented
Generation that explicitly organizes textual informa-
tion into a structured Event Knowledge Graph and
employs an agent-based iterative retrieval strategy
for enhanced multi-event reasoning. EventRAG
incorporates temporal-aware capabilities to cap-
ture chronological relationships and dependencies
across events, enabling more coherent and context-
rich generation. Through its innovative approach to
event modeling and multi-step inference, the frame-
work reduces hallucinations and improves logical
consistency in generated content. Experimental
results demonstrate EventRAG’s superior perfor-
mance, particularly in tasks requiring temporal
sensitivity and complex reasoning.

Limitations

A primary limitation of EventRAG lies in its com-
putational efficiency during the knowledge graph
construction phase. The framework heavily relies
on multiple LLM calls for event extraction, rela-
tionship identification, and knowledge expansion.
For each document, the system requires separate
LLM inferences to extract entities, determine event
relationships, fuse entities, and expand knowledge
with contextual information. This multi-step ex-
traction process, while comprehensive in captur-
ing event-centric knowledge, results in consider-
able computational overhead and slower processing
times, especially when handling large document
collections. The frequent LLM invocations during
graph construction may pose challenges for real-
time applications or scenarios where computational
resources are limited.

Ethical Considerations
While EventRAG demonstrates promising capabil-
ities in event-centric reasoning, we must acknowl-
edge potential risks in its real-world applications.
The system’s ability to construct comprehensive
event timelines and infer relationships between
events could lead to premature or oversimplified
conclusions when applied to ongoing real-world sit-
uations, such as developing news stories or evolving
social movements. There is a risk that users might
overly rely on the system’s temporal reasoning to
predict future events or make critical decisions,
without considering the full complexity of real-
world dynamics and human factors. To address
these concerns, we recommend that EventRAG be
used as a supplementary tool rather than a primary
decision-making system, particularly in sensitive
contexts.
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A Appendix
In this section, we elaborate on the methodolo-
gies and experimental settings employed in the
EventRAG framework. We provide comprehensive
details about our implementation, covering entity
extraction, relationship identification, and the in-
tegration of large language models (LLMs) in our
pipeline.

A.1 Experimental Data Details

Statistics Total Documents Total Tokens

Agriculture 12 2,242,790
Bioprotocol 100 61,251
Cooking 14 2,371,289
History 26 5,572,313
MultiHop 138 418,674

Table 3: Statistical information of the datasets.

A.1.1 Dataset Characteristics
Our evaluation encompasses five diverse datasets
spanning different domains and complexity levels.
As shown in Table 3, these datasets vary signifi-
cantly in both document count and token volume.
The History dataset, despite having only 26 docu-
ments, contains the highest token count (5,572,313),
indicating longer, more detailed documents. In con-
trast, the Bioprotocol dataset has 100 documents
but relatively fewer tokens (61,251), suggesting
more concise, procedure-focused content.

inference_query

33.0%

comparison_query

35.0%

null_query
9.0%

temporal_query

23.0%

Figure 4: Question type distribution in MultiHop-RAG
dataset.

A.1.2 MultiHop-RAG Dataset Analysis
The MultiHop-RAG dataset presents a unique eval-
uation opportunity due to its diverse question types

Given the following description of a
dataset:

{total_description}
Please identify 5 potential users who

would engage withthis dataset. For
each user, list 5 tasks they
wouldperform with this dataset.Then,
for each (user, task) combination,
generate 5questions that require a
high-level understanding of theentire
dataset.

Output the results in the following
structure:

- User 1: [user description]
- Task 1: [task description]

- Question 1:
- Question 2:
- Question 3:
- Question 4:
- Question 5:

- Task 2: [task description]
...
- Task 5: [task description]

- User 2: [user description]
...
- User 5: [user description]
...

Figure 5: Prompts for generating evaluation questions.

and complex reasoning requirements. As illustrated
in Figure 4, the dataset comprises four distinct ques-
tion categories. To ensure a balanced and computa-
tionally manageable evaluation while maintaining
statistical significance, we selected the first 100
questions from the dataset as our evaluation set.

A.2 Implementation Details
A.2.1 LLM Configuration
For our implementation, we utilized the following
LLM configurations:

• LLM: gpt-4o-2024-08-06 for event extraction,
EKG construction, query generation

• Embedding Model: text-embedding-3-small
for embedding

• Max Tokens: 8192 for embedding

• Temperature: 0.1 for deterministic outputs

• Top-p: 0.95

A.3 Generation Effectiveness Evaluation
A.3.1 Prompts for Query Generation

In the Generation Effectiveness experiment, we
leveraged LLM to generate 125 questions for each
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dataset, guided by the prompt illustrated in Figure
5. This approach is inspired by LightRAG, which
aids in identifying user roles and their specific
goals for engaging with the dataset. It outlines five
distinct users, details five key tasks each user would
perform, and generates five high-level evaluation
questions for each (user, task) pair.

A.3.2 Prompts for LLM Evaluation
The evaluation prompt is illustrated in Figure 6. It
introduces a comprehensive evaluation framework
for comparing two answers to the same question.
Its purpose is to guide the LLM through the process
of selecting the better answer for each criterion,
followed by an overall assessment.

A.4 Inference Capability Evaluation Metrics
The Answer Relevancy metric measures how rele-
vant the generated answer is to the input question.
It is computed by generating N artificial questions
based on the response and calculating the cosine
similarity between the embeddings of these ques-
tions and the original input. The final score is the
average of these cosine similarity values:

Relevancy =
1

N

N∑

i=1

cosine similarity(Egi , Eo) (4)

where Egi is the embedding of the ith generated
question, Eo is the embedding of the user input,
and N is the number of generated questions.

Answer Correctness combines factual correct-
ness and semantic similarity. Factual correctness
is assessed using the F1 score based on True Posi-
tives (TP), False Positives (FP), and False Negatives
(FN):

F1 Score =
|TP|

|TP|+ 0.5× (|FP|+ |FN|) (5)

Semantic similarity between the answer and ground
truth is calculated using cosine similarity. The final
score is a weighted average of factual correctness
and semantic similarity.

The Semantic Similarity metric evaluates the
semantic alignment between the generated answer
and the ground truth. It is computed by embedding
both the answer and the ground truth, and then cal-
culating the cosine similarity between their vector
representations:

cosine similarity(A,B) =
A ·B

∥A∥∥B∥ (6)

where A and B are the embeddings of the answer
and the ground truth, respectively. A higher score
indicates better semantic alignment.

---Role---
You are an expert tasked with evaluating

two answers to the same question
based on three criteria: **
Comprehensiveness**, **Diversity**,
**Empowerment**, **Directness** and
**Logic**.

You will evaluate two answers to the same
question based on five criteria: **
Comprehensiveness**, **Diversity**,
**Empowerment**, **Directness** and
**Logic**.

- **Comprehensiveness**: How much detail
does the answer provide to cover all
aspects and details of the question?

- **Diversity**: How varied and rich is
the answer in providing different
perspectives and insights on the
question?

- **Empowerment**: How well does the
answer help the reader understand and
make informed judgments about the
topic?

- **Directness**: How specifically and
clearly does the answer address the
question?

- **Logic**: How logical and coherent is
the answer in its structure and
reasoning?

For each criterion, choose the better
answer (either Answer 1 or Answer 2)
and explain why. Then, select an
overall winner based on these 5
categories.

Here is the question:
{query}
Here are the two answers:
**Answer 1:**
{answer1}
**Answer 2:**
{answer2}
Evaluate both answers using the five

criteria listed above and provide
detailed explanations for each
criterion.

Output your evaluation in the following
JSON format:

{ { "Comprehensiveness": { "Winner": "[
Answer 1 or Answer 2]", "Explanation
": "[Provide explanation here]" }, "
Empowerment": { "Winner": "[Answer 1
or Answer 2]", "Explanation": "[
Provide explanation here]" }, "
Overall Winner": { "Winner": "[Answer
1 or Answer 2]", "Explanation": "[
Summarize why this answer is the
overall winner based on the five
criteria]" } } }

Figure 6: Prompts for generation effectiveness evalua-
tion.
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