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Abstract

We introduce MISP-Meeting, a new real-world,
multimodal dataset that covers subject-oriented
long-form content. MISP-Meeting integrates
information from speech, vision, and text
modalities to facilitate automatic meeting tran-
scription and summarization (AMTS). Chal-
lenging conditions in human meetings, includ-
ing far-field speech recognition, audio-visual
understanding, and long-term summarization,
have been carefully evaluated. We benchmark
state-of-the-art automatic speech recognition
(ASR) and large language models (LLMs) on
this dataset, enhanced with multimodal cues.
Experiments demonstrate that incorporating
multimodal cues, such as lip movements and
visual focus of attention, significantly enhances
transcription accuracy, reducing the character
error rate (CER) from 36.60% to 20.27% via
guided source separation (GSS), fine-tuning,
and audio-visual fusion. Furthermore, our sum-
marization analysis reveals a direct correlation
between ASR quality and summary coherence,
underscoring the importance of robust multi-
modal modeling. Our dataset and codebase
have been released as open source.'

1 Introduction

Meetings dominate professional and academic
spheres as a cornerstone of information exchange,
with millions held globally daily, consuming sub-
stantial time and organizational resources (Mroz
et al., 2018). (Rogelberg et al., 2007) reported
U.S. employees and managers dedicate 6 and 23
weekly hours to meetings, respectively. After the
COVID-19 pandemic, the widespread adoption of
videoconferencing has led to more prolonged and
more frequent meetings (Kost, 2020), resulting in
increased fatigue and less time to digest the infor-
mation exchanged (Fauville et al., 2021). In this
context, there is a growing demand for automatic
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Figure 1: A schematic overview of multimodal cues in
the meeting and the automatic meeting transcription and
summarization systems.

meeting transcription and summarization (AMTS)
systems (Gu et al., 2021, 2022, 2023), as shown in
Figure 1, capable of recognizing spoken content,
extracting key information, and producing concise
summaries (Song et al., 2021; Elciyar, 2021).

Recent research has categorized AMTS into two
sequenceful sub-tasks: automatic meeting tran-
scription (AMT) (Yoshioka et al., 2019; Von Neu-
mann et al., 2024) and automatic meeting summa-
rization (AMS) (Tan et al., 2023). AMT is dedi-
cated to capturing "who said what and when" from
lengthy and unstructured audio recordings of meet-
ings (Raj et al., 2021). Then, AMS summarizes key
insights in the transcribed text into well-structured
and concise sentences (See et al., 2017; Lewis et al.,
2020). Over the past two decades, the rapid de-
velopment of deep neural networks (DNNs) (Liu
et al., 2018; Zhang et al., 2020; Sklyar et al., 2022;
Kanda et al., 2022) and the availability of large-
scale datasets (Yu et al., 2022; Fu et al., 2021) have
significantly improved the performance of AMT
and AMS systems. However, these state-of-the-
art (SOTA) audio-only technologies still encounter
challenges in real-world scenarios. For example,
the best recognition performances in the AliMeet-
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ing dataset (Ye et al., 2022) achieved a character
error rate (CER) of approximately 20%. The gen-
erated meeting transcription is filled with noisy
contexts, hindering the effective capture of relevant
details for summarization (Rennard et al., 2023).

In addition to audio, various multimodal cues are
present in meetings. Figure 1 illustrates examples
such as eye gaze, lip movements, facial expres-
sions, presentation materials, and physical activ-
ities, all of which play a crucial role in effective
communication and understanding. The McGurk
effect (McGurk and MacDonald, 1976) suggests
a strong influence of visual cues on human audi-
tory perception. Follow-up studies (Rosenblum,
2008; Massaro and Simpson, 2014) have shown
that visual cues, such as lip movements, can aid
speech perception, particularly in noisy environ-
ments. Recent studies (Chen et al., 2024; Dai et al.,
2024; Hong et al., 2023) have also demonstrated
that incorporating the visual modality can substan-
tially improve recognition accuracy. Furthermore,
the participant’s head orientation and eye gaze pro-
vide the visual focus of attention (Li et al., 2019),
which helps identify salient utterances. Specific vi-
sual motion activities can enhance the detection of
summary-worthy events (Erol et al., 2003). Further
support can be found in (Xie and Liu, 2010; Nihei
et al., 2016, 2018; Nihei and Nakano, 2019). These
insights provide a strong foundation for exploring
multimodal meeting transcription and summariza-
tion (MMTYS) (Renals et al., 2008).

In this paper, we present the multimodal
information-based speech processing in meetings
(MISP-Meeting) dataset to advance MMTS re-
search. Specifically, MISP-Meeting records and
annotates 163 real Mandarin meetings, yielding
125.15 hours of multimodal data and labels: (1)
Raw audio-visual recordings, including near-
field mono speech for each speaker, far-field 8-
channel audio, and 360-degree panoramic video,
and (2) Manual annotations, including profes-
sionally generated sentence-level text transcrip-
tions and two types of summaries (brief and de-
tailed versions). Notably, the panoramic camera not
only captures each participant’s facial expressions
and body movements but also records the entire
panorama of the meeting room, from which vari-
ous multimodal cues can be extracted. Furthermore,
we benchmark SOTA automatic speech recogni-
tion (ASR) and large language models (LLMs)
on MISP-Meeting and explore improvements with
multimodal cues, such as lip movements. Exper-

iments show that while the best ASR and LLM
models still have significant room for improvement,
multimodal cues significantly enhance transcrip-
tion accuracy and summary coherence. In sum-
mary, our contributions are as follows:

1. A real-world dataset with multimodal
cues towards meeting scenarios, namely MISP-
Meeting. To our best knowledge, MISP-Meeting
is the first Mandarin multimodal meeting cor-
pus and comprises the largest collection of audio-
visual-text data pairs related to meetings.

2. Benchmarking and improving SOTA mod-
els. We conduct extensive experiments on MISP-
Meeting using SOTA ASR and LLMs, enhanced
with multimodal cues, demonstrating the challeng-
ing nature and the potential for improvement.

3. Significant appeal and broad applications.
Over 60 applications have sought access to MISP-
Meeting for various research purposes, including
not only MMTS but also audio-visual speaker di-
arization and speech enhancement, lipreading, ob-
ject detection and tracking in panoramic video, etc.

2 Related Work

Producing meeting corpora and their associated
summaries requires significant resources and raises
privacy concerns, resulting in a scarcity of datasets
for MMTS. The AMI dataset (Renals et al., 2008)
includes 137 meetings with 100 hours of audio-
visual recordings, text transcriptions, and partial
summary labels, but it focuses mainly on indus-
trial product design and was recorded in just three
rooms. Similarly, the ICSI meeting corpus (Janin
et al., 2003) consists of 75 academic meetings of
research discussions at ICSI in Berkeley, totaling
72 hours of audio recordings and text labels, but
lacks video recordings and is confined to 1 meet-
ing room. Additionally, several text-only meeting
datasets have also been developed, including the
ELITR minuting dataset (Nedoluzhko et al., 2022),
which features an impressive 179 project meetings,
with 120 in English and 59 in Czech. The AMC
dataset (Zhang et al., 2023) consists of 654 Man-
darin meetings spanning various topics. Further-
more, the QMSum dataset (Zhong et al., 2021)
has enhanced the AMI and ICSI meetings by re-
annotating query-based summarization labels and
incorporating 36 parliament committee meetings.
However, all these datasets share a critical limita-
tion: the absence of audio-visual recordings, which
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Dataset Lang. Meetings 1?)?1{/[1;::. It,‘;’gslf;n Avg. Turns  Avg. Spks.
ELITR (Czech) ces 59 8534 373 1205 7.6
ELITR (English) eng 120 7066 236 727 5.9
ICSI eng 99 8567.7 488.5 819 6.3
AMI eng 137 5570.4 296 535.6 4
AMC cmn 654 10772.5 250 376.3 2.5
MISP-Meeting cmn 163 12680.65 272/1102 445.43 5.55

Table 1: Comparison of Statistics among the ELITR, ICSI, AMI, AMC, and MISP-Meeting datasets. Avg. Len. of
Meet. and Avg. Len. of Sum. represent the average character/word count of transcripts and summaries per meeting,
respectively. Avg. Turns, and Avg. Spks. denote the average dialogue turns and speakers per meeting, respectively.
Lang. refers to the dataset language. ces, eng, and cmn represent Czech, English, and Mandarin, respectively.

restricts the exploration of multimodal cues.

Table 1 presents a comparison of statistical infor-
mation across various datasets and MISP-Meeting,
highlighting crucial factors such as the languages ,
meeting count, the average character/word counts
of transcripts and summaries, average dialogue
turns, and average speakers per meeting. The stand-
out features of MISP-Meeting is its exceptionally
long meeting transcripts, which are nearly 20%
longer than those of the second-longest dataset,
AMC. This impressive length can be attributed to
more participants and longer meeting durations,
both of which contribute significantly to the com-
plexity and richness of information captured in
the long-form meetings. Accordingly, we have
introduced a new detailed summarization track
alongside the traditional brief summarization track,
which requires in-depth summaries that highlight
overarching insights and delve into intricate local
details within the meeting recordings. Addition-
ally, MISP-Meeting continuously performs above
average across various statistical metrics.

Most publicly available meeting corpora are lim-
ited in scope and often lack summary annotations.
Take the CHIL dataset (Mostefa et al., 2007) for
example, and it includes just 20 English meetings
with 80 speakers, totaling 72 hours of recorded
content. Furthermore, some audio-only datasets
like AliMeeting (Yu et al., 2022) and Aishell-4 (Fu
et al., 2021) feature 500 and 60 Mandarin meetings
respectively. Additionally, the simulated audio-
only dataset LibriCSS (Chen et al., 2020) attempts
to capture meeting dynamics by replaying utter-
ances from the LibriSpeech (Panayotov et al., 2015)
dataset through multiple high-fidelity loudspeakers
in a meeting room. However, the dialogues pro-
duced in this setup lack the necessary continuity
that characterizes genuine conversations.

Dataset  Mod. Lang. Dur. (h) Room Spks.
AliMeeting A cmn 118.75 13 500
Aishell-4 A cmn 120 10 60
LibriCSS A eng 10 1 \
ICSI A eng 72 1 53
AMI AV  eng 100 3 189
CHIL AV  eng 20 ) 80
MISP-

AV cmn 12515 23 274

Meeting

Table 2: Comparison of statistical information among
the AliMeeting, Aishell-4, LibriCSS, ICSI, AMI, CHIL,
and MISP-Meeting datasets. Mod., Dur., Room and
Spks. represent the modality, duration, meeting room
count, and speaker count, respectively. A and AV denote
audio-only and audio-visual, respectively.

Table 2 compares statistical information across
these datasets and MISP-Meeting, with a focus
on modality, language, duration, meeting room di-
versity, and speaker count. The MISP-Meeting
dataset exhibits significant advantages across vari-
ous dimensions. As the first Mandarin multimodal
meeting corpus, it also features the largest collec-
tion of audio-visual recordings of natural meet-
ings. The 125.15 hours of duration surpasses
the second-largest AMI dataset by nearly 25%.
Even among audio-only datasets, MISP-Meeting
exceeds Aishell-4 by an additional 5 hours, firmly
establishing itself as the largest meeting corpus
available. Another striking aspect is the environ-
ment diversity, encompassing 23 distinct meeting
rooms. This figure vastly outshines other audio-
visual and audio-only datasets, such as AliMeet-
ing (13 rooms), Aishell-4 (10 rooms) and CHIL (5
rooms). These meeting rooms provide a wide range
of acoustic and visual environments, significantly
enhancing the generalizability of models trained on
the dataset. MISP-Meeting also stands out with 274
speakers, the highest among multimodal datasets
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Figure 2: A schematic overview of the misp-meeting
data collection and processing, including (a) the record-
ing scenario and devices, (b) the captured audio-video
data, (c) the manual transcription and alignment, and
(d) the two-pass summarization.

and 45% more than AMI features 189 speakers.
These unique advantages position MISP-Meeting
as an invaluable resource in the MMTS field.

3 MISP-Meeting Dataset

3.1 Recording Scenarios and Devices

As depicted in Figure 2 (a), 4-8 meeting attendees
sit around an 8-microphone array and a panoramic
camera, both placed adjacent to each other on the
table in a standard meeting room, engaging in a
natural conversation. Additionally, Each partici-
pant wore a headset microphone synchronized with
a Zoom F8N recorder to share a common clock.
This novel recording setup yields a wealth of audio-
visual data, as illustrated in Figure 2 (b), including
near-field mono speech for each speaker, far-field 8-
channel speech, and 360-degree panoramic video.
Significantly, the far-field 8-channel spech not only
records each participant’s spoken contributions

but also captures the rich tapestry of background
sounds, such as clicking, keyboard typing, door
opening and closing, and fan sounds. In contrast,
the near-field mono speech effectively reduces
interference from unwanted sources while main-
taining a remarkable signal-to-noise ratio (SNR)
greater than 15 dB. The panoramic camera captures
the entire meeting room, including each partici-
pant’s facial expressions, body movements, and the
visual focus of attention, providing a rich source of
multimodal cues for analysis. More details about
devices can be found in Appendix A.1.1

Moreover, meticulous attention is given to the
metadata of the meeting rooms and attendees, in-
cluding area, age, occupation, and field of study,
which are carefully documented to support future
research after anonymization. The topics of the
meetings are thoughtfully selected based on the
attendees’ professional backgrounds and areas of
expertise, creating a dynamic array of topics, in-
cluding medical treatment, education, business, and
industrial production. This deliberate strategy en-
hanced attendee engagement, resulting in a rich
and valuable archive of meeting records.

3.2 Manual Annotations

As depicted in Figure 2 (c) and (d), the manual
annotation pipeline includes three parts:

1. Professional Transcription: Skilled tran-
scribers perform manual transcriptions via auditive
and waveform analysis based on near-field speech,
marking the start and end points of each sentence
and the corresponding spoken content. Dual-stage
verification enforces < 100ms temporal precision
and > 99% character accuracy.

2. Audio-Visual Synchronization: The micro-
phone, camera, and recorder clocks are synchro-
nized through manual calibration using cup-strike
reference events. Audio-visual reference times-
tamps (impact waveform peaks and frame-level
contact moments) undergo dual validation, enforc-
ing < 100ms temporal alignment.

3. Two-pass Summarization: Structured tran-
scripts (time-speaker-content tuples) are processed
through ChatGPT-o01 (OpenAl, 2023) for 2 ver-
sions of summaries (brief and detailed), followed
by expert editorial refinement. Tripartite consen-
sus validation ensures logical coherence and infor-
mation completeness across all summaries. See
Appendix A.1.2 for more details.
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Set Train Dev Eval Total
Sessions 151 6 6 163
Dur. (h) 118.80 3.24 3.11 125.15
Room 15 4 4 23
Speaker 233 25 28 286

- Male 115 13 14 142

- Female 118 12 14 144

Avg. Dur. (min) 47.21 32.39 31.05 46.07

Avg. Len. (k) 13.09 7.56 7.62 12.68
Avg. Turns 463.33 118.83 321.67 445.43
Avg. Spks. 5.57 5.00 550 5.55

Table 3: The overall statistics the MISP-Meeting
Dataset. Avg. Dur., Avg. Len., Avg. Turns and Avg.
Spks. represent the average session duration, character
count, turns and speakers per session, respectively.

3.3 Statistical Information

The overall statistics of MISP-Meeting are detailed
in Table 3. Specifically, MISP-Meeting consists
of 163 meetings, divided into 151 for training, 6
for validation, and 6 for evaluation. The training
set features extensive and diverse discussions span-
ning various topics with durations ranging from
8 to 100 minutes, totaling an impressive 125.12
hours of audio-visual data. In contrast, the vali-
dation and evaluation sessions are designed to be
more focused. Each session is centered around a
specific topic and lasts between 20 and 30 minutes,
contributing 3.24 hours and 3.11 hours of data, re-
spectively. The average durations per session are
47.21, 32.39, and 31.05 minutes in the training,
validation, and evaluation sets, respectively. The
distribution histogram of durations is visualized
in Figure 3 (a), revealing diversity patterns in the
temporal structure of the MISP-Meeting dataset.
Specifically, most meetings are between 30 and 40
minutes, though a few meetings last over 70 min-
utes. This finding highlights that MISP-Meeting
preserves the temporal diversity of real meetings.

As for the speakers, the entire dataset comprises
286 speakers, with 233 allocated for training, 25 for
validation, and 28 for evaluation, ensuring no over-
lap. The gender distribution is also well-balanced,
with the proportion of male and female speakers
being 1 : 1.03, 1 : 0.92 and 1 : 1 in the training,
validation and evaluation sets, respectively. Each
meeting session includes 4-8 speakers, with an av-
erage of 5.57, 5.00 and 5.50 speakers per session in
the training, validation and evaluation sets, respec-
tively. The duration of meetings and the number
of participants jointly determine the number of dia-
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Figure 3: Distribution of session durations and character
counts in the MISP-Meeting dataset: (a) the histogram
of durations and (b) the histogram of character counts.

logue turns and the character count. The average
number of dialogue turns per session is 463.33,
118.83, and 321.67 in the training, validation, and
evaluation sets, respectively. Correspondingly, the
average character count per session is 13.09, 7.56,
and 7.62 thousand characters in these sets. Fig-
ure 3 (b) presents a histogram of character counts,
illustrating that most meetings contain between 10
and 15 thousand characters, with a few sessions
exceeding 34 thousand characters. These distri-
butions highlights that MISP-Meeting captures a
wide range of meeting complexities, providing a
diverse and realistic environment for training and
evaluation.

MISP-Meeting includes 23 meeting rooms, di-
vided into 15 rooms for training, 4 for validation,
and 4 for evaluation, covering a range of room sizes
from small to large. This environmental diversity is
crucial for developing models that generalize effec-
tively to real-world scenarios. More details about
the meeting rooms can be found in Appendix A.1.3.

4 Models and Experiments

4.1 Baseline Model

As illustrated in Figure 4, the baseline model is
built on a sequential two-component framework: a
recognition module followed by a summarization
module. This process mirrors the annotation proce-
dure presented in Figure. 2 (c) and (d). Initially, the
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Figure 4: Illustration of the baseline model for MISP-
Meeting. The model features two key components: the
recognition and summarization modules. We use Whis-
per models as the foundation for the recognition module,
exploring improvements such as GSS, fine-tuning, and
AVSR. The summarization module evaluates multiple
SOTA LLMs and investigates how recognition perfor-
mance influences final summaries.

long-duration mixed speech is segmented based on
the oracle speaker diarization label. Then, each seg-
ment is transcribed using the recognition module.
Finally, the transcribed meeting record is passed
to the summarization module, where the LLM is
guided by the same prompts employed during an-
notation to produce brief and detailed summaries.

Regarding the recognition module, we first
employ Whisper-v2-Large and Whisper-v3-Large
models (Radford et al., 2023) to directly recog-
nize far-field speech. Specifically, we extract a
single channel from the far-field 8-channel speech
to compute an 80-channel log-magnitude Mel spec-
trogram using 25-millisecond windows with a 10-
millisecond stride. Followed by feature normaliza-
tion, the input spectrogram is globally rescaled to
lie between —1 and 1 with approximately 0 mean.
The Transformer-based encoder processes this nor-
malized representation and the sinusoidal position
embedding via pre-activation residual blocks. The
decoder, which has the same Transformer blocks as
the encoder, uses learned position embeddings and
tied input-output token representations to generate
recognized characters autoregressively. Further, we
proactively seek to enhance the recognition module
through three key strategies:

1. Multi-Channel Speech Enhancement:
Guided source separation (GSS) (Raj et al., 2023)
is adopted to replace the single-channel extraction,

performing dereverberation and source separation
on the far-field 8-channel speech to mitigate the
mismatch between training and testing caused by
complex acoustic environments.

2. Fine-Tuning: We fine-tune the Whisper-v3-
Large model with the enhanced speech of the MISP-
Meeting training set by freezing the encoder and
re-initializing an attention-based decoder. Addi-
tionally, a language model is trained on the training
transcriptions and employed in decoding with a
weight of 0.2. Appendix A.2.1 shows the specific
model structure and training details.

3. Audio-Visual Speech Recognition: We also
extend the fine-tuned audio-only model with a
Transformer-based visual encoder and a cross-
modal attention-based audio-visual fusion module,
similar to those in (Dai et al., 2024), to leverage the
robust nature of the visual modality against com-
plex acoustic environments and more effectively
extract the target audio components. More details
can be found in Appendix A.2.1.

As for the summarization module, we eval-
uate the performance of various open-source
LLMs, including Qwen 2.5 Max (Qwen, 2024),
DeepSeek R1 (DeepSeek-Al, 2025), Moonshot
vl (Al 2023), Gemini 2.0 Flash (DeepMind, 2024),
Llama 3.1 (Meta, 2023), and Llama 3.2 (Meta,
2024). We adopt the same prompts used during an-
notation (details can be found in Appendix A.1.2)
to guide these models in generating both brief and
detailed meeting summaries.

4.2 Evaluation Metrics

For recognition performance, CER serves as metric
and is calculated as follows:
CER = Yo T Na N )
Ne¢
where N. is the total number of reference charac-
ters, and Ny, Ng and N; denote the number of sub-
stitution, deletion and insertion errors, respectively.
Lower CER values indicate better performance.
Regarding summarization performance, we uti-
lize F-scores of the ROUGE-1, ROUGE-2, and
ROUGE-L (denoted as R-1, R-2, and R-L) as
metrics. ROUGE measures the quality of gener-
ated summaries by comparing them against human-
generated references, all R-1, R-2, and R-L scores
range from O to 1, and higher values indicate better
performance. We employs the rouge_score pack-
age from the NLTK library to compute ROUGE
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scores. Additionally, we remove extra spaces and
duplicate punctuation before calculating ROUGE.

4.3 Analysis of Recognition Performance

We begin with evaluating the performance of two
SOTA ASR models, namely Whisper-v2-Large and
Whisper-v3-Large, on the MISP-Meeting evalu-
ation set. Figure 5 compares the average CER
between two models using near-field mono and
far-field 8-channel speech. The far-field result is
derived from the channel with the lowest CER
among the 8 channels. Remarkably, both models
encounter substantial performance declines when
transcribing far-field speech compared to near-
field speech. Specifically, Whisper-v2-Large and
Whisper-v3-Large suffer increases in CER of 22.44
and 26.44, respectively. These findings underscore
the formidable challenges inherent in transcribing
real-world meetings, where adverse acoustic con-
ditions create significant obstacles, such as far-
field channel attenuation, pervasive background
noise, and reverberation. Additionally, the com-
plexities of multi-speaker interactions often lead to
extensive speech overlap, further complicating tran-
scription efforts. Importantly, Whisper-v3-Large
demonstrates a clear superiority over its predeces-
sor, achieving impressive reductions in CER of
20.27 for near-field mono speech and 23.17 for far-
field 8-channel speech. Accordingly, Whisper-v3-
Large has been adopted as the default recognition
model in our subsequent experiments.

Next, we systematically investigate the impact
of three enhanced strategies on far-field 8-channel
speech recognition performance: GSS, fine-tuning,
and AVSR. Table 4 presents the average CERs
for Whisper-v3-Large models incorporating these
strategies on the MISP-Meeting evaluation set.

Our findings reveal substantial error reduction
through progressive strategy integration, where

Model Strategy CER (%)

GSS FT AV Sub. Del. Ins. Tot.
Whisper X X x 20.40 19.75 21.09 61.24
Large v x x 13.50 11.63 11.48 36.60

V3 v v x 15.04 6.18 1.95 23.17
v v v 13.63 4.63 2.01 20.27

Table 4: Comparison of average CER for Whisper-v3-
Large models employing various improvement strate-
gies on the far-field 8-channel speech of the MISP-
Meeting evaluation set. FT and AV: Fine-tuning and
Audio-visual. Sub., Del., Ins. and Tot.: Substitution,
Deletion, Insertion and Total errors.

GSS achieves a CER of 36.60, demonstrating a
40.64% relative reduction from the baseline. This
improvement is uniformly distributed across sub-
stitution, deletion, and insertion errors, confirming
GSS’s effectiveness in mitigating noise, reverbera-
tion, and speech overlap through spatial filtering.

Fine-tuning further reduces CER to 23.17%
(13.43% absolute reduction from GSS-only), pri-
marily driven by decreased deletion and insertion
errors. However, we observe an unexpected 1.53
increase in substitution errors, attributable to the
model’s over-adaptation to overlapping speech pat-
terns in meeting scenarios where target/interferer
speakers share similar acoustic characteristics.

AVSR delivers the most significant improvement
(CER = 20.27%, 12.50% absolute reduction from
audio-only fine-tuned), with error reduction con-
centrated in substitution and deletion categories.
This highlights the visual modality’s capability to
resolve acoustic ambiguities by extracting articu-
latory features from lip movements, particularly
effective in far-field overlapping speech scenarios
(see Appendix A.2.2 for visualization examples).

These results establish a clear technological pro-
gression: Spatial processing — Acoustic adap-
tation — Multimodal disambiguation, ultimately
achieving 40.97% total CER reduction from base-
line. The findings underscore the critical impor-
tance of synergistic integration of multi-channel
processing (GSS), domain-adaptive fine-tuning,
and audio-visual fusion for robust automatic recog-
nition in real-world meeting environments.

4.4 Analysis of Summarization Performance

Finally, we evaluate the summarization perfor-
mance of Qwen 2.5 Max, DeepSeek R1, Moon-
shot v1, Gemini 2.0 Flash, Llama 3.1, and Llama
3.2, on the MISP-Meeting. Each model gener-
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Figure 6: Line plots of ROUGE scores as a function of CER levels: (a) R-1, (b) R-2, and (c) R-L. The Gemini 2.0
model generates all brief summaries, while all detailed summaries are generated by the Qwen-Max model. The
models corresponding to the recognition results are presented in Table 4.

LLM Brief (%) Detailed (%)
R-1 R2 R-L R1 R-2 R-L
SK“ 25 341 6588 16.8 42.9 10.2 17.8

DeepSeek R1 34.6 7.02 20.7 40.2 7.47 16.6
Moonshot vl 35.1 7.79 19.5 36.1 6.96 16.4

Gemini 2.0 165 112 22.7 38.6 8.33 16.4
Flash

Llama3.l  23.4 3.05 12.3 30.5 3.57 11.9
Llama32  22.2 2.73 12.2 20.1 2.50 10.9

Table 5: Comparison of average ROUGE scores among
Qwen 2.5 Max, DeepSeek R1, Moonshot v1, Gemini 2.0
Flash, Llama 3.1, and Llama 3.2 on the MISP-Meeting
evaluation set. All models generate both brief and de-
tailed summaries based on the AVSR recognition results
and identical annotation prompts.

ates brief and detailed summaries from AVSR out-
puts using standardized prompts (same as those
in the annotation, details in Appendix A.1.2). As
shown in Table 5, Gemini 2.0 Flash achieves supe-
rior performance for brief summaries (R-1=40.2,
R-2=11.2, R-L=22.7), while Qwen 2.5 Max ex-
cels in detailed summaries (R-1=42.9, R-2=10.2,
R-L=17.8). Conversely, Llama 3.2 underperforms
across both tasks.

Manual analysis reveals distinct error summary
patterns when encountering the same recognition
errors. Specifically, Gemini 2.0 Flash exhibits
conservative summarization, omitting key points,
while Llama 3.2 generates hallucinated content un-
related to the source material. Appendix A.1.2 illus-
trate an example of high-scoring and low-scoring
brief summaries from Gemini 2.0 Flash and Llama
3.2, respectively. However, all models significantly
trail human performance, a gap strongly correlated
with recognition error rates.

Figure 6 reveals inverse correlations between
CER levels and ROUGE metrics (R-1/R-2/R-L).

The non-linear degradation of summary quality
with rising CER confirms the forward-looking error
propagation pattern in cascaded systems. Two pri-
mary pathways can break this error cascade: error
suppression, which involves optimizing the recog-
nition module to minimize CER at the source, and
error tolerance, which focuses on enhancing the
robustness of LLMs.

5 Conclusion

This paper advances MMTS through three princi-
pal contributions. First, we introduce the MISP-
Meeting dataset, the first large-scale Mandarin
multimodal meeting dataset encompassing 163
real-world meetings covering various topics, 23
meeting rooms, 274 speakers with meta infor-
mation, sentence-level manual transcription, and
two types of summary labels. It not only fully
captures multimodal cues using panoramic cam-
eras but also authentically replicates critical chal-
lenges such as far-field channel attenuation, rever-
beration, background noise, and persistent speech
overlaps. Second, our benchmark framework in-
tegrates GSS, fine-tuning, and cross-modal at-
tention fusion, achieving a 67% CER reduction
(from 61.24 to 20.27) against Whisper-v3-Large
baselines. Quantitative analysis reveals strong
recognition-summary interdependence, where this
CER reduction directly correlates with 8.6% and
15% ROUGE-L gains in brief and detailed summa-
rization. Third, the exposed performance gaps ex-
pose a critical issue: current SOTA models achieve
merely about 40 for ROUGE-1, 10 for ROUGE-
2, and 20 for ROUGE-L scores for both brief and
detailed summaries. These figures fall drastically
short of human performance, underscoring funda-
mental limitations in existing MMTS architectures
for long-context multimodal reasoning.
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Limitation

This paper has some limitations, both in terms of
data and algorithms:

Data Limitations: MISP-Meting currently in-
cludes only Mandarin, limiting non-native re-
searchers from conducting in-depth analyses. To
address this, we are implementing two key initia-
tives: (1) We will provide English translations for
transcriptions and summary labels, enhancing ac-
cessibility for a broader audience. (2) We will in-
clude some English meetings with Chinese partici-
pants with an English proficiency certificate (like
TEM-8). These updates will increase the dataset’s
multilingual diversity and improve its relevance for
international research.

Algorithmic Limitations: We have not utilized
the MISP-Meeting dataset to fine-tune LLMs or
develop an end-to-end summarization model. Our
future work will explore these two important areas.

Ethical and Societal Considerations

The MISP-Meeting dataset was developed closely
with ISO/IEC 27001 (Information Security) and
27701 (Privacy Information Management) certi-
fied data partners specializing in multimodal data
collection and anonymization. The development
partners implement enterprise-grade security and
privacy safeguards encompassing encrypted data
transmission, standardized de-identification pro-
cesses, and granular access governance frameworks
that satisfy international data protection regulations.
All participant consent agreements integrate dy-
namic revocation mechanisms, allowing retrospec-
tive withdrawal until the final dataset publication.

MISP-Meeting is licensed under CC BY-NC-
ND 4.0, which allows academic purpose usages
and freely available upon authorization. By open-
sourcing MISP-Meeting, we are committed to en-
hancing transparency and fostering collaboration
in the research community. To strike an effective
balance between accessibility and accountability,
we have implemented a robust data usage agree-
ment prohibiting commercial exploitation without
our express permission. Furthermore, users must
acknowledge and reflect on potential biases, in-
cluding linguistic and cultural nuances in meeting
dynamics.

Long meeting analysis technologies enabled by
MISP-Meeting can revolutionize workplace pro-
ductivity, enhance information communication,

and improve accessibility with features such as
real-time summaries for those with hearing impair-
ments. However, it’s crucial to be aware of the
risks of over-reliance on automated systems that
may misinterpret nuanced discussions. To address
this, we advocate for human oversight in critical sit-
uations and encourage researchers to be transparent
about their models’ limitations. Our collaboration
with domain experts during dataset curation en-
sures diverse representation across various meeting
types and speaker demographics, actively reducing
systemic biases.

The long-term stewardship of MISP-Meeting
will be robustly managed by our dedicated aca-
demic team and trusted data partners. We are com-
mitted to a long-term governance model incorporat-
ing community feedback and ensuring continuous
enhancement and relevance. A specialized com-
mittee will rigorously address any ethical concerns
users raise and proactively update anonymization
protocols to maintain the highest data privacy and
integrity standards.
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A Appendix

A.1 Data Construction

A.1.1 Recording Devices

The microphone array is integrated into the iFLY-
TEK Smart Office Book X3, configured in a rect-
angular topology with dimensions of 197mm in
length and 134mm in width. This array comprises
8 omnidirectional microphones symmetrically dis-
tributed along the two width edges. Each micro-
phone captures audio at a sampling rate of 16kHz
and a resolution of 32bits. An Insta360 Panoramic
Sports Camera X3 is positioned upright adjacent
to the microphone array. This rectangular camera
measures 46mm in width and 114mm in length,
with two fisheye lenses at the top of the front and
back surfaces and 2 omnidirectional microphones
on the sides. The setup is mounted on a stand, po-
sitioned 30-40cm above the table surface. The out-
puts include MP4 files with 360-degree panoramic
video at 3840 x 1920 pixels and 30fps, accompa-
nied by 2-channel audio recorded at 48kHz and 16-
bit. The headset microphone collected near-field
speech at 44.1kHz and 16-bit resolution.

A.1.2 Summarization Details

The prompt starts with an identity assumptions
statement that directs the model to take on the role
of a senior secretary, ensuring a professional tone
throughout. Then, the prompt outlines a specific
format for the meeting transcript, where each line
includes start and end timestamps, a speaker iden-
tifier, and the corresponding dialogue. Lastly, we
establish clear requirements for the length and style
of the summary. Recognizing the varying lengths
of meetings in MISP-Meeting, we implement two
summary formats: brief and detailed. The brief
summary will skillfully distill key information into
a concise format of 200-300 characters, with co-
herent logic and succinct wording. The detailed
summary will then build on this foundation, of-
fering a richer narrative with additional insights,
capturing between 800-1200 characters of substan-
tive content.

Experts refinement of ChatGPT-o1 outputs ad-
dresses three dimensions:

Size Tiny Small Middle Large Total
Area (in m?) 0-18 18-36 36-60 60-150 0150

Train 5 5 3 2 15
Dev 1 1 1 1 4
Eval 1 1 1 1 4

Table 6: Distribution of meeting rooms in the MISP-
Meeting dataset.

Model Strategy Param MACs
GSS FT AV (M) (G/30s)

Whisper X X x 1541.57 1272.87
Large v X x 1541.57 1272.87
3 v v x  670.02 988.28
v oo v v 71696 1249.88

Table 7: Comparison of parameters and multiply-
accumulate operations (MACs) for Whisper-v3-Large
models employing various improvement strategies. The
corresponding CER results are reported in Table 4. FT
and AV: Fine-tuning and Audio-visual.

1. Completeness and Unity: Ensuring all es-
sential information from the original content is in-
cluded and consistent across both the brief and
detailed summary versions.

2. Level of Detail and Length Constraints:
Striking a balance between sufficient granularity
and adherence to the required word count for each
summary.

3. Clarity and Conciseness: Improving readabil-
ity by refining sentence structures and removing
redundant information.

A.1.3 Distribution of Meeting

All meeting rooms are categorized based on size,
as shown in Table 6. The dataset covers a range of
room sizes, from tiny spaces of 0-18 m? to large
spaces of 60-150 m?. The distribution of meeting
rooms is balanced across the training, validation,
and evaluation sets, ensuring training and evalua-
tion across various room sizes and acoustic envi-
ronments.

A.2 Experiments Details

A.2.1 Recognition Models and Training
Details

We fine-tune the Whisper-v3-Large model on the
MISP-Meeting training set by freezing the en-
coder and re-initializing an attention-based decoder
with 6 Transformer layers (Nhead = 8, dmodel =

15490


https://doi.org/10.18653/v1/2021.naacl-main.472
https://doi.org/10.18653/v1/2021.naacl-main.472

Gemini 2.0 Flash

Manual Brief Summary

Llama 3.2

$&%ui§ﬁ&7$%ﬁﬁﬁﬁ%%%%ﬁ%i,

Eﬁ&&%kﬁimEﬁ mmwzﬁm&m$ K| |shhehe (R
RFAFEME. MELERIES.

%ﬁﬂﬁﬁﬁFcﬁmﬁﬁ

©
BJE, RE—BUAATESFHEEGHATRA,
SCEBRAAE, IR RER A E WA AT I .

$&%&E%$ﬁkﬁﬁﬁ%%ﬂﬁﬁﬁe

®
5&BHEHINT BRKE, FBRATFXMELEN ®
EHiR. RAS) 5REREE ORAT | |RRAERE T A 3200 4 50 /88 b 52 oy i B2 i [a) 52 5
Bl HERSE BIERD HERS RO

@ ®
S5&ARW®THRT R BB, SRR | AW T WREAET S, SEER R ER @
B, SRR T PR, WERHER G B el ARG RIS, RRBIJEBOIENER | 54, RBAWRT MR KERIIE, BEE®
BRI . SRMENTRE. it BT | RERANEHE O WEB RS EE RS, b F||[EANRERMRE . MBS T X T 53 REIOH
ARAEFCOH DX RMER U RNTELEEKS Xﬁ&@u&ﬁF@ﬁ‘éfkﬁﬁ%Emm%,@ KPR, B 50 4 5 i DUL RIS 2R A 3K 1
S BB AR 1 S I

©
ET#MWE%%%EENE%E,%*ﬁEV®
SEXNERA MM AT R R B, FERSEHE| (A, RRMNGERTUATEFRIBARRRR
Hilt— S A 5RO BITH.

0]
BEWERRET REB KRR . F65 R E3)
E. APGRBUEEER,

=, FRATHISENERFGR PR ERE. B
MESEM, FRAERULEIRENET. ©

0] i, AEAERS. Hifs O EETRA
REANBAERRAGRPHEN SRR EE.

R-L=23.93

R-L=12.64

Figure 7: An example illustrating high-scoring and low-scoring brief summaries from Gemini 2.0 Flash and Llama
3.2, respectively. The numbers within each circle represent the key points identified in the manual summary. Blue
and red highlights denote alignment and discrepancies with the manual summary, respectively.

512, dg, = 2048). During fine-tuning, we lever-
age a joint CTC loss with a weight of A = 0.3
and the Adam optimizer configured with g1 =
0.9, B2 = 0.999. The learning rate init with 6.0 x
10~* and linearly warms up for the first 6000 steps,
followed by a decline proportionally corresponding
to the step number’s inverse square root. Adopted
data augmentation strategies include speed pertur-
bation, SpecAug, and continuous-segment splicing.

The AVSR model is expanded upon our previ-
ously established audio-only model by introducing
a visual branch consisting of a ResNet-18 with a
3D-CNN head followed by 3 Transformer layers.
For audio-visual fusion, we employ an attention-
based cross-modal fusion method. Each fusion
layer incorporates a cross-attention block within
the Transformer layer of the audio branch, utilizing
the embedding generated by the visual branch as
queries, while the audio embeddings provide the
keys and values.

The parameter counts and multiply-accumulate
operations (MACs) of the recognition models are
summarised in Table 7. The GSS front-end in-
curs no additional learnable parameters or computa-
tional overhead. During fine-tuning, a lightweight
decoder is adopted, reducing the overall parameter
count and MACs by 56.54% and 22.36%, respec-
tively, relative to the baseline model. Introducing
a visual encoder in the AVSR model increases pa-
rameters and MACs by 7.01% and 26.47% when
compared with the audio-only model. Neverthe-
less, both metrics remain lower than those of the
baseline model by 54.14% parameters and 1.81%
MAC:s.

We conducted three independent training runs
with distinct random seeds to ensure statistical re-

liability. The best-performing checkpoint on the
development set from each run was retained for
evaluation. The final metrics represent the mean
performance of these three optimal checkpoints.
All experiments were performed on an NVIDIA
A100 GPU cluster (4 x 80GB), requiring approxi-
mately 72 hours per training instance.

A.2.2 Examples

Figure 7 contrasts error-handling strategies in the
summarization of the noisy meeting transcript
through representative examples from Gemini 2.0
Flash (high-scoring) and Llama 3.2 (low-scoring).
The visualization reveals two distinct error prop-
agation patterns: Gemini 2.0 Flash selectively
excludes ambiguous content when encountering
recognition errors, prioritizing precision over re-
call, while Llama 3.2 compensates for information
gaps through unsupported extrapolation, introduc-
ing hallucinations.

Figure 8 illustrates an far-filed overlapping ex-
ample selected from the evaluation set randomly
and the comparison between audio-only and audio-
visual recognition results. The target speech over-
laps with the interfering speech. Consequently, the
target recognition result of the audio-only model
incorporates two interference characters. However,
the audio-visual recognition model effectively sup-
presses these artifacts by filtering inconsistent inter-
ference segments with lip movements. Otherwise,
lip movements also mitigate acoustic attenuation
in far-field conditions by reinforcing place/manner
of articulation cues.
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Figure 8: An example demonstrating how visual modality aids in extracting and filling the target speaker’s
components in far-field overlapped speech. The far-field speech has been enhanced using GSS, and the recognition
results correspond to the fine-tuned audio-only and audio-visual results shown in Table 4.

15492



