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Abstract

Instruction tuning in low-resource languages
remains underexplored due to limited text data,
particularly in government and cultural do-
mains. To address this, we introduce and
open-source a large-scale (10,600 samples)
instruction-following (IFT) dataset,' covering
key institutional and cultural knowledge rel-
evant to Kazakhstan. Our dataset enhances
LLMs’ understanding of procedural, legal,
and structural governance topics. We employ
LLM-assisted data generation, comparing open-
weight and closed-weight models for dataset
construction, and select GPT-40 as the back-
bone. Each entity of our dataset undergoes
full manual verification to ensure high quality.
We also show that fine-tuning Qwen, Falcon,
and Gemma on our dataset leads to consistent
performance improvements in both multiple-
choice and generative tasks, demonstrating the
potential of LL.M-assisted instruction tuning
for low-resource languages.

1 Introduction

Instruction tuning enhances large language models
(LLMs) by fine-tuning them on structured prompts,
improving their ability to follow human instruc-
tions across various tasks such as question an-
swering and summarization (Ouyang et al., 2022).
While extensive instruction-tuning datasets exist
for English, such as FLAN (Longpre et al., 2023),
P3 (Sanh et al., 2021), and Dolly (Conover et al.,
2023), efforts in low-resource languages remain
limited. This gap is particularly evident in domain-
specific applications where multilingual LLMs of-
ten provide generic or inaccurate responses due to
a lack of localized training data (Li et al., 2023).
A key challenge in adapting LLMs to underrep-
resented languages is the scarcity of high-quality
instruction data (Li et al., 2023). Multilingual
* These authors contributed equally.

"https://huggingface.co/datasets/nurkhan51/
kazakh-ift

models may process low-resource languages at
a technical level (OpenAl, 2024), but their prac-
tical effectiveness is often constrained by an in-
complete understanding of region-specific socio-
political structures and cultural contexts. For exam-
ple, when asked about administrative procedures
like obtaining a passport in a particular country,
models tend to default to well-documented cases
rather than providing precise, localized informa-
tion. Similarly, cultural narratives—such as folk-
lore, literature, and traditions—are often missing
from instruction datasets (Conover et al., 2023),
limiting the models’ ability to generate contextu-
ally appropriate responses. While prior work relied
on translation (Sengupta et al., 2023) or template-
based techniques (Cahyawijaya et al., 2024) to
build instruction-tuning datasets, it does not fully
reflect the actual local context, as direct transla-
tions often fail to capture the nuances of regional
governance, customs, and linguistic variations.

Building instruction datasets from scratch is
costly, making large-scale manual data collection
impractical for many low-resource languages. To
address this, we adopt an LLM-assisted dataset
generation approach (Liu et al., 2022; Cahyawijaya
et al., 2023; Zhang et al., 2024), followed by full
human validation. Specifically, we use a single-
prompt method where LLMs process high-quality
unlabeled text from public government and cultural
sources to extract both factual information and cor-
responding instructions. These domains are highly
relevant for real-world applications, but remain un-
derexplored for instruction-tuning, particularly in
the context of government data.

To demonstrate the effectiveness of this ap-
proach, we introduce an instruction-tuning dataset
for Kazakh that integrates both institutional®
(GovSet) and cultural (CultSet) domains. We
choose Kazakh as our case study because it re-

2Qur study incorporates administrative, procedural, legal,
structural, and other government-related types of information.
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<kaz>

= <eng>:

She

/ <instr>: Erep Gana weTenae Tyca, an ara-aHachikbik Gipi
I werenai 6onica, OHAA KAHAAV! KKAT KakeT?
<resp>: Erep Gana wetenae Tyca, an ata-aHacsiHbiK Gipi
werTenziK 6onca, oHaa KP a3amarbiHbiK Nacnopbik
pacimeyre OHbIH HOTAPANAL Kerticivi KOCHIMU KaXeT

<instr>: If a child is born abroad and one of the parents is
a foreign citizen, what document is required?

<resp>: If a child is born abroad and one of the parents is

<kaz>: \
<instr>: Erep 6ana wetenge Tyca, an ara-aHacsiibiH Gipi weTengik
Gorica, GanaI NACNOpTLI peciMaeyre KaHaalt KyXaT Kaxer?
<resp>: Erep Gana werenge Tyca, an ata-aHaceiHbik Gipi wetenaik
Gonca, oHpa KasaKcTan PecnyBnvkace! asamaTsiHbI Nacnoprsis
PeciMayre OHbIK HOTAPUANAB KENICIN KOCLIMLUA KaXeT.

|:|' > <eng>
<inst>: If a child is born abroad and one of the parents is a foreign
citizen, what document is required to issue the child's passport?

<resp>: If a child is born abroad and one of the parents is a foreign

S=

KazWiki Collected
text

<eng>:

'
'
I
i
'
'
I
i
'
'
I
i <resp>: Tiindik is a felt covering placed over
'

l

light and ventilation for smoke to escape.

I
'
'
'
I
I
'
'
I
I
'
| a foreign citizen, then a notarized consent from that parent
I
I
'
'
I
I
'
'
I
i
'

Govk Collected is additionally required to issue a passport of the Republic: citizen, what document is required to issue the child's passport?
ov.kz text of Kazakhstan.
@ Generated instruction-response for GovSet :.‘ Validated instruction for GovSet
I <kaz>
| GPT-40 <instrs: Kviia yiie TYHAIK AETeHiMia He eKeriH TYCHAIpIHia. Manual skazi
' generation Validation <instr>: Kasak xankbiHbIH K13 YRAIHAETT TYHAIKTIH He exeHin

<resp>: Tywalk — Kii3 YA WaHHIPaFbIHA XaBbi-naTLH ki3,
: on epi Kapsik Gepeni, opi TYTik whiryra MymKikik Gepeni

<instr>: Explain what "tundik” means in a Kazakh yurt

the shanyrak (the top part of a yurt), which provides both

TYCiHgipiti3.
<resp>: Tywaik — KasaKTbiH GaCTAHACH! K3 YiiAiH WakHbIpaFbiHa
KaBLINATHH Kui3. ON 8P LUKE XapbIK STKI3e, Bpi TYTIH WbiFybiHa

|:> MymKiHAik Gepeni.
<eng>:
<inst>: Explain what "tundik” means in the Kazakh yurt

<resp>: The "tundik" i the felt cover placed on the top of the Kazakh
yurt. It serves as insulation and allows smoke to escape.
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Generated instruction-response for CultSet

Validated instruction for CultSet

Figure 1: Overview of the end-to-end process for constructing GovSet and CultSet datasets. English translations are

for illustration purposes.

mains underrepresented in NLP (Joshi et al., 2020),
despite having approximately 20 million speakers.
Prior research on Kazakh NLP has primarily fo-
cused on classic tasks such as named entity recog-
nition (Yeshpanov et al., 2022) and sentiment anal-
ysis (Yeshpanov and Varol, 2024), leaving more ad-
vanced applications like instruction tuning, largely
unexplored.

Our contributions are as follows:

* We create an open-source, high-quality, man-
ually verified large scale (10K samples) IFT
dataset, which covers both cultural, and insti-
tutional knowledge, relevant to Kazakhstan.

* We contribute new domain knowledge on es-
sential institutional topics, including procedu-
ral, legal, structural, and other key aspects of
public governance, enhancing LLMs’ under-
standing of these critical areas.

* We compare the efficacy of open-weight and
closed-weight LLMs in LLM-assisted dataset
construction for low-resource languages and
underrepresented cultures.

* We demonstrate that fine-tuning on our dataset
results in consistent improvements in both
multiple-choice and generative tasks. These
results highlight the impact of incorporat-
ing localized knowledge into instruction tun-
ing and demonstrate the potential of LLM-
assisted approaches for expanding instruction
datasets in other low-resource languages.

2 Related Work

2.1 Instruction-Tuning Datasets in English

There are three main strategies for creating En-
glish instruction-tuning datasets: human-curated
datasets, templatized NLP tasks, and synthetic data
generation using LLMs.

Human-curated datasets, such as Open Assis-
tant (Kopf et al., 2023) and Dolly (Conover et al.,
2023), rely heavily on human annotation. While
this approach ensures high-quality data, it is ex-
pensive and difficult to scale across multiple lan-
guages. To reduce costs, datasets like the Public
Pool of Prompts (P3) (Sanh et al., 2021), SuperNat-
ural Instructions (Wang et al., 2022), and FLAN
(Longpre et al., 2023) reformat existing NLP tasks
into instruction-based formats. However, these
datasets primarily focus on specific NLU tasks
rather than general-purpose instruction following,
limiting their applicability.

Prior work on instruction dataset creation has
largely relied on generating data from existing lan-
guage models without incorporating external real-
world knowledge. Self-Instruct (Wang et al., 2023)
expands an initial set of human-written instruc-
tions by iteratively generating new tasks using the
model’s own outputs, while Honovich et al. (2023)
create instruction-tuning datasets by conditioning
on a few example instructions. These methods rely
solely on sampling data from language models or
predefined topics, rather than grounding them in
external knowledge, making them less suitable for
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capturing domain-specific or culturally relevant un-
derstanding. Unlike these approaches, our work
focuses on Kazakh, a low-resource language, and
constructs an instruction dataset by leveraging ex-
ternal, factual sources such as governmental and
cultural texts, ensuring alignment with real-world
contexts.

2.2 Instruction Tuning Datasets for Medium-
to Low-Resource Languages

While human-curated datasets are often expensive
and require native speakers, prior work has ex-
plored automatic dataset generation using machine
translation for low- to medium-resource languages.
Sengupta et al. (2023) applied this approach to de-
velop JAIS, an Arabic-centric language model, by
translating various English instruction datasets into
Arabic. Similarly, Li et al. (2023) translated Al-
paca (Taori et al., 2023) into 52 languages. More
recently, Alyafeai et al. (2024) introduced an Ara-
bic instruction dataset by translating Alpaca into
Arabic and then performing manual edits and local-
ization to ensure relevance to the Arabic context.
Although this method is scalable, the quality of
translation remains inconsistent for low-resource
languages, as noted by Li et al. (2023). Addition-
ally, machine-translated datasets often introduce
Anglocentric biases, limiting their ability to cap-
ture culturally diverse perspectives.

Several frameworks have been proposed to
improve instruction tuning for low-resource lan-
guages. MURI (Koksal et al., 2024) generates mul-
tilingual instruction datasets using reverse instruc-
tion generation and translation, but none of its data
have been validated by native speakers. Li et al.
(2024) improve upon translation-based methods
by prompting LLMs in English while requiring re-
sponses in low-resource languages (e.g., Urdu), al-
lowing models to leverage their internal knowledge
of the target language’s local context. However, our
approach differs by grounding responses in factual
information from reliable sources, such as govern-
ment data, rather than relying solely on the model’s
internal knowledge. Additionally, our dataset un-
dergoes full human validation to ensure accuracy
and relevance. Meanwhile, Cahyawijaya et al.
(2023) focused on the linguistic aspects of instruc-
tion tuning by denoising low-resource language
text and prompting models to reconstruct complete
sentences. While this enhances fluency, it differs
from our approach, which prioritizes grounding

instructions in externally verified, domain-specific
knowledge rather than refining linguistic quality
alone.

2.3 Existing datasets in Kazakh

While there has been significant progress in devel-
oping Kazakh datasets, the majority of high-quality
Kazakh datasets are related to speech (Mussakho-
jayeva et al., 2024, 2022, 2021). In terms of textual
data, existing resources primarily focus on question
answering and reading comprehension rather than
instruction tuning. For instance, KazQAD (Yesh-
panov et al., 2024) is a Kazakh open-domain ques-
tion answering (ODQA) dataset that can be used
in both reading comprehension and full ODQA
settings, as well as for information retrieval experi-
ments. Similarly, Belebele (Bandarkar et al., 2024)
is another dataset that, while useful for multilingual
machine reading comprehension, is not explicitly
designed for instruction tuning. Belebele covers
122 languages, including Kazakh, and comprises
900 multiple-choice questions associated with 488
distinct passages from the Flores-200 dataset.

Despite progress in Kazakh NLP resources, no
existing instruction-tuning dataset incorporates cul-
tural or domain-specific knowledge, focuses on
real-world applications, and undergoes full human
validation. This limits the ability of LLMs to pro-
cess Kazakh-language instructions effectively in
practical and locally relevant contexts, which we
aim to address in this work.

3 Background

Kazakh Cultural Heritage. Kazakhstan has a rich
cultural heritage that reflects a blend of nomadic
traditions, Soviet influences, and modern develop-
ments. The country’s nomadic heritage is evident
in many aspects of daily life, from its architecture,
with yurts (traditional felt tents) still used in rural
areas, to its customs of communal gatherings and
feasts, such as the celebration of the Turkic New
Year, Nauryz.

Kazakhstan’s Soviet past has also left a lasting
imprint on its culture. Many cities still bear the ar-
chitectural marks of Soviet planning, while the era
also shaped the country’s education and scientific
institutions, fostering a strong tradition in mathe-
matics and engineering—most notably reflected in
the Baikonur Cosmodrome, the world’s first and
largest space launch facility.

Alongside all of this, modern developments have
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transformed Kazakhstan. The capital, Astana, is
a prime example of this shift, with its futuristic
skyline and ambitious urban projects. Investments
in technology, renewable energy, and digital infras-
tructure have propelled Kazakhstan onto the global
stage, while cultural revitalization efforts have fos-
tered a renewed interest in the Kazakh language,
music, and art.

At its core, Kazakhstan’s culture is shaped by
beliefs and values, social practices, language, artis-
tic expression, and material culture. Understanding
these components is crucial for ensuring accurate
and meaningful representation.

Kazakhstan’s Institutional Structure and Public
Governance. Kazakhstan is a presidential repub-
lic that has prioritized modernization since its inde-
pendence in 1991, particularly in governance and
legal systems. The 1995 Constitution established
the legal foundation, defining citizens’ rights and
the structure of government. A major step in this
modernization has been the digitalization of pub-
lic services. Kazakhstan ranks among the top 25
countries in the UN E-Government Development
Index (EGDI) (Nations, n.d.), with the eGov plat-
form serving as a centralized portal for services
like business registration, tax payments, and social
benefits.

These efforts reflect a broader national context
shaped by Kazakhstan’s cultural heritage, nomadic
traditions, and growing digital infrastructure. Plat-
forms like eGov highlight the integration of tech-
nology into daily governance. As the country con-
tinues to modernize, it is essential that language
models accurately represent these unique character-
istics to support cultural understanding and global
relevance.

4 Data

4.1 Document Source

GovSet We manually collected 1,376 texts from
the official Kazakhstan e-Government portal
(gov.kz?), the primary and most comprehensive
platform for all public services, governmental pro-
cesses, and administrative resources in the coun-
try. As the central hub for Kazakhstan’s digital
governance, gov . kz consolidates a wide range of
essential information into a single system, cover-
ing diverse aspects of public administration, legal
frameworks, citizen services, and governmental

3https://www.gov.kz

initiatives. By incorporating these texts, we en-
sure that the dataset captures essential institutional
aspects of life in Kazakhstan, including its gov-
ernmental structure and public services. This en-
richment enhances instruction-tuning applications,
making them more linguistically appropriate and
contextually informed.

CultSet We automatically collected 4,400 texts
from Kazakh Wikipedia,* specifically focusing on
pages related to Kazakh culture. These pages were
identified based on metadata that explicitly indi-
cated their relevance to Kazakh cultural topics. The
parsed texts include various aspects of Kazakh tra-
ditions, heritage, arts, and historical practices, pro-
viding a rich source of culturally relevant content.
This ensures that the dataset reflects the depth and
diversity of Kazakh culture, making it suitable for
instruction-tuning tasks that require a culturally
grounded perspective.

4.2 LLM-assisted Data Generation

We benchmark one open-weight LLM: LLaMA
3.1-70B (Touvron et al., 2023), and three closed-
weight LLMs: GPT-40 (OpenAl, 2024), Gemini-
1.5 (DeepMind, 2024), and Claude-3.5-Sonnet (An-
thropic, 2024), to assess their effectiveness in assist-
ing dataset creation. These models were selected
based on their strong performance in multilingual
benchmarks. However, their capability in generat-
ing instruction datasets specific to Kazakh govern-
ment and cultural data remains uncertain.

We design a prompt (see Appendix A.3) that
instructs LL.Ms to first extract factual information
from a given Kazakh document and then gener-
ate an instruction dataset based on the extracted
content. Table 2 provides detailed statistics on the
source documents and the resulting instruction fine-
tuning (IFT) dataset using GPT-40. Specifically, we
use 4,400 Kazakh cultural Wikipedia documents
and 1,376 Kazakh government data sources, gen-
erating a total of 10,600 IFT instances. Of these,
58% belong to the government public data category
(GovSet), while the remaining samples are derived
from Wikipedia (CultSet). Examples of generated
IFT data can be found in Table 15 and Table 17.

Human Evaluation Across LLMs For each
LLM, we sampled 100 generated IFT instances,
drawn from 25 randomly selected GovSet and 25
CultSet documents. Additionally, we randomly

*kk.wikipedia.org
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sampled 100 instances from MURI (Koksal et al.,
2024), which also includes Kazakh IFT data, to
provide a comparative quality assessment. Two
native Kazakh speakers were recruited to manually
evaluate the generated data based on the following
criteria:

* Correctness: The factual accuracy and align-
ment with the original text. A high score indi-
cates that the generated pair adheres closely to
the source material without introducing errors
or inaccuracies.

* Fluency: The grammatical and stylistic qual-
ity of the generated text. A higher score re-
flects well-structured, natural, and polished
language.

* Completeness: The degree to which the
instruction-response pair is clear, contextu-
ally grounded, and free from ambiguity. High
scores indicate that the pair is fully self-
contained, with enough context to make it
understandable.

All criteria were rated on a Likert scale from 1 to 5,
with 5 representing the highest quality. A detailed
evaluation rubric is provided in Table 8.

Table 1 presents the quality assessment of vari-
ous LL.Ms in generating IFT data for Kazakh. The
inter-annotator agreement, measured using Pear-
son correlation, is high (ranging from 0.68 to 0.70)
across correctness, completeness, and fluency, in-
dicating strong reliability in the evaluation process
(see Appendix K.1 for further details).

Among the evaluated models, GPT-40 achieved
the highest performance across all three criteria. In
contrast, LLaMA-3.1 (70B) lagged significantly,
scoring nearly 0.8—1 point lower in all aspects. No-
tably, MURI’s quality was lower than GPT-40 de-
spite both relying on OpenAl models. This discrep-
ancy is likely due to MURI’s reliance on machine
translation, where Kazakh text is first translated
into English before generating instructions, fol-
lowed by a final back-translation into Kazakh. This
multi-step translation process can introduce errors
due to cumulative translation inaccuracies. Addi-
tionally, MURI is entirely LLM-generated without
human validation, further affecting its quality.

4.3 Manual Post-Editing

Given GPT-40’s strong performance, we use it for
large-scale IFT data generation while ensuring qual-
ity through full human verification. We employ 12
expert annotators, all native Kazakh speakers with

Model Correctness Completeness Fluency
Llama 3.1 (70B) 3.54 3.45 3.07
Claude 3.74 3.48 3.09
Gemini 1.5 3.85 3.64 3.32
GPT-40 4.38 4.29 4.04
"MURL 387 352 341

Table 1: Human evaluation on LLM-generated instruc-
tion datasets.

CultSet  GovSet

Collected text 4,400 1,376

Avg. lengths (#char) of collected text 245 179
" Generated IFT pairs 4400 6,200

Avg. lengths (#char) of instruction 85 76

Avg. length (#) of output 453 215

# of unique tokens 62,449 24,304

Table 2: Statistics of GPT-40 generated IFT dataset.

advanced degrees in World Languages, Literature,
or Political Science from top Kazakhstani universi-
ties. Their extensive experience—having lived in
Kazakhstan for over 25 years—equips them with
the necessary linguistic and cultural expertise.

To maintain consistency, annotators received de-
tailed guidelines outlining task objectives, evalu-
ation criteria, and examples of high-quality IFT
pairs (see Appendix F). They were responsible for
manually reviewing and correcting errors in the
generated data. Before starting the main annotation
process, all candidates completed a pilot task to
assess their understanding of project requirements
and their ability to refine IFT pairs accurately. Only
those who met the evaluation criteria were selected.
Each annotator’s workload was equivalent to five
full working days, and they were compensated
fairly based on Kazakhstan’s monthly minimum
wage. To accommodate flexibility, annotators were
given up to one month to complete the task while
working part-time.

Table 3 summarizes the error types identified
during manual post-editing of GPT-40-generated
data across the two document sources. Annota-
tors found that CultSet had a higher proportion
of "No error" cases (28.32%) compared to GovSet
(19.47%), suggesting variations in data quality.

Structural errors were the most common in both
datasets, accounting for over 28% in CultSet and
33% in GovSet. These errors involve grammati-
cally correct but poorly structured responses, in-
cluding issues with logical flow, organization, and
unnatural phrasing for a Kazakh speaker. Addition-
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% of Questions

Error Type
CultSet  GovSet
No error 28.32%  19.47%

" Wrong language  0.07%  0.14%
Structural 28.45%  33.58%
Grammatical 25.24%  28.73%
Lexical 17.92%  18.08%

Table 3: Distribution of error types in GPT-40-generated
IFT data from CultSet and GovSet, identified during
manual post-editing.

ally, grammatical and lexical errors were frequently
observed, with annotators noting that GPT-40 oc-
casionally replaces Kazakh words with Russian
equivalents, even when the correct Kazakh term
is explicitly provided in the original text. For a
detailed breakdown of annotator observations, see
Appendix H.

4.4 Final Data Overview

As shown in Table 2, the final dataset consists of
4,400 CultSet and 6,200 GovSet IFT instances,
totaling 10,600 high-quality samples. We split the
dataset into 90% training and 10% test, where the
training data is used for full fine-tuning of LLMs,
and the test set is used for generation evaluation in
our experiments.

Since both CultSet and GovSet are topic-based,
we include their respective topics as metadata in
the final IFT dataset (see Table 13 and Table 14 for
topic definitions). Figure 2 illustrates the topic dis-
tribution of the dataset. The most common topics
in CultSet include Kazakh literature, traditions,
and media, while GovSet primarily covers legal
assistance, the healthcare system, real estate laws,
and education in Kazakhstan. Examples of GPT-
4o-generated IFT data can be found in Table 15 and
Table 17.

Table 2 further highlights a notable difference be-
tween the two subsets: the average output length in
CultSet is significantly longer and includes more
unique tokens than GovSet. This difference stems
from the nature of GovSet responses, which are
strictly factual and concise, whereas CultSet re-
sponses tend to be more diverse and expressive.

5 Experiments

We conducted two experiments: multiple-choice
questions (MCQ) and text generation evaluation.
We will detail each evaluation in the following sec-
tions.

Model Selection For both MCQ and generation
evaluations, we use three instruction-tuned models:
Gemma-2-9b-instruct (Gemma) (Team et al., 2024),
Qwen-2.5-7b-instruct (Qwen) (Qwen et al., 2025),
and Falcon-3-10b-instruct (Falcon) (Team, 2024).
While these LL.Ms offer multilingual capabilities,
none were specifically trained for Kazakh, allowing
us to assume that our IFT data is novel to them.

Fine-tuning We performed full fine-tuning on
Gemma-2-9b-instruct (Gemma), Qwen-2.5-7b-
instruct (Qwen), and Falcon-3-10b-instruct (Fal-
con) using the AdamW optimizer with hyperpa-
rameters J; = 0.9, B3 = 0.95, ¢ = le—>5, and a
weight decay of 0.1. We scaled the gradient norms
using a maximum norm clipping value of 1.0. The
learning rate was kept constant throughout the fine-
tuning without any warm-up or decay with a value
of 1e—6 for Gemma and Falcon, and 1le—5 for
Qwen. The batch size used was 16, and we packed
multiple documents until the maximum sequence
length was 8,192 tokens. Cross-document atten-
tion is disabled by modifying attention masks so
the tokens of a document only attend to the tokens
from the same document in a causal way. No ad-
justments were made to the original tokenizer for
each model.

Baseline As a baseline, we include the Kazakh
Alpaca dataset,> which has been translated and
localized into Kazakh. For each model, we conduct
full fine-tuning with (1) our training dataset, (2)
Alpaca, and (3) a combination of Alpaca and our
training dataset.

5.1 Multiple-choice Question Evaluation

Dataset A dedicated open-source Kazakh NLP
community® has collaboratively developed and
crowd-sourced multiple hand-crafted benchmarks
to assess the factual knowledge of LLMs in Kazakh.
We use three multiple-choice question (MCQ)
datasets: (1) Dastur-MC (Sagyndyk et al., 2024b),
which evaluates knowledge of Kazakh traditions,
(2) Kazakh Constitution-MC (Sagyndyk et al.,
2024a), which focuses on Kazakhstan’s legal sys-
tem, and (3) Kazakh Unified National (Sagyndyk
et al., 2024c), which assesses citizen’s rights, legal
protections, and societal knowledge (referred to as
the "Human Rights and Society" dataset).’

Shttps://huggingface.co/datasets/AmanMussa/
kazakh-instruction-v2

®https://huggingface.co/kz-transformers

"Examples of test questions are provided in Appendix L.
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Figure 2: Topic distribution of GPT-4 generated IFT dataset in CultSet and GovSet.

Falcon { 43.6% 21.8% 34.6%
Qwen 63.8% 6.6% 29.6%
Gemma 86.0% 6.8% 1.2%
0 ZID 4‘[) Bb Bb 100

Percentage (%)

Preference

After Fine-Tuning Tie Vanilla

(a) CultSet

Falcon 46.0% 23.0% 31.0%

Qwen - 70.4% 9.0% 20.6%

Gemma - 73.6% 15.6%

10.8%

o Zb 4‘0 6'0 BID
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After Fine-Tuning Tie Vanilla

(b) GovSet

Figure 3: Distribution of preferences for (a) CultSet and (b) GovSet datasets across models. The charts illustrate
the percentage of "Tie’, *Vanilla’, and * After Fine-Tuning’ preferences in each dataset.

Model Vanilla RAG Alpaca Ours Alpaca + Ours
Dastur

Gemma 0498 0.533 0513 0.543 0.566
Qwen 0403 0410 0421 0443 0.465
Falcon 0450 0460 0458 0.464 0.471
Constitution

Gemma 0.600 0.655 0.627 0.640 0.650
Qwen 0.520 0523 0.609 0.670 0.680
Falcon 0.430 0386 0450 0.490 0.520
Human Rights and Society

Gemma 0405 0450 0430 0.465 0.480
Qwen 0300 0325 0330 0.365 0.375
Falcon 0215 0220 0234 0250 0.275

Table 4: Zero-shot accuracies of language models in
different datasets: (1) Dastur, (2) Constitution, and (3)
Human Rights and Society

Each dataset consists of multiple-choice ques-
tions with four answer options, only one of which
is correct. We selected these evaluation bench-
marks because they align with the focus of our

instruction fine-tuning dataset and are not derived
from our document sources (CultSet and GovSet).
These datasets cover culturally significant topics,
legal frameworks, and citizen-government interac-
tions, reflecting real-world applications that our
fine-tuned models aim to support.

Since no documented quality assurance process
was available for the three datasets, we conducted
a manual verification to ensure the accuracy of
the questions. To maintain a fair and valid com-
parison, only the manually verified samples were
used in our evaluation. For the Dastur-MC dataset,
we randomly sampled 300 questions and manually
verified their correctness. The same process was ap-
plied to the Kazakh Constitution-MC and Human
Rights and Society datasets, with 200 randomly
selected questions from each.

Setup In addition to the fine-tuned models, we in-
clude retrieval-augmented generation (RAG) with-
out fine-tuning to estimate the upper bound of the
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CultSet GovSet
Vanilla After FT Vanilla After FT
Gemma 15.76 24.87 16.12 25.10
Falcon 25.96 27.98 26.17 28.70
Qwen 27.64 26.63 30.27 28.42

Table 5: ROUGE-L comparison on CultSet and
GovSet before and after fine-tuning.

original models’ performance. For RAG, we use
BM25 encoding, as no specialized Kazakh retrieval
encoder is available. For each question, we retrieve
the top two matching text chunks (each 256 sym-
bols long) from the training texts of our IFT corpus
and provide them as additional context.

To assess the capabilities of the model, we use
the LM Eval Harness (Gao et al., 2024) frame-
work in a zero-shot setting. During evaluation, the
answer is selected based on the alphabetical option
with the highest likelihood.

Result Table 4 presents the zero-shot evalua-
tion results across different models and techniques.
Overall, our fine-tuned dataset consistently outper-
forms other approaches across datasets and mod-
els. The only exception is the Constitution dataset,
where RAG performs better with Gemma. Models
fine-tuned on Kazakh Alpaca show some improve-
ment, though it remains lower than that achieved
with our instruction fine-tuning (IFT) dataset.

Combining parts of our IFT dataset with the
translated Alpaca dataset yields the highest perfor-
mance gains. This aligns with prior studies (Brief
et al., 2024; Wang et al., 2024), which suggest
that incorporating general chat instructions along-
side domain-specific ones enhances model perfor-
mance.

For RAG-enhanced models, performance gener-
ally exceeds that of the vanilla models, except for
Falcon on the Constitution dataset. However, fine-
tuned models consistently achieve higher scores
than their RAG-enhanced counterparts. We hy-
pothesize that this is due to the models’ limited
proficiency in Kazakh, which may hinder their abil-
ity to fully understand the retrieved context. As a
result, despite the additional information provided
by RAG, the models may struggle to extract the
necessary details to select the correct answer in
MCQ:s.

5.2 Generation Evaluation

We evaluate generation performance using our test
set, which consists of 500 questions from both

CultSet and GovSet (excluded from fine-tuning).
We compare the best-performing models from Sec-
tion 5.1 against their vanilla counterparts. In this
section, "After Fine-Tuning" refers to models fine-
tuned on Alpaca + Our Data, while "Vanilla" refers
to the original instruct models.

Automatic Evaluation with ROUGE and
BERTScore As shown in Table 5, fine-tuned
models generally outperform their vanilla counter-
parts, except for Qwen, where fine-tuning results
in a lower ROUGE-L score (Lin, 2004). However,
a lower ROUGE-L does not necessarily indicate
worse performance—it may be due to Qwen gen-
erating different phrasings compared to the gold
answers.

To further validate the quality of generated re-
sponses, we also evaluate BERTScore (Zhang
et al.). We use Kaz-RoBERTa® as the encoder
model, as it is one of the few open-source Kazakh-
language transformers. The BERTScore results
in Table 6 align well with the ROUGE-L scores.
However, since Kazakh is a low-resource language,
BERTScore should be considered a reference point
rather than a definitive metric, as Kaz-RoBERTa
embeddings may not perfectly capture synonym
relationships.

Preference Evaluation with GPT-40 We con-
ducted a 1-to-1 preference evaluation using the
LLM-as-a-judge approach. Specifically, we
prompted GPT-40 to compare responses from dif-
ferent models and determine whether each response
wins, loses, or ties. The prompt includes the in-
struction and the gold response as context for GPT-
40.° As shown in Figure 3, the results align with
ROUGE-L and BERTScore, confirming that fine-
tuned models generally produce improved outputs.
Compared to Falcon, Qwen and Gemma exhibit
more significant improvements (63%—-80% win-
ning rate), likely because their pre-trained versions
were less optimized for the task, making fine-tuning
more impactful.

Additionally, we analyze the win rate across
topics in CultSet and GovSet, as shown in Ap-
pendix B. The results indicate that the impact of
fine-tuning varies by topic and is not always con-
sistent. In CultSet, fine-tuning Qwen with our
IFT data yields the most improvement in Cultural
Institutions and Culture & Traditions, while the

8Huggingface model: kaz-roberta-conversational

The prompt used for comparison is provided in Ap-
pendix A.2.
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CultSet

GovSet

Precision Recall F1

Precision Recall F1

Gemma 29.26 3347 30.92 27.36 34.81 30.39
Vanilla Falcon 23.29 28.17  25.20 20.38 24.68 22.11
Qwen 40.58 4746 43.40 36.57 44.14  39.50
Gemma 41.94 46.36 43.62 40.27 44.90 42.00
After Fine-Tuning Falcon 24.59 29.68  26.64 23.78 27.73  25.36
Qwen 39.64 4540 41.82 36.28 40.20 37.59

Table 6: BERTScore Precision, Recall, and F1 for CultSet and GovSet.

Falcon 61.0% 2.0% 37.0%

Qwen 57.0% 2.0% 41.0%

Gemma 1 65.0% 35.0%

0 Zb 4‘0 6'0 Bb 100
Percentage (%)

Preference

After Fine-Tuning Tie Vanilla

Figure 4: Conversational data preference evaluation.

gains are smaller in Science & Humanities and
even lead to a decline in performance for Education
& Academia. In GovSet, fine-tuning Qwen with
our dataset significantly enhances performance in
Legal Assistance, though the improvement is less
noticeable in Employment-related topics.

While LLM-based evaluations provide scalable
comparisons, they may not fully capture human
judgment nuances, making human evaluation es-
sential for validating model preferences. Therefore,
three human annotators conducted a preference
evaluation on a randomly sampled 100 examples
for each model (Gemma, Qwen, and Falcon) across
both CultSet and GovSet. Their judgments were
compared against the GPT-based preference evalu-
ation to assess alignment. We computed Cohen’s
Kappa between GPT-40 and the annotators, obtain-
ing 0.63 for CultSet and 0.68 for GovSet, indicat-
ing substantial agreement. We have also calculated
the agreement rate between annotators (detailed in
Appendix K.2). The results show that GPT’s align-
ment with human preferences is moderate, with
better agreement on GovSet than CultSet.

Conversational Evaluation. As an extension of
these experiments, we generated a set of 100 con-
versations for both CultSet and GovSet combined,
covering topics presented in Figure 2. These con-
versations were intentionally left unfinished using a

special prompt, as detailed in Appendix A.2. Both
the original and fine-tuned models were tasked with
generating the most appropriate continuation for
each conversation. Examples of the resulting texts
are shown in Appendix M. To evaluate the quality
of the responses, we employed an LLM-as-a-judge
framework. The results, presented in Figure 4, in-
dicate that models fine-tuned on domain-specific
data produced significantly more coherent and con-
textually appropriate responses compared to their
pre-fine-tuning counterparts. We also see that in the
conversational settings there are less ties, compared
to simple question answering.

6 Conclusion and Future Work

We introduced a culturally and institutionally
aligned instruction-tuning dataset for Kazakh, aim-
ing to enhance practical knowledge representation
and address the specific needs of public governmen-
tal data processing in Kazakh. Through a carefully
designed data collection pipeline, we generated
instruction-tuning examples using GPT-40 and en-
sured their quality via a manual correction and lo-
calization to capture Kazakh linguistic and cultural
nuances accurately.

The evaluation results show that this approach
substantially improved the model’s factual knowl-
edge and the understanding of low-resource lan-
guages. It also shows that after such fine-tuning,
the model’s responses are much better in terms of
correctness and soundness, as assessed by native
speakers and LLM as a judge.

In future work, we plan to apply this method-
ology to other languages and dialects. We further
aim to work towards streamlining and automating
the process as much as possible. We will also fo-
cus more on the modeling part of the experiments,
and open-source culturally and institutionally rele-
vant models for low-resource languages, including
Kazakh.
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7 Limitations

We aim to establish a robust instruction-tuning
dataset for Kazakh, authentically reflecting the cul-
tural and linguistic richness of the language. Un-
like many existing datasets, which rely on trans-
lated resources or machine-generated responses,
our dataset is entirely crafted from Kazakh-specific
content, ensuring greater alignment with the cul-
tural values and linguistic nuances of the region.
However, we recognize several limitations in our
work:

¢ Cultural Representation: The dataset em-
phasizes topics deeply rooted in Kazakh cul-
ture, traditions, and societal norms, ensur-
ing relevance and cultural authenticity. How-
ever, certain culturally sensitive topics, such
as those involving religious matters, were in-
tentionally omitted to avoid controversy and
maintain neutrality.

* Language Variations: Kazakh is a rich lan-
guage with significant regional variations in
vocabulary and usage. While our dataset pri-
marily focuses on standard Kazakh, it does
not explicitly account for regional dialects or
variations, potentially limiting its applicabil-
ity to speakers outside the standard dialect’s
scope.

* Modeling Limitations: Our works is a proof
of concept, and it was not aimed at creation
of SOTA models for Kazakh. That is why
we experiment with smaller models and do
not apply any training tricks such as tokenizer
adaptaion for Kazakh.

* Possible Data Drift: We also acknowledge
that despite of being very conservative by na-
ture, some institutional procedures can change
over time, that is why it is possible that the
data provided in our IFT dataset will get less
actual. To handle this issue we are planning
updating the datasets annually.

8 Ethics

We adhered to the internal policies of web re-
sources while scraping data and included only pub-
licly available information verified by authorities.

While our method enhances LLMs’ understand-
ing of Kazakhstan’s institutional nuances, users
should not blindly trust generated responses. LLM
outputs serve as a starting point, and users remain
responsible for fact-checking due to potential hal-
lucinations.

All human subjects in our study provided in-
formed consent, were fully aware of the study’s
objectives, and had the right to withdraw at any
time. They were also appropriately compensated
as part of their job.
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A Prompts Details

A.1 Prompt for preference evaluation

You are given 2 responses, and a Golden Label.
Please, decide which of the responses is the
best (you have to take into account its factual

correctness, and readability)

Response 1: {predl}
Response 2: {pred2}
Golden Label: {gold_label}

Return 1 if the first response is better, 2 if the
second one is better, @ if they are equally
good. Return only the number

A.2 Prompt for creating conversational data

Prompt:

Instruction: {input_instruction}

Output: {output}

You are creating conversational data between two
people discussing {topic} in Kazakhstan. The
conversation should:

- Start with a general but relevant topic that
smoothly leads into the instruction’s question.

- Be short and concise, where Person 1 initiates the

discussion and then asks a question with a

meaning similar to the instruction at the end.

- Person 2 should respond but not reveal the output

- the conversation ends with "Person 2 says: "

- Maintain natural, formal dialogue relevant to
government regulations in Kazakhstan.

Example Format:

Person 1 says: [General opening statement leading to
the topic]

Person 2 says: [Relevant response that naturally
progresses the discussion]

Person 1 says: [Rephrased instruction question]

Person 2 says:

A.3 Prompts for Generation Instruction
Dataset

You are given a text: {TEXT}.
I want to extract all the facts from the given text.
Based on the extracted facts, I want you to

create instruction fine-tuning pairs in Kazakh.

The pairs may fall into the following categories,
but you are free to use other relevant
categories if appropriate:

- Is it true that

- Explain

- Describe

- List the steps

For each category, provide a clear instruction.

The instructions MUST incorporate the provided
context where relevant to make the questions
more specific and meaningful.

Do not add anything else in the output.
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B Preference Evaluation Results
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Figure 5: Category-wise comparison of preference evaluation across datasets: (a) CultSet and (b) GovSet.
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C MURI Dataset Samples

Instruction

Output

Issue

Morangis ®paHuusiIaFbl KOMMY-
Ha TypaJibl MaJliMeT Gepy

Mopeunrem () — PpanHuusaarsl
kommyHa. Hop-Ila-ne-Kane aii-
MarbiHa KapacTel [la-nme-Kaine
IenapTaMeHTiHAe OpHaJacKaH.
CenT-OMep OKpYTiHiH KYpaMbl-
Ha eHeli. AUIBIT KaTKaH Xep
aymarsl 9,98 KM2 IaMachiHIa.
Kommynansiy INSEE komel —
62592, nomra uaekci — 62910.
Hemorpadusicet 2009  KbUFBI
MojliMeTTep OOWbIHIINA TYPFbIH-
JapbHBIH caHbl 485 amamasl
Kypajbl. XablK, ThIFbI3IBIFH —
48,6 amam/km2. TyproiHIApH-
HBIH KaC [IAMACHI KOHE KBIHBICHI
6oiibiHIa Kypamsl (2006)...

Inconsistent use of Kazakh trans-
literation, wrong verb’s tense

Bipreme TaHsIMan OHJAMH Ky-
Map OWbIHAAp BeO-calTTapbiH
KOPCETiHi3.

***K ymap e moxkep olbsHIa-
pol — KackpIpinap MeH Ko akiia
mblrapy oiibiH. | OHJaliH nokep
25. | Kapbep ofibIHAApHI CONMUTENR
masHsl | PyneTka Ka3suHO OHbIH-
napeiH oifHaHb3 November 24,
2019 Kanait oHjaiiH Ka3uHO aJi-
Jay XaHIIaibIM akaJeMHUsChIHAA
oitnay 0 Comments 196 Kasu-
HO (e oipiHAap onnaiH Oii-
biH Real steel Android kem ak-
ma sxykren. VIP kapramap ka-
3uHo KyMmap ofibiHgap olnaiiH
caiit web. KasuHo 6akbuiay Prno-
puna. Kasuno flash player <...>
Akia catbin any Android yuiiH
oitbiHaap. Sandia casino. ITokep
akmra tipkey oiibH. ITokep-pym
avi casino. AMasWHI po Kasu-
HO OibIH TakTHKachl. Prnopuga-
Ka3MHO IoKep. Antiguo casino
ponce Ilyspro-Puxo. ...

Inconsistent usage of Kazakh
transliteration, markdown in the
raw text

Bepuibex CanapbaeB AkTebe 00-
JbichiHga «JKactap KbUlbl» Typa-
JIbl He aeni?

Bepnibex Canap6ae AkTobe 00-
nbichl JKacTap KbUTbIH KaJiaid et-
kizerinin aiirtel | BAQ.kz 28
Kanrap 2019, 08:35 1857 |
1857 Acrana, BAQ.KZ. Axre-
0e 0OJIBICHIHBIH 9KiMi Bepmibek
CanapbaeB 25 KaHTap, *)Xyma
KYHi MemiiekeT OacIIbIChIHbIH
JKacrap *KbUIbl asChIHOAFbl Tall-
CHIPMAJIAPBIHBIH OPBIHAALY M-
cesiesiepiH TaJIKpUIay YIIiH 00-
JILICTAFbI KACTAP KO3FAIbICHIHBIH
GeJiceHAiIepiMeH Ke3eCTi. ...

Markdown and meta-data in the
raw text

Table 7: Samples from MURI dataset.
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D Distribution of instruction types
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Figure 6: Instruction types distribution.
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E Preliminary Study

E.1 Human Evaluation for Preliminary Study Rubric

Score

Correctness

Fluency

Completeness

1

Highly inaccurate, incorrect, or
misleading information.

Very poor fluency, riddled with
errors, making it difficult to read.

Very incomplete, with critical
information missing, making it
unusable.

Significant factual or logical errors
that impact the correctness of the
instruction/question.

Multiple errors that hinder
readability or cause confusion.

Significant omissions that make the
instruction/question incomplete or
difficult to interpret.

Noticeable errors in facts or logical
flow, but the general meaning
remains clear.

Noticeable errors in grammar,
spelling, or structure, but the text is
still understandable.

Noticeable gaps in information or
coverage that leave the
instruction/question lacking.

Minor factual inaccuracies or
inconsistencies that do not affect
overall understanding.

Minor grammatical or stylistic
errors that do not significantly
affect readability.

Slightly incomplete, with minor
missing details that do not impact
overall understanding.

Fully correct and consistent with
Kazakh cultural and governmental
contexts, no factual or logical
errors.

Perfect fluency, no errors in
grammar, spelling, or sentence
structure. The text reads smoothly
and naturally.

Fully complete, no information is
missing, and the
instruction/question thoroughly
covers the context.

Table 8: Human annotation rubric for preliminary studies.
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F Annotation Guideline

To ensure a high-quality and standardized format for instruction-output annotations, we provide clear
guidelines throughout the annotation process. The annotators refine and edit the automatically generated
instruction fine-tuning (IFT) pairs using Google Spreadsheets, with each annotator assigned an individual
worksheet. A detailed explanation of each field is provided below.

* ID: A unique identifier assigned to each data entry.

» Category: This column contain the category of each data

¢ Instruction: The automatically generated instruction from the original text.

* Qutput: The corresponding generated output.

» Updated Instruction: A revised version of the instruction that has been edited.
» Updated Output: The modified output.

e Comment: Additional notes from the annotator, including explanations of any modifications,
uncertainties about correctness, or suggestions for further improvements.

General Rules

* Annotators must verify the correctness of the generated IFT pairs by comparing them against the
original text. If an instruction-answer pair appears ambiguous, incorrect, or not supported by the
original text, it should be highlighted for further review. The author (either the project owner or
designated reviewers) will assess and remove it if necessary.

* Instructions must be complete and contextually accurate. If an instruction refers for example to a
place, governmental process, or any specific entity but does not explicitly name it, annotators must
incorporate the missing details from the original text.

* Questions must be fluent in Kazakh and maintain formal language for governmental data. No literary
expressions, dialectal variations, or informal language should be introduced into governmental
instructions—formality must be preserved.

* When processing biographical information, ensure clarity in numerical dates.

* If an instruction-answer pair is completely unrelated to the original text, annotators must review the
original text, verify the discrepancy, and highlight it for correction.

* Annotators are required to provide progress updates every two days, ensuring that issues are addressed
promptly.
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G Annotation example

G.1 GovSet

Instruction

Output

Updated Instruction

Updated Output

Heke xuraHHaH KeiliH KyKaTTap/bl
ayBICTBIPY YAEPICIH TYCIHAIPIHI3.

Explain the process of changing doc-
uments after marriage.

Hexkere TypraHHaH KeiiiH xyOaiisl,
erep ON KYOailbIHbIH/3aibIOBIHBIH
TeriH ajca, HeKe KHIO Typasbl
KyoniKTi ayraH coTreH Oactam 30
KYH ilniHae %keke KyalKTi aybICThl-
Py Ka)er.

After marriage, if the spouse takes
the husband’s/wife’s last name, the
national ID must be changed within
30 days from the date the marriage
certificate is received.

KasakcraHaa HeKe KUFaHHAH KeliH-
i KYKaTTapAsl aybICTBIPY yiepiciH
TYCIHAIpIHi3.

Explain the process of changing
documents after marriage in Kaza-
khstan.

EH anupiMeH, agaM HeKeleH KeiliH
JKyOaibIHBIH TeriH KaObu1gaca, Jeke
kyaririd 30 KYH iliHze aybICThIPYbI
KaxeT.

First of all, if a person adopts their
spouse’s surname after marriage,
they must change their ID within 30
days.

Kazakcranga xamblKapaniblK peiicte
JKOFaJIFaH Garax yIiH eTeMaKsl To-
JIeHeTiHi pac ma?

Is it true that compensation is paid
in Kazakhstan for lost baggage on
international flights?

WMo, xanbIKapaibik, peiicTe KoFaaraH
Oaraxk ymiH eremakhl Kasakcran
KOJ KoifraH eki KOHBEHIMAHBIH —
BapmaBa MeH MoHpeanbabH epe-
JKeJNiepine, COH/laii-aK KoMIaHusnap-
JIBIH iIIIKi epeskesiepiHe coiikec Tole-
HeJli.

Yes, compensation for lost baggage
on international flights is paid ac-
cording to the rules of the two Con-
ventions signed by Kazakhstan — the
Warsaw and Montreal Conventions
— as well as in accordance with the
internal rules of the companies.

KasakcraHaa xaiblKapaibik, peficte
JKOFa/raH Garax YIIH ©TeMaKbl
TONEeUTiHI KaHIIAIBIKTHI pac?

Is it true that compensation is paid
in Kazakhstan for lost baggage on
international flights?

Kasakcran/ia XaJbIKapaJiblK, peiicTe
JKOFQJIFaH Oarax YIIH ©TeMaKbl
TONENTIHI TONBIKTAl pac. OTeMakpl
Kasakcran Ko Koiiran eki KonseH-
musiHbH, (BapmaBa MeH MoHpeais-
JIBIH epekesiepiHe) jkoHe KOMITaHH-
SNMApABIH ilIKi epeskeniepi HeriziHe
€CeITeiHII TeMeHe .

It is completely true that compen-
sation is paid in Kazakhstan for lost
baggage on international flights. The
compensation is calculated and paid
based on the two Conventions signed
by Kazakhstan (the rules of the War-
saw and Montreal Conventions) and
the internal regulations of the com-
panies.

Kasakcranna KaHjactapra asamart-
TBIK aJlyfiblH IIAPTTapbl Typasbl
TYCIHAIpiHI3.

Explain the conditions for obtain-
ing citizenship for oralmans (ethnic
Kazakhs) in Kazakhstan.

Kanpgacrap Kasakcran aymarbiH-
ga Typy MepsiMiHe KapamacTaH
JKEHIJIETLUIreH TOPTINTe a3aMaTThl-
KTl ana anajgsl. Omap OYpBIHFEI
A3aMaTTBIKTaH 0ac TapTy Typassl
HOTAapuaT KyJJIaHJAbIPFAH OTiHiLl,
OeKiTLIreH HbICAH[Arbl CayalHaMa-
OTiHilI, WAPTTapabl caKTay Typa-
JIbl MiHETTeMe, eMipOasiH, jkeke Oa-
CbIH KYJJIaHJBIPATbIH JKOHE alam-
HplH 0acka eJJiH a3aMaTThIFbIHA
JKaTaTbIHAbIFbIH paCTaﬁTblH KyKar-
ThIH KOLIIPMeCi, KaHIACThIH KYJIiri
JKoHe TOPT (oTocyper cekinai Ky-
JKATTap/bl TAIChIPYbl KEPEK.

Oralmans (ethnic Kazakhs) can ob-
tain citizenship in a simplified man-
ner regardless of the duration of their
stay in Kazakhstan. They need to
submit a notarized application to re-
nounce their previous citizenship, a
completed application form in the
approved format, a commitment to
comply with the conditions, an au-
tobiography, a copy of a document
confirming their identity and lack of
foreign citizenship, a certificate of
oralman status, and four passport-
sized photos.

Kanpacrap Kasakcran Pecriy6mka-
CBIHBIH a3aMAaTThIFBIH aly YIUiH He
icrey kepek?

‘What should oralmans (ethnic Kaza-
khs) do to obtain citizenship of the
Republic of Kazakhstan?

Kanpacrapasiy Kasakcran Pecry6-
JIMKACBIHJA TYPFaH Mep3iMiHe Kapa-
MaCTaH OJIAPJbIH A3aMATTBIK aJlybl
JKEHIJIETIITeH TOpPTINIeH Ky3ere
acazpl. Kanpacrap Kasakcran Pec-
yGIMKACHIHBIH  A3aMATTBEbIH a1y
YIIiH OYpBIHFBI a3aMATTBIKTAH 0ac
TapTy Typajbl HOTApHaT KyollaH-
JBIPFAH OTIHiII, OeKITLIreH HbICaH-
Jarbl cayaJHaMa-eTiHIlI, IIapTTap-
Jbl CaKTay Typajibl MiHAeTTeMe,
©MipOasiH, xKeKe OaChIH KyalaH/bIpa-
THIH JK9HE alaMHbIH 0acKa eJijliH a3a-
MATTBIFbIHA JKATATHIH/IbIFBIH PACTali-
ThIH KYKATThIH Kellipmeci, KaHJa-
CTBIH KYJIri skoHe TepT (orocyper
CeKiIi KyXKaTTap/bl TAaIChIPybl Ke-
Ppex.

Oralmans (ethnic Kazakhs) can ob-
tain citizenship in Kazakhstan re-
gardless of the duration of their stay
in a simplified manner. To obtain
Kazakhstani citizenship, they must
submit a notarized application to re-
nounce their previous citizenship, a
completed application form in the
approved format, a commitment to
comply with the conditions, an au-
tobiography, a copy of a document
confirming their identity and lack of
foreign citizenship, a certificate of
oralman status, and four passport-
sized photos.

Table 9: Example of annotation for GovSet.
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G.2 CultSet

Type Instruction Output Updated Instruction Updated Output
C GuibMHIH  KaHgail okericrikrepi  «Tpanccibip skcmpeci» ¢ubmi  "Tpanccidip okcmpeci'artel  ka-  «TpaHccibip akcmpeci»  (uibMi
6ompl? 1978 xbvubl  EpeBanma  eTkeH 3aKCTaHABIK  (DIIBMHIH — KaHaai 1977 xbitsl Kasakduism crymusi-
BykinogakTelk KuHOo(decTuBambaa  keTicTikTepi Oonapl? Cbl TapaObIHAH LIBIKTHL 1978 KbUIbI
’eH  Y3MiK INBITHIPMAH OKHFaJIbl o1 EpeBanzia eTkeH ByKinogakThIk
unpM  yIIH'  CHUUIBIFBIH - AJIJbL kuHodectuBanbaa "EH y31ik aBaH-
Conpaii-ak, Kapnossl  Bapbina TIopa (DHIbMI YIIiH"CHIIBIFBIH aJl-
oTkeH 21-XasblKapajblk KuHOde- nel. Bynan repi, Kapnossr Bapbi-
cTuBabaa Asus, Adpuka KoHe na erkeH 21-XalbKapasblK KHHO-
JlaTeiH  AMepuKacel  eJepiHiH (ecruanbaa Asus, Adpuka xoHe
CUMITIO3UYMbI Ka3blIap aJIKAaChIHbIH JlaThiH AMepuKachl eJiepiHiH CUM-
CHIANIBIFBIHA Me OOmbl. 1978 KbuIbl MO3UYMbI Ka3blIap aJIKaChIHbIH ChIii-
pexuccep Opa3baeB IleH cyperiii JblbIHA J1a ve Goubl. 1978 Kbl
Kapcak6aeBka Ka3zakcran Memie- ¢uipMm pexuccepi Opasdaes IeH cy-
KETTIK ChIAIBIFBI Oepisi. peririci KapcakbaeBka Kasakcran
MeMJIeKeTTiK ChIAIBIFBI Oepii.
What achievements did the film  The film "Trans-Siberian Express"  What achievements did the Kaza-  The film "Trans-Siberian Express"
have? received the award for "Best Adven-  khstani film "Trans-Siberian Ex-  was released in 1977 by the Kaza-
ture Film" at the World Film Festival press" have? khfilm studio. In 1978, it received
held in Yerevan in 1978. Addition- the award for "Best Adventure Film"
ally, it won a prize at the 21st In- at the World Film Festival in Yere-
ternational Film Festival in Karlovy van. Later, it also won a prize at the
Vary, as well as at the symposium 21st International Film Festival in
of Asia, Africa, and Latin American Karlovy Vary and at the symposium
countries. In 1978, the film’s direc- of Asia, Africa, and Latin American
tor, Orazbayev, and cinematographer countries. In 1978, the film’s direc-
Karasbayev were awarded the State tor, Orazbayev, and cinematographer
Prize of Kazakhstan. Karasbayev were awarded the State
Prize of Kazakhstan.
C Ka3ﬂ]{ XaJIKbIHBIH MY3bIKQJIBIK Ka3aK XaJIKbIHBIH MY 3BbIKQJIBIK Ka3aK XaJIKbIHBIH MY3BbIKQJIBIK Ka3aK XaJIKbIHBIH MY 3BbIKQJIBIK
MYpachl Kaaii JaMblabI? Mypachl Facwipiap Ooiibl aybI3aH- — MYpachl Kaaaii JaMblabi? Mypachl Fackipap OOiibl aybI3JjaH-
ays3fa, YCTa3JaH-NIAKIPTKE KeT- ays3fa, YCTa3JaH-NIIAKIPTKE KeT-
Ki31J1M, KeIMeHai eMip CalThIHBIH Ki3inren. Herisinen kemensi emip
BIKITAJIBIMEH JaMBIJIbI. My3l>1](a- CAJITBIHBIH  BIKIAJIBIMEH  J1aMBbIJIbI.
JIBIK  I3CTYPJIEp 6aTblleblK KOHE Kll'iilKT};IH MY3bIKAJIBIK J]QCTYpi
JIMPUKAIBIK KaHpAArbl 3IOCTap/bl 6aTblp)1blK KOHE JIMPUKAJBIK JKaHp-
KaMTbIbI. Ka3a]§ KOMITO3UTOpPJIapbl Jarpl 3M10CTap/bl KAMTBIIbI. K'd'lipl"i
QJ'ICM}Z[iK HCHTEﬁHE TaHbIMaJI 60)'":.]11, 3aMaHJa Kas3aK KOMIIO3UTOpJIapbl
VITTBIK  MY3bIKQJIBIK MQJ_‘(eHHeTTi QJ'ICMJIiK J]eHl‘El‘;II[E TaHbIMaJI 60}'":.]11,
AaMBITy/1a YJIKEH YJI€C KOCTHI. VITTBIK  MY3BbIKQJIBIK MQ}JeH"eTTi
OfaH opi JaMBITYFa YIJIKeH Yyiec
KOCBII KYP.
How did the musical heritage of the =~ The musical heritage of the Kazakh ~ How did the musical heritage of the ~ The musical heritage of the Kazakh
Kazakh people develop? people developed over centuries  Kazakh people develop? people developed over centuries
through oral transmission, from mas- through oral transmission, from
ter to apprentice, and was influenced master to apprentice, primarily in-
by the nomadic lifestyle. Musical fluenced by the nomadic lifestyle.
traditions included epic genres of Kazakh musical traditions encom-
heroic and lyrical works. Kazakh passed genres of epic heroic and
composers became renowned inter- lyrical works. In modern times,
nationally and contributed signifi- Kazakh composers have gained in-
cantly to the development of national ternational recognition and continue
musical culture. to contribute greatly to the develop-
ment and advancement of national
musical culture.
C Kni3 yiine TyHmik nereHimiz He TyHmik — Kui3 Yo maxpiparsl-  Kasak XaJKpHBIH KHi3 yilinpgeri TyHIOIK — Ka3aKThlH OacHaHaCkl

€KeHIH TYCIHJipiHi3.

Explain what "tundik" means in a
Kazakh yurt.

Ha KaObUIATBIH KHUi3, OJ opi KapblK
Gepeni, opi TYTiH LIbFyFa MYMKiH-
nik 6epeni. TopTOYpBIITH Ty pe M-
TN, MIaHbIpaK, JuameTipiHen 50-
60 caHTUMeTpIeii apThIK Kacalabl.

The "tundik" is the felt cover placed
on the top of the yurt, which pro-
vides insulation and allows smoke
to escape. It is made slightly larger
than the circular roof opening, with
a diameter exceeding 50-60 centime-
ters. It is triangular in shape.

TYHZIIKTIH He eKeHiH TYCIHIIpiHi3.

Explain what "tundik" means in the
Kazakh yurt.

KHUi3 YHIiH MaHbIparbiHa KaObLIa-
ThIH Kui3. O opi ilike XkapblK oT-
Ki3eJl, opi TYTiH LIBIFybIHA MYMKiH-
ik 6epeii. TopTOYphILITH TYpJE 1i-
LI, IIaHbIpaK, JuameTipinen 50-
60 caHTUMeTpIel apThIK eTill Kaca-
JajIbl.

The "tundik" is the felt cover placed
on the top of the Kazakh yurt.
It serves as insulation and allows
smoke to escape. It is triangular
in shape and is made slightly larger
than the circular roof opening, with
a diameter exceeding 50-60 centime-
ters.

Table 10: Example of annotation for CultSet.
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H Annotator Comments

H.1 GovSet

Error Type  Annotator Comments

S The generated data constantly uses an unnatural sentence structure that sounds like this: Ciz cabuinisoin, dynueze keayin Kymyoecis dtcane
OHAQIH pedcuMiHOe emxanara mipkeay yoepicin mycindipinizwi. Here the word acane sounds extra and can be either eliminated or replaced
with 6y scaroaiioa. This example of a sentence with extra scane is common.

Inconsistent verb forms in instructions. Like mycindipy instead of mycindipinis.

G The generated data has two verb forms like many and maneiny. If the first one is the action of subject, the second is an action that happens TO a
subject/object.
N There is a frequent unnatural sentence structure that sounds like this: By pac na: nexeze mypran adamoapra Kyanik sneKmpoHObIK HblCAHOA

oepineoi? Either the whole statement needs to be reconstructed or .me should be added at the end of the sentence.

G The model frequently fails to change words to accusative case (add — n/~ vur/-in). For example, in the phrase mezi 032epmyze 601a ma, the correct
form would be mezin e32epmyze 60na ma.

G The translator often does not differentiate xkezinde and kesindezi. For example, in the sentence Hexeni 6y3y ke3inde Kyrcammapovl pecimoey
mypanvt mycinoipiniz, the correct word would be kesinoezi. The same happens with Kazaxcmarnoa and Kazakcmanoarel.

L The model writes the word aitbipayst several times. It must be either aiivipbrayst or alivipsiaranst correctly.

S The model frequently writes a phrase scy3eze acvipwiradwst, which sounds unnatural and must be srcy3eze acadwi instead.

G The model frequently used phrases like xipmeiioi exenin, when the correct form for any verb there would be xipmeiiminin.

G The model constantly uses this phrasing: dezenimiz ne exenin mycindipinis. It sounds unnatural and must be replaced either with ne exenin
mycindipini3 or just Oezenimis ne?

G The model cannot differentiate question words like ma, me etc. It can write mindemmi ma?, which is used in verbal speech only. The correct form
would be minoemmi me?

G The model can miss letters. For instance, maxcamaput instead of maxcammapeur; it is also not connected with the original text because the word is
not even used there.

S There is a common sentence structure that sounds like this: Typubicmoik 30pavik-30mM0b1abIK HeardatibiHOa KAHOAT MEOUKUHANIK, KOMEK ANy
arcondapuin atimeinpiz. Either the word kanoaii must be removed and -Fur added to srcaroaiivinoa (srcardaiiindarst), or the statement must be a
question instead, like kanoaii meouyurnanvix, komex aayra 60radvi?

G 2p mypai must be written as apmypai. Mapanam must be used instead of nazpada.

N There are many sentences like Ilbinobix na, yiioe apnaiivt aneymemmik Koizmemmepoi Kopcemy mokmamolaadbsl, ezep Kbl3mem ayutbiHbr, 03i
onapoan 6ac mapmcea? The structure is wrong, wwindwik, na must be placed at the end!! And ezep etc. must be placed at the start. Any verb
before wwinowvi na must end with -meirot/-mini.

G The model often writes den mycindipinis in instructions. In different occasions it must be written differently, like 6o1a ma, mycindipiniz or
602aMbIHLIH MY CIHOIPIHI3.

G Incorrect translation for npoyecc. It should be translated as ydepic/ypaic.

Sentences like JKeke kyanikmi anraw any ywin Kanoaii Kyscammap Kadxcem exkeni pac na? are common in “Is it true that” instructions. Either
xanoati must be removed or replaced with a list of documents.

L The model generates a phrase eminiw scacay; the more common version would be eminiwe Gepy or eminiut yncasy.

G The model sometimes has a hard time differentiating active and passive positions of subjects. For example, mipxey xyaniei nemece ackepu 6unem
acoraamranoa puts the verb as if the subject is passive, whereas the correct form would be scoraaranda (because the subjects are in active form).
This happens with different verbs throughout the document.

G Sometimes the answers that the model generates for instructions are not even connected to the question. For example, the answer for Ominiu
Oepyui Y CoIHbIAFAH aKnapam yulin Kawau sxcayan 6epedi 0ezer aiimvladvl ma? is Ha, eminiu Oepyuinep yColHbIAFaH aknapam yuin e30epi
Jrcayan epedi den atimvindvl. The word e30epi as an answer is unrelated to the question Kawan.

L The model frequently generates phrases like ocet Mamin Goiteinuia, 6ya depexmepeze Kaparanoa, which implies that there is a certain text to rely
on.

L The model sometimes pronounces beaapycw as Beaapyccus, which is not correct even unofficially. For formal texts, beaapyce should be used,
or at least beaopyccus.

L The model frequently uses the Russian word 3aenm, even though there are Kazakh translations for it, such as necue or kapwis. This happens
because of the original text.

S Sometimes the model generates sentence structures like Bya pac na: Azamam 16 sxcacka moaranoa Kazakcmarnmoly, apoip azamamel sxceke
Kkyanix anyra minoemmi exenin? Firstly, the word exenin in all these sentences is grammatically incorrect here and must be exeni. Additionally,
since this sentence structure is very frequent, it must be reconstructed to place 6y pac na at the end. For example, it should sound like this: 76
acacka monranda Kazakcmannwiy, apoip azamamol sceke Kyanik aryra minoemmi ekeni pac na?

S There are also sentences that start with wwinaiivt Ma exenin anviKmarnpl3 or wbiHObIK na anvikmarwl3. These phrases must be rewritten as either
WLIHOBIK, NA, COHbL AHBIKMAKbI3 OT just wbi 6alubindwlK, na without the anvikmanwiz part.

G The model cannot identify where it is better to not use ma6vic cenmik. For example, namepoi iz0ey/namepoi izoezenoe is used frequently, but the

common and natural way must be without the -0i suffix.

Table 11: Selected annotator comments highlighting issues in GovSet. Error types are categorized as follows: L —
Lexical errors, S — Structural errors, G — Grammatical errors.
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H.2 CultSet

Error Type

Annotator Comments

G

Inconsistent verb forms are present in the generated data. For example, mycindip is used instead of mycindipinis.

The generated data includes phrases such as "... mypaavt cunammanwz,” which is grammatically incorrect because mypaavt is redundant.

Phrases like "... kaaaii cunammanadw?" appear awkward and imply the presence of external text for context.

The word kapvepa is used instead of the correct Kazakh term mancan.

The word apmypai is written as ap mypai, which is inconsistent with standard formatting.

There is confusion regarding whether -men (-6en, -nen) should be attached to or separated from nouns.

The form of xceradapei is inconsistent, alternating between scwiabi, Jcviadapet, or abbreviated forms like orc. or arcorc..

Russian words, such as nazpaoa, kapvepa, and mys3eii, are used even though Kazakh equivalents exist.

The word apmuc is used instead of the correct Kazakh term apmic.

Words like 6acman and 6epi are omitted when referring to years. For example, 1967 scoadan on 6ya amakka ue 6010bi.

The phrase mypanwvt mycindipiniz is unnatural and often incorrect. It should be replaced with mypanwt aiimvirpiz or aiimein Gepinis.

The phrase owcenin amaenuui is used correctly, but ayvip amaem is written without the suffix -wi. It should be standardized as amaenuui.

Shortened names and surnames are written without spaces. For example, bl. Aameincapun instead of bl. Aameincapun.

The phrase pex oiinadwt is a direct translation from Russian and should be replaced with pes opeindadst or pea comoaowr.

Years are written in abbreviated forms, such as 1973-78, omitting /9 in the second part.

Names of py, tribes (maiina), and sxcy3 are written in lowercase, which is inconsistent with standard capitalization rules.

The word pex is occasionally misspelled as poa or poaw.

>R Nallal Nall Hall Hall HoREoN EZH Nall Rall Holl ol No N Nall 2N Ne|

Verbs ending with -win or -in are used incorrectly, leading to unrelated sentences. For example, in the sentence By oiivin yaken moiinapoa
apHaiivl KHcynde maratibiHOANbIn OMKIzinin, oHblH, mypaepi konmezen, the part after emxizinin is unrelated. The correct form would be By
OliblH yAKeH molaapOa apuaiibl Jcynde MmaralibHOAbin OmKizinedi; onviy mypaepi ken or By olivin yaken motinapoa apraiivl Jcynoe
MaraibiHOANbIN OMKIZININ, KA3AK, XAAKLIHOA 241 0e Jicypeizinin Keneoi.

v

‘Words occasionally appear in the Latin alphabet even though they are not written in Latin in the original text.

Sentences like Bezendipyoin, kopkemoey Kypardapuin Kanoaii oHep cararapsl natidaranadst oen mycindipiniz are included. The common error
is the use of naiidanranadwvt 0en mycindipiniz, which should be replaced with naiidananamoinwin mycindipinis.

The phrase scep ayoapuinos is used for referring to a person. If it describes someone moving places, it should be corrected to scep ayoapobi.

The structure of the questions deviates from the natural structure of the Kazakh language. For example: byx pac na, AXKO kamuicyubiaapolruiy
Kbi3memin pemmey Anenus MeHn Ya1bCmil JHCAnnsl KyKblK Karuoammapul Hezizinoe ey peizinedi?

The questions ask for information not mentioned in the text, meaning the answer to the question is not present in the text.

The structure of the questions is entirely incorrect. For example: Actana Xansikapansik Kapxst Oprasibsifbl KaHAai KOMIAHHUSIAP YIIiH peTTeyre
nkemai Tacin Konpanaas? The correct version: Actana Xansikapaisik Kap:xer OpTasibiFsl KaHIal KOMIAHASATAPIB pETTeyre MyMKiHK Gepesti?

The word on is overused in the generated data.

Table 12: Selected annotator comments highlighting issues in CultSet. Error types are categorized as follows: L —
Lexical errors, S — Structural errors, G — Grammatical errors.

I Categories Explained
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Category

Description

Legal Assistance

Services related to providing legal advice, resolving disputes, or ensuring compliance with laws in areas such as
property rights, labor law, or civil matters.

Healthcare

Includes services for accessing healthcare facilities, obtaining health insurance, and managing public health
initiatives, including vaccinations and medical records.

Real Estate

Covers registration of property rights, encumbrances, and the legal transfer of property ownership.

Education

Involves services for school and university admissions, recognition of diplomas, and access to government scholar-
ships or grants.

Family

Services addressing marriage registration, child adoption, and other family-related matters like child welfare and
maternity benefits.

Taxes and Fines

Includes filing taxes, obtaining tax statements, and paying administrative fines or penalties.

Business Registration

Covers the process of starting, registering, or closing businesses, including obtaining licenses and permits.

Benefits, Allowances, and Pension

Government services related to social welfare benefits, pensions, and financial aid for citizens.

Employment and Job Placement

Services that facilitate job searches, vocational training, and unemployment benefits.

Driving and Transportation

Includes services for driver’s license issuance, vehicle registration, and public transportation systems.

ID Card, Passport, and Registration

Involves obtaining or renewing identity documents, passports, and residency registration.

Industry

Services supporting industrial development, including subsidies, licenses, and monitoring compliance with regula-
tions.

Financial Literacy

Government initiatives to improve citizens’ understanding of personal finance, savings, and investment.

Consular Services

Services provided to citizens abroad, such as visa issuance, document legalization, and emergency support.

Travel, Living Abroad, and Emigration

Addresses issues like emigration permits, citizenship renunciation, and support for expats.

Licensing and Accreditation

Involves issuing licenses for various professional or business activities and accrediting institutions.

Obtaining Citizenship

Covers processes for naturalization, renouncing, or restoring Kazakh citizenship.

Special Services

Includes unique or niche government-provided services that do not fall into other categories.

Military Registration

Services related to military service registration, deferments, and exemptions.

Population Addresses population census activities, demographic statistics, and citizen registration systems.

Religion Involves registration and oversight of religious organizations and facilitation of religious freedom policies.
Table 13: Category explanation for GovSet.

Category Description

Literature and Writing

This category includes Kazakh literature, poetry, and contemporary works.

Culture and Traditions

Covers Kazakh cultural practices, including traditional music, dances, festivals, and customs.

Media and Communication

Includes Kazakhstan’s media landscape, featuring national TV channels, news outlets.

Arts and Entertainment

Encompasses visual arts, theater, film, and music.

Education and Academia

Covers the education system in Kazakhstan, including primary to higher education.

History and Archaeology

Includes the exploration of Kazakhstan’s ancient sites and the history of the Kazakh people.

Politics

Encompasses the political landscape of Kazakhstan, including its government, political parties, and international
relations, with a focus on its role in Central Asia.

Sciences and Humanities

Includes research and advancements in fields such as environmental science, economics, sociology, and the study of
Kazakh identity and history.

Historical Figures

This category celebrates important figures in Kazakhstan’s history.

Sports and Recreation

Covers popular sports in Kazakhstan like boxing, wrestling, football, traditional Kazakh sports and famous
Kazakhstani athletes.

Culinary and Food

This includes Kazakhstan’s traditional cuisine, such as "beshbarmak” and "kymyz".

Health and Medicine

Covers public health systems, advancements in medical care and renowned Kazakh doctors.

Business and Industry

This category encompasses Kazakhstan’s growing economy, with a focus on industries like oil and gas, agriculture,
and its expanding IT sector.

Cultural Institutions

Includes museums, galleries, theaters, and cultural centers in Kazakhstan, such as the National Museum of
Kazakhstan and the Astana Opera.

Transportation and Infrastructure

Covers the country’s infrastructure development, such as its extensive rail system, airports.

Nature and Environment

Focuses on Kazakhstan’s diverse landscapes, such as the steppes, mountains, and lakes.

Miscellaneous

A catch-all category that could include any other cultural, social, or historical aspects of Kazakhstan not covered by
other categories.

Table 14: Category explanation for CultSet.
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J Example of created data

Category

Instruction

Output

Benefits,
and pensions

allowances,

KasakcTanyia 3efiHeTaKsl TeneM-
JlepiH ecenTey/iH GapibiK Kagam-
JIapbIH Ti30EKTeHi3.

List all the steps for calculating
pension payments in Kazakhstan.

1. TaGbic KaTapbiHaH 36 KyHTi30eJIiK aif ilriHAeri KaJlIbl COMaHBI aNlbIHBI3. 2. OHBI OTHI3 aiIThiFa OeiHi3. 3. KackHa
OGaiimaHBICTBI 3eiHETaKbl TONEM/IEPiH ecenTeyre apHairan Kipic, pecryGIMKaIbK GloUKeT Typashl 3aHaa THICTi
KapiKbl JKbUIBIHA O€JIri/IeHIeH aiilIbIK eCenTiK KOpCeTKIlTiH 55 ecelleHreH MeJllepiHeH acrayFa THic.

1. Take the total amount of income for 36 calendar months in a row. 2. Divide it by thirty-six. 3. Income for
calculating pension payments by age should not exceed 55 times the monthly calculation index established for the
corresponding financial year by the Law on the Republican budget.

Business registration

Byn xob6a kaHpaii MmakcaTka
OarbITTAJFaHbIH TYCIHAIPIHI3.

Explain the purpose of this
project.

"Zhas Project 6y1 aneymeTTik xo00anap MeH Ou3Hec-HesAnap/bl KapKblIaHbIPY apKbLIBI OCaJl TONTap/bl, acipece
aybUIIBIK JKeprep/e TYPAThIH jKac Ka3aKCTAaHABIKTAP/Abl KOJayra GarbiTTanFan Oipereii xoba. ’Koba xacrap/sl o3
KOFAMBIHBIH JIeYMeTTiK-9KOHOMUKAIIBIK OMipiHe TapTyFa ’KoHe HOTIKEI KYMBICTIeH KAMTYFa KOMeKTece/li.

"Zhas Project” is a unique project aimed at supporting vulnerable groups, especially young Kazakhstanians living in
rural areas, through the financing of social projects and business ideas. This project helps to involve young people
in the socio-economic life of their society and ensures productive employment.

Consular services

KazakcraHHslH 1ieTesjeri 3aH-
JIaCTBIPY MpOLECiHe KeKe KoHe
3aHbl  TYJIFAlapra  apHaJFaH
KyKaTTapiblH  YKCACTBIKTaphl
MEH al?lhlpM'dlllblIlblKTélpblH cu-
MaTTaHbI3.

Describe the similarities and dif-
ferences between documents for
natural persons and legal enti-
ties in the legalization process of
Kazakhstan abroad.

¥kcacTeikTapel: Eki karjaiiia 1a epkiH HbiCAHIAFbl OTIiHIII, 3aHIACTBIPYFa XKaTaThlH KYXKAT, KHE KOHCYIIIBIK
ANIMHBIH TOJICHTEHIH PacTailThIH Ky’KaT Tajan eTinemi. AibipMambuibikTaper: JKeke Tymra yuliH skeke Gachin
KyaJIaH/IIPAThIH KYKaTThIH KOIIIPMeCi KaxXeT, ajl 3aH/bl TYJIFa YIIiH yaKiJIeTTi TYJIFaHbIH KyaJIaHBIPATbIH KYKaThl
KakeT. 3aHIbl TYJIFA YIIiH KOCHIMIIIA 3aH/bI TYJIFAHBIH MEMJICKETTIK TipKe/reHiH (KaiiTa TipKe/reHiH) pacTaiThIH
Ky’KaT HEMeCe 3aH/Ibl TYJFaHbIH dpeKeT KaOileTTiliriH pacTaifThiH o3re e KyKaTTap Tajai eTiie/i.

Similarities: in both cases, an application in any form, a document subject to legalization, and a document confirming
the payment of the consular fee are required. Differences: for a natural person, a copy of an identity document is
required, and for a legal entity, a certificate of an authorized person is required. For a legal entity, an additional
document confirming the state registration (re-registration) of a legal entity or other documents confirming the legal
capacity of a legal entity is required.

Driving and transporta-
tion

TpaH3uTTIK AeKapalus Kelip-
MeJIepiHiH TaJan eTLIeTIH Kar-
JaiibIH TYCIH/IipiHi3.

Explain the required status of the
transit declaration copies.

TpaH3uTTIK JeKiapalyusa peTinjie MaiananblIaThiH KyKaTTap, MbICAJbl, KOMIKTIK (TachiMasiay) KykaT, Herisri
Kyokat OOJIbiN TaGbUIaJbI, all 6aCKa KYKaTTap OHBIH aKbIPAaThLIMAC OOJri peTiHjie KapacThpbUIabl.

Documents used as a transit declaration, for example, a transport (transportation) document, is the main document,
while other documents are considered as its inalienable part.

Education

«Bomamak» Garzapiamacsl 60ii-
BIHILIA OKYFa TYCep/ie KaH/1ai Ky-
JKATTAP/IbI AJIBI KeJTy Kepek?

What documents should be
brought when entering the Bo-
lashak program?

1. CTHNeHIMATTEIH KeKe OachiH KyomaHAbIpaThiH KykKat. 2. JKymbic Oepyiui aThiHaH OKy/TarblibMAaMagaH oTy
IAPThIHA KOJI KOSITBIH alaMHBIH OKIJIETTIrH KyJIaHABIPaThiH KyskarTap. 3. CTHICHAMATTHIH aybUIABIK €I MeKeH-
Jiepiie TYPAKTHI TYPFBUTHIKTHI JKEpi Typajibl MTiMeTTep.

1. A document verifying the identity of the scholarship holder. 2. Documents certifying the authority of the person
signing the studying/internship agreement on behalf of the employer. 3. Infromation on the permanent place of
residence of the scholarship holder in rural settlements.

Employment and job
placement

«bBacray BusHec» OHJIaiiH KypChl-
HBIH Y3aKTHIFbI KaHIIa KyH 6071a-
THIHBIH CHIIATTAHBI3.

Describe how many days the on-
line course "Bastau Business"
will last.

Oky 14 KyHTi30e/1iK KyHHEH acriaiiibl.

Training lasts no more than 14 calendar days.

Family

AJIMMEHT Teiey pacimi Typaibl
aifThI OepiHi3.

Tell about the procedure for pay-
ing alimony.

AJIMMeHT Teliey pacimi — Oy aTa-aHaJapiiblH OalaHbl acklpan-O0aryFa apHa/IFaH TelleM/ep OoiibiHIIA MiHAETTeMe-
JiepiH OpbiHayra GailIaHbICThI IPOLIECC. Byl eH Kon Tapasiran alMMeHT Karaiibl petinae Genrii.

The alimony payment procedure is a process related to the fulfillment by parents of their child-support obligations.
This is known as the most common case of alimony.

Financial literacy

AXKO-HbIH KaChLT KAPKbIHBI J1a-
MBITY GOMBIHIIA KYPri3reH Ky-
MBICTapbIHA HeJlep KaTa/bl?
What is the work of the AIFC
on the development of green fi-
nance?

AXKO skachil KapKblHbI 1aMbITY YIUIiH QI€yeTTi SMHTEHTTepre, HHBECTOPIAPFa oHEe HAPBIK OHbIHIIbUIAPbIHA
AJIFalIKbl KOMEK KOpCeTCﬂi.

The AIFC provides first aid to potential issuers, investors and market players for the development of green finance.

Healthcare

Emxanara Kasaii xa3pinyra 60sa-
17

How can you make an appoint-
ment at the hospital?

Kexke onaiiH-cepBUCTi TaiilaNaHbill HeMece eMXaHaHbIH Tipkey GestiMine KyTiHim, nopirepain KaGbuiiaybiHa
JKasblIyFa OOIabL.

You can make an appointment with a doctor using a personal online service or by contacting the registry office of
the hospital.

ID card, passport, and
registration

JKom kypy KyXKaTblH ajly YIIiH
KaHjgail KyxattapabiH Gipeyin
KepceTy KakeT?

What documents do you need
to show to obrain a travel doc-
ument?

JKon xypy KyKaThlH aly YIIiH KaXeTTi KyKaTTapbiH OipeyiH KepceTy KakxeT: Tyy Typasbl akT %ka30achl, TYy
TypaTbl KyaJIiK, a3aMaTThIFbl KOK a/IaMHBIH KYaJTiri, meTesik nacrnopt, GOCKbIH Kyartiri.

To obtain a travel document, it is necessary to show one of the necessary documents: a birth certificate record, a
birth certificate, a certificate of absence of citizenship, a foreign passport, a refugee certificate.

Table 15: Example of created instructions on GovSet.
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Category

Instruction

Output

Industry

JKeHin OHEepKACINTIH KypambiH-
Ja Kamjail KOCAJIKpl cajiajiap
Gap?

What sub-industries are part of
the light industry?

JKewnin enepkacin 20-1aH acTaM KOCAIKBI Cala/apabl KAMTHIIbI, 1P TOKBIMA, TiriH KoHe ObUIFaphl, Tepi, asK KuiM
eHtipicTepi.

Light industry includes more than 20 sub-industries, these are textile, sewing and leather, shoe industries.

Legal assistance

Baﬂﬂﬂapﬂ”ﬂ UHTEPHETTE KOIl
YaKBIT OTKi3Yyi pac ma?

Is it true that children spend a lot
of time on the internet?

Wo, Gamanap MeH KacecripiMaep HHTEPHETTe KO yaKbIT OTKi3e/i.

Yes, children and teenagers spend a lot of time on the internet.

Licensing and accredita-
tion

OYeCKOMNBIK aH aylayFa Kyalik-
Ti any yulH KaHmai Kyxarrap
Kaxer?

What documents are needed to
obtain a certificate for amateur
hunting?

Keueci KyaTTap yChIHBUIYBI THIC: JKeKe KyaliK, exmuemMi 3x4cm dorocypert (3 1aHa), aHIIBLIBIK MUHUMYM KYPChIH
asikray ceprucukatel, 2 AEK memepinie MeMeKeTTiK Gakibl Tosey Typaibl TYOipTeKTiH Kemipmeci.

The following documents must be submitted: an identity card, a 3x4cm photo (3 pieces), a certificate of completion
of the hunting minimum course, a copy of the receipt for payment of the state duty in the amount of 2 MCIL.

Military registration

2023 xburbl 16 Kapamagan 6a-
CTaIl 9CKEepH ecerlke aly Karnjia-
NapbiHa KaHdaii esrepictep eH-
rizinmi?

What changes have been made to
the rules of military registration
since November 16, 2023?

2023 butrbl 16 Kapamaaan 6actan 6eiGiT yakbiTTa Tipkey Typasibl KyolnikTep Gepy TOKTaTBUIIbI, ajl 9CKepH OneT-
Tep ACKePH KbI3METTIH He KYKBbIK KOPFay, apHayJibl MEMJICKETTIK OpraHjapiia Kbi3MeTTiH OeriieHreH Mep3iMiHeH
OTKEH aZlamMjiapra FaHa Oepinei.

Since November 16, 2023, the issuance of certificates of registration in peacetime has been suspended, and military
tickets are issued only to persons who have passed the established period of military service or service in law
enforcement, special state bodies.

Obtaining citizenship

KazakcrauusiH JKOO-ga  oku-
TBIH STHUKQIBIK Ka3aKrap asa-
MATTBIKThl JKEHULIETIIreH Tap-
TinTe anaael Ma?

W, KazakcranneiH JKOO-a OKUTBIH STHUKAJIBIK Ka3aKTap a3aMaTThIKThl XKEHIIIETIINeH TopTiNTe anajipl.

Population

2023 kel Kaszakcranma Kait
STHUKAJIBIK TOIT XaJIbl IH KeIl
Gertirin Kypab?

Do ethnic Kazakhs studying at
universities in Kazakhstan re-
ceive citizenship in a simplified
prodecure?

2023 KbUIIBIH MaTIMETTEp OOibIHINIA, Ka3aKTap XaIbIKThiH KoM Gertirin Kypaitas (70,6%).

Yes, ethnic Kazakhs studying at universities in Kazakhstan receive citizenship in a simplified prodecure.

Real estate

Komernetke ToIMaraH aJIaMHbIH
03 MYJIKIH GacKapa ajiysl IIbIH-
JIBIK 1127

Is it true that a minor can manage
his/her property?

JKoK, kaMeNeTKe TolMaFaH rmaTep ueci 18 xkacka Tonranra fieitin o3 GeTiHle MyJKiH 6acKapa anMaii/bl.

No, a minor apartment owner cannot independently manage his/her property until he/she reaches the age of 18.

Religion

KazakcTaH XalKBIHBIH Herisri
Geutiri Kaujail xinzepai ycraHa-
Ie1?

What religions do the majority
of the population of Kazakhstan
practice?

Enimizzie XalbIKThIH Herisri Geniri CyHHMTTIK MCNaM/Ibl YCTaHATHIH MYCBHUIMAHJIAP JKQHE OPBIC MPAaBOCJIABTHIK,
XPHCTHAH/IBIKTH YCTaHYIIbIIAP Gobin Gormine.

In the country, the majority of the population is divided into Muslims professing Sunni Islam and adherents of
Russian Orthodox Christianity.

Special services

MemleKeTTiK opraHjia Khi3MeT-
Ti alTy/[aFbl KAKETTi Ky KaTTapiibl
TYCiHZPIHi3.

List the necessary documents in

receiving a service in a state
body.

JKexke GacTl KyanaHIBIPaTIH, TYPAKThI TYPFBUILIKTHI jKepi OOHbIHIIA TiPKeIreHiH pacTaliThIH KyKaTTap, Myre/eK-
Tiri Typasibl %oHe THICTi MEMJIEKeTTIK aKNapaTThIK KyiielepleH MaTiMeTTep KakeT. ATanrad Kyxarrap Meme-
KETTiK KOPHOPALHSHBIH kJHE KYMBbICTICH KaMTy OeosiMuaepinin Gonmiminesepi apkbiibl LK -MeH KyanaHabpbiraH
DJIEKTPOH/IBIK KYKATTap HbICAHBIH/A aJIbIHA/IbI.

Documents confirming registration at the place of permanent residence, disability information and information
from the relevant state data systems are required. These documents are obtained through the divisions of the State
Corporation and Employment Departments in the form of electronic documents certified by e-signature.

Taxes and fines

Eqonaq kyiiecinme metenmik
TYPUCTEpPH Kely Mep3imMiepin
caKTay yIIiH KaHJail Kypaj ychi-
HBLTA[BI?

What tool is offered in the
Eqonaq system to comply with
the deadlines for the arrival of for-
eign tourists?

Illerennik TypucTepain Keiay mepsimiepin cakray yumin Eqonaq skeke kaGubeTiniH GacTbl GeTiHae Keli-KOH
AHBIKTAMAJIBIF Bl Y CBIHBUIFaH.

To comply with the deadlines for the arrival of foreign tourists, a migration guide is provided on the main page of
the Eqonaq personal account.

Travel, living abroad,
and emigration

Kaszakcran Pecrny6imkachiHbig
a3am1 BIHAH LIBIFY YIIIH Ta-
JIaTl eTieTiH Herisri mapTTapasl
TYCIHIIpiHi3.

Explain the basic conditions re-
quired to renounce citizenship of
the Republic of Kazakhstan.

Kasakcran PecryGauKachiHbIH a3aMTTHIFBIHAH IBIFY YIIIH HETi3ri IapTTap: a3aMaTThiH MEMJIEKET a/lIbIH/Ia aTKa-
pblIMaral MiHJ_lC'ITCpi, KbUIMbICTBIK mayankepmiuikke TapThUIMAYBl, JKIHE a3aMATTBIKTAH LIbIFY/IbIH MEMJICKET TiK
Kayincisgik mMyazenepiHe Kaifmbl kenameyi Tic. Erep ochl maprtrapaei 6ipi 6y3biica, a3aMaTTBIKTaH LIBIFYFa
oTiHi KaObU1IaHOa1bI.

The main conditions for renouncing the citizenship of the Republic of Kazakhstan are: unfulfilled duties of a citizen
to the state, non-involvement in criminal liability, and non-renouncing citizenship should not contradict the interests
of State Security. If one of these conditions is violated, the application for renunciation of citizenship will not be
accepted.

Table 16: Example of created instructions on GovSet.
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Arts and Entertainment

Ka3l\K KOMITO3UTOPBI MEH 3THO-
my3bikanTsl Exin Ceiiixany st
KycaitbIHOBTHIH KaH/1aii aTKaphi-
JIBIMIBL eHOeKTepi Oap ekeHiH
TYCiHZIPiHi3.

Explain what are the works of
the Kazakh composer and eth-
nomusician Edil Seilkhanuly Ku-
sainov.

Eain Ceitinxanyst KycaiibiioB — «KoOb3» KadeapachiHBIH OKBITYIIBICH, TYPJIi aHCAMOJTbep MEH OpKecTpepre
apHAJIFaH MY3bIKAJIBIK LIbFapMasiapIblH, coHtai-ak «Kekbepi-Kyirrerin» Ganerinin, «Kypak kepre», «Kemin» ku-
HO(HIBMIEPIHIH MYy 3bIKaChIHBIH aBTOPL. Ol «Antaii-TapGaraTaii OHipiHiH CBIGBI3FBI KYiiiepi» KiTaGbIHbIH aBTOPBI,
Kasakcran Pecriy6mikaceinbii Moienner Kaitpatkepi aTaHFaH.

Edil Seilkhanuly Kusainov is an instructor at the "Kobyz" Department, the author of musical compositions for
various ensembles and orchestras, as well as music for the "Kokbori-Kultegin" ballet, and the "Kurak Korpe",
"Kelin" movies. He is the author of the book "Altai-Tarbagatai onirinin sybyzgy kuileri" (Sybyzgy Kuys of the
Altai-Tarbagatai region), and a cultural figure of the Republic of Kazakhstan.

Business and Industry

KasakThlH KeH WHXKeHepi MeH
Oypbiurbl TynKaparad ayaaHbi-
HbIH oKimi Omimram Hypkany-
bl KarmyoBThIH KBI3MET KOMbIH
CHUMNATTAHBI3.

Describe the career path of the
Kazakh mining engineer and for-
mer Akim of Tupkaragan district
Alimgali Nurzhanuly Kapuov.

Onimramu Hypkanynsl KarmyoB — keH nHkeHepi, Oypbisrbl TynkaparaH ayiaHbHbIH oKimi. 1948 xbuibr Popt-
IleBuenko Kamachiiaa Tyran. Kas[ITH-gi 1972 sxbutsl Oitipren. 1972-2005 skpuigapbl 9pTypii KbI3METTEp
arkapran: JKeribaii, «EMOimyHaii» kapbepinje, «MaHrbicTay yiyTac» eHAipicTik Gipiecririnie, «MaHFBIIILIAK
aybUTKYpbUTBIC-12» Tpecine, «MaHrbiCTayMyHaiKyphiIbic» Tpecinje, «O3en» (upMackiHia xoHe Tarbl Gacka
opbiHapia KbizmerTte GosraH. 2006 xbuitan Gacran «KyObip» KIIC-HiH qupeKTophl. «O3¢eH MyHaii KeH OpHbIHA
40 xbu1», «Kasakcran myHaiibiHa 100 xbuU1» GesrinepiHin nerepi.

Alimgali Nurzhanuly Kapuov - mining engineer, former Akim of Tupkaragan district. He was born in 1948 in
Fort Shevchenko. He graduated from KazPTI in 1972. In 1972-2005, he worked on various positions: in Zhetybai,
Embimunay quarry, Mangistau Ulutas Production Association, Mangyshlak auylkurylys-12 trust, Mangistaumu-
naykurylys trust, Ozen firm and others. Since 2006, he has been the director of Kubyr LLP. He is the recipient of
badges like "40 years of Uzen oil field", "100 years of Kazakhstan oil".

Culinary and Food

Kas3akTelH ~ YJTTBIK ~ Tarambl
TOCTIiKTi JaiiblHlay KaflaMIaphiH
cumarrarn Gepinis.

Describe the preparation steps of
the Kazakh national dish tostik
(brisket).

TocTiKTi HaiibiH/IAy YILiH aJIbIMEH KOMIBIH TOC eTiH KyHKachIMeH Gipre abil, ekire Gesieti. OHbl iCTIKKe IIAHIIBIII,
ceKceyi morbiHa KakTaiinel. Keitin TecTikTi TepiciMen Gipre yitiTin, Ty31aiinsl. BipHeme kyH Goiibl KYH THTi30ei
KenTipesi, Ty3 CiHreHHeH KeiiH 0TKa KaKTarn micipesi.

To prepare tostik, first take the lamb brisket with the skin and cut it in half. Poke it with a skewer and fry it on saxaul
coal. Then singe the brisket together with the skin and salt it. It has to dry for several days with no sun exposure,
and after the salt is absorbed, cook it on fire.

Cultural Institutions

Kasakcraumarer Otblpap pyxa-
HUSATH MypaKaii-KiTanxaHachbiHa
CHI'CH KOHE 3aMaH Ki'l'all'l'apbl Ka-
Jaif JKacajFaHbIH TYCIHIipiHi3.
Explain how ancient books,
which are included in the
Museum-Library of Otrar spir-
ituality in Kazakhstan, were
created.

Kene 3amaH KiTantapbl KOJIMEH KaybIPChIH KallaMMeH ska3buibill, Tapas emikicinin Tepicine tycipinaren. Tepinep
KaTTarl, Ty¥iere THeN TachiMaJlIaHFaH, piNTep OImmeii, Ky3/ereH Kblllapra KeTil TypraH.

Ancient books were written by hand with a quill pen and drawn on the skin of a Taraz goat. When the skins got
hard, they were loaded on camels, the letters were not erased, they stayed for hundreds of years.

Culture and Traditions

Kazak  XankpiHBIH -~ 300MOph-
THIK OI0-OPHEKTEpi MeH oJap
OeitHeneTiH 9MeMEHTTeP/
CHUINATTAHBI3.

Describe the zoomorphic orna-
ments of the Kazakh people and
the elements they represent.

KasakTsiH 300MOPTHIK OI0-0pHEKTepi KaHyapiap aiemin Oeiinesneiini. OmappiH ilniHAeri eH KeH TaparaHsl —
My#i3aepai GeitHeney. Myifis Topiszi Joraibl «KOIIKAP MYifi3», «MYii3», «KOC MYifi3», «CBHIHBIK MYiii3» Topisai
opHekTep Ke3ece/i. COHbIMEH KaTap, «Tyiie MOHbIH», «KyC KaHaTbl», «Ka3 MOHHBI» CHAKTHI KaHyapJIap/biH 6acka
J1a JileHe My1ieliepi OeitHesieHesi. Byt epHekTep yii 3aTTapbiH, xkunha3 OeH Kapy-kapak OyilbIMIapblH CoHei .
Kazakh zoomorphic ornaments represent the animal world. The most common of them is the depiction of horns.
There are horn-shaped arched patterns such as "koshkar muyiz" (ram’s horn), "muyiz" (horn), "kos muyiz" (double
horn), "synyk muyiz" (broken horn). In addition, other body parts of animals are depicted, such as "tuye moiyn"
(camel neck),"kus kanaty" (bird wing),"kaz moiny" (goose neck). These patterns adorn household items, furniture
and weapons.

Education and Academia

KazakcTaH TinTaHyIIBI FaTbIMbl
blckakos Axmemm blckakyJibi-
HBIH Ka3aK, TilliH JaMbITy1arbl
YJIECiH TYCIHipiHi3.

Explain the contribution of
Kazakh  linguist ~ Akhmedi
Iskakov to the development of
the Kazakh language.

blckaxkor Axmeau blckaky bl Ka3ak, TilTaHybIHBIH TapUXBl MCH TPAMMATHKACHI, JIEKCHKA KOHE OKBITY METOIMKACH
caJlaChIH/arbl 3epTTeysepiMeH TaHbiMa Gosbl. O «Kasak TimiHiH co3tiri» MeH «AGail iblFapMaiapblHbIH O3 »
CHSIKTBI LIbFapMasapbl KYpPacThIPbIN, «Abail Timi ce3airin» (1968) 6ackapapl. 200-1eH acTaM FhUILIMH €HOEKTiH
ABTOPBI.

Iskakov Akhmedi Iskakuly became famous for his research in the field of history and grammar of Kazakh linguistics,
vocabulary and teaching methods. He wrote such works as the "Dictionary of the Kazakh language" and the
"Dictionary of Abai’s works", and headed the writing of the "Dictionary of the Abai language" (1968). He is the
author of more than 200 scientific papers.

Health and Medicine

KazakcTanaplk
MeIMLIUHA FBUIBIMIAPbIHBIH
noktophl  A6nonae  Ilosi-
Oait  HypraselyJIbIHBIH ~ KaCiOu
JKETICTIKTEpiH CHITATTaHbI3.
Describe  the  professional
achievements of the Kazakh
surgeon and Doctor of Medical
Sciences Abdollayev Shadibay
Nurgazyuly.

XHpYpr  TeH

Aobnonnaes MoniGait HyprassyJibl XMpYpr, MEIMIMHA FBUIbIMIAPHIHBIH JOKTOPHI %aHe npodeccop. On Kazak
KCP-inin endek cinipres aopirepi aTarbit ajiibl. ByJ1 FaIbIMHBIH HETi3r1 FHUIBIMU-3ePTTEYIICPi JKe/Ie) XMPYPrUsSHbIH
MaceieniepiHe GarbITTalIFaH, acipece, epTe Ke3eHJIeTi pesanapoToMus KaHe KYKTi aiie/iepre XUpyprusibik KOMeK
Kopcery.

Abdollayev Shadibay Nurgazyuly is a surgeon, Doctor of Medical Sciences and professor. He received the title of
honored doctor of the Kazakh SSR. The main research of this scientist is focused on the problems of emergency
surgery, especially relaparotomy at an early stage and surgical care for pregnant women.

Historical Figures

Kazak kyiimii-komnosutopst Ma-
xamber BekeiixaHoroiH Kasa-
KCTaH MY3bIKAJIBIK MOJICHHETiHE
KOCKQH YJIeCiH TYCIHAIpiHi3.
Explain the contribution of
the Kazakh kuishi-composer
Makhambet Bukeikhanov to the
musical culture of Kazakhstan.

Maxambet BekeiixaHoB Ka3ak KyilIepin &a3gsipyisl, kommosutop. On Kypmanrasel, [oyneTkepeii, Omikeit cu-
SAKThI KYJIIiIepain MypachiH 013/1iH 3aMaHFa KeTKisil, o3i je Kyii mbraprad. 1933 KbUIbl CTYIEHTTEPIIH XaJIbIK
acnanTaphl OPKECTPiH YibIMIACTBIPBIN, Y/ITTBIK My3bIKa aCTIANTapbiH KETiMIpy YIIiH medepXaHaia KyMbIC icTei.
OHbIH eHOeri apKblIbl KOITereH Ka3ak Kyilepi 3aMaHbIMbI3Fa KeTTi.

Makhambet Bokeikhanov is a composer of Kazakh kuis. He brought the legacy of such kui performers as
Kurmangazy, Dauletkerey, Alikey to our time and wrote kui himself. In 1933 he organized a student orchestra of
folk instruments and worked in a workshop to improve national musical instruments. Thanks to his work, many
Kazakh kuis have reached our time.

Table 17: Example of created instructions on CultSet.
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History and Archaeol-
ogy

Kasak xankpiHbiH AnaH Taiina-
CBIHBIH TAPHXH MEKEH/IereH kep-
JIepiH CHIATTAHbI3.

Describe the historical habitats of
the Albanian tribe of the Kazakh
people.

Kasak xankpimbiy AnGan taiinacer nerizinen XKericy euipinze, acipece Kasipri Anvater 06/bichiHbH Keren Men
HapsiHkou ayaniapbinga Mekerjeret. Ouap Lie e3eHiHiH con karbiHaa, KpIpFbi3 ekapacbiHa JeifiHri alMakTa
skoHe Bepneprii Men JKapkeHT yesnepinze morsipnanran. Byn aiimak Ine AnataybiHbiH GMiK jKoTanapbiHa AediHTi
KepIepli KaMTHIbL.

The Albanian tribe of the Kazakh people lived mainly in the Zhetysu region, especially in the Kegen and Narynkol
districts of the modern Almaty region. They were concentrated on the left side of the Ili River, in the region up to
the Kyrgyz border and in the Verny and Zharkent counties. This region covers lands up to the high ridges of the
Trans-Ili Alatau.

Literature and Writing

Kazak akpiHbl ADaiiiblH Kaszak
KOFaMBIH/IaFbl Tepic IMUFbUIAP-
bl Kalail ChbIHFA aJfaHblH CH-
naTTaHbl3.

Describe how the Kazakh poet
Abai criticized the negative as-
pects of Kazakh society.

AGaii Ka3aK KOFaMBIHIAFbl 9iNETCI3/1iK, MAPAKOPIBIK, apAM3aJIbIK KOHE EPIHIICKTIK CHAKTHI TEPiC KbUIBIKTAPIBL
auIblK chiHFa anajbl. O XaIbIKTHIH Oip-OipiH aH/IbIN, YPIIBIK Kacarl, MibiH KeJliciMre xkeTe aJIMaiiThIHBIHA Ha3ap
ayaapa/ibl. AKbIH OHep, JIeOHeT jKoHE FhUIBIMFA KOHLT Goril, KoFaMIbIK, TopOuere 6aca MoH Gepesti.

Abai openly criticizes such wrongdoings in Kazakh society as injustice, bribery, dishonesty and laziness. He draws
attention to the fact that the people follow each other, steal and do not reach a true agreement. The poet pays
attention to art, literature and science, and pays special attention to public education.

Media and Communica-
tion

T'ynvupa OniGekkpizbl Kapake-
30BaHBIH  Ka3ak —KypHATMCTH-
Ka CaJachIHJAFbl KeTiCTIKTepiH
TYCiHZIPIHi3.

Explain the achievements of Gul-
mira Alibekkyzy Karakozova in
the field of Kazakh journalism.

T'ynvupa Kapakesosa - Taxipubeni skypHamict. On «BosppainenHsle umMeHa» (1997) apHaiibl penopraxiapsl Tor-
TamachibH, «[Taputer» (2002-2004) TenexodachHbH kaHe « Kynms3ast Acrana» (2005 KbU1gaH) paaHoK0Gack-
HbIH aBTOPbL. 2004 KbUIIaH GacTan «AcTaHa» pajguochiH Gackapabl. «MajieHueT KaiipaTkepi» KypMer Oericiven
(2006) #xone «Actana» Meaniven (2008) MapanmaTTanraH.

Gulmira Karakozova is an experienced journalist. She is the author of a series of special reports "Returning names"
(1997), the TV project "The Parity" (2002-2004) and the Radio Project "Starry Astana" (since 2005). Since 2004,
she has been leading Astana radio. She was awarded the Badge of Honor "Madeniyet kairatkeri" (2006) and the
medal "Astana" (2008).

Miscellaneous

KasakcTan 3aHrepi MeH eHOek
cinipren mpokypopsr  KaGaon-
na JlocGanaysbl TenereHOBThIH
OMipiH/eri MaHbI3[bl KbI3MET-
'I'CP,Lli CUIIaTTaHbI3.

Describe the most important
job positions in the life of the
lawyer and honored prosecutor
of Kazakhstan Kabdulla Dosbal-
auly Tulegenov.

Ka6gomna JocGanaysl Tenerenos 1952 bl TyFan. On 1975 sxbiibl TalkeHT MeMJIEKETTiK YHUBEPCHTETiHiH 3aH
akysbTerin Gitipren. 9p KbUIIapaa Typii KHI3METTEpI aTKapraH, COHbIH iminae IbMKeHT, AMaThl 0GIbICTa-
poiHbIH 11pokypopet, KP Kayirnciszik keHeciHiH XaTIIbUIbFbI MEHIepyIIiciHiH opeiHOacapsl kaHe Gackanapsl. 2008
sbuiaan 6epi IIsrpic Kaszakcran oGabichbiH mpokypophl. O «Kypmer» opaeHiMen koHe 6acka MeasbiapMeH
mapanarTaifaH.

Kabdolla Dosbalauly Tolegenov was born in 1952. He graduated from the faculty of law of Tashkent State University
in 1975. Over the years, he held various positions, including prosecutor of Shymkent, Almaty regions, deputy head
of the Secretariat of the Security Council of the Republic of Kazakhstan and others. He is the prosecutor of the East
Kazakhstan region since 2008. He was awarded the Order "Kurmet" and other medals.

Nature and Environment

Kazakcranparel  Keucait  kei-
JNIepiHiH yITTHIK TaGUFM NapKiH-
Jie Ke3JleceTiH epeKiie eciMiK-
Tep/li CMIaTTaHkbi3.

Describe the unique plants found
in the Kolsai Lakes National Nat-
ural Park in Kazakhstan.

Kenncaii kenjepiHiH ayJaHbIHIa epekilie CUpek Ke3jleceTiH ecimaikTepeH opik, Lie 6apbapuci, jonana, Anboept
KypTKamamb 6ap. Ayaan 9KOJOTHSANBIK TYPFbIIaH Ta3a KkoHe kabaitb ocimaiktepre Gaii. Byn ecimaikrepain koGi
JIapiJliK KacHeTKe He.

In the area of Kolsai lakes, especially rare plants can be found - apricot, Ili barbaris, hawthorn, Iris albertii. The area
is ecologically clean and rich in wild plants. Many of these plants have medicinal properties.

Politics

KaszakcTanaplk  Koram  Kaiipar-
kepi Hypman JKbUIKpimeBTiH
oMipOasH/IbIK (hakTizepin cypeT-
TEHI3.

Describe the biographical facts of
the Kazakh public figure Nurlan
Zhylkyshiev.

Hypnan Kbuikpimmes 1953 sxbutbl 3 Mmambipaa Tapas Kanackiga Tyrad. On IIIBIMKEHT reiarorukanblk HHCTHTY-
THIH QHe AJIMATHI ayblJl IAPYALIbLIBIFBl HHCTUTYThIH OiTipreH. 1998 xkbimbl AKII-ThIH THIHBIK MYXUTbI JKaFanaybl
yHuBepcuteTine punocodus JOKTOpsI mopekecin Koprarad. KaGbuanGex arpomapan KOMIaHHACBHBIH Gac 1u-
PeKTOPBI GOJIBII KbI3MeT aTKapraH xkaHe 2004 jbUIIaH napJaMeHTTiH Maxiic aemytarsl. Ol 9pTypIii Mapanarrapra
ue GonraH, COHBIH intinje *ThiH koHe ThHaiFaH kepiepai urepyain 50 Kpubrsl’ Tecoenrici.

Nurlan Zhylkyshiev was born on May 3, 1953 in Taraz. He graduated from the Shymkent Pedagogical Institute
and the Almaty Agricultural Institute. In 1998, he defended his doctorate in philosophy at the University of the
Pacific coast of the United States. He worked as the head director of the agro-processing company Kabylanbek and
since 2004 has been a deputy of the Mazhilis of the Parliament. He has received various awards, including the "50th
anniversary of the development of Virgin and fallow lands" badge.

Sciences and Humanities

Enin Eproxaynsl EproxnHHBIH
xumus canaceiia  Kasakcran-
HBIH  MEMJIEKETTIK  CBINJIBIFbIH
ayFaHbl pac ma?

Is it true that Edil Yergozhauly
Yerhozhin received the State
prize of Kazakhstan in the field
of chemistry?

Wa, Enin Eproxayisl EproKUH XMMUS FRUIBIMBIHBIH JJOKTOPBI, podeccop, Ka3zakcTaHHBIH MEMJICKETTIK ChIAIBHbI-
HBIH Herepi.

Yes, Edil Yergozhauly Yergozhin is a doctor of chemical sciences, professor, winner of the State prize of Kazakhstan.

Sports and Recreation

Kazakcraumpik — naysprudrep-
napamuvnuanuibl - Jlapug  [er-
TApeB 2020 KBUITBL  Kasrbl
IMapaymmvnuana — oifbiHAApbIHIA
KaHfaif KeTicTikTepre keTTi?

What did Kazakhstani
powerlifter-paralympian David
Degtyarev achieve at the 2020
Summer Paralympic Games?

Kasak nayspmidrepi dasua Jertsapes 2020 xbutrsl xa3rbl [Tapanumnnaia oiibiHAapbiHAA 54 Kr JediHri caiMak
Jlopesxecine kapbicka Katbichim, 170 kr, 172 kr xkoHe 174 Kr canMakTap/ibl KeTepy apKbUlbl alIThIH MeJallb Herepi
aTaHIbI.

Kazakh powerlifter David Degtyarev competed at the 2020 Summer Paralympic Games in the weight category up to
54 kg and became the holder of a gold medal by lifting weights 170 kg, 172 kg and 174 kg.

Transportation and In-
frastructure

Kasakcrangarsr AKtay Xanbika-
PaIbK,  OYyeKaibIHBIH TapUXbIH
KBICKAIIIA CHTTATTaHbI3.

Briefly describe the history of
Aktau International Airport in
Kazakhstan.

Akray XansKapaiblK Qyeskaiibl 1983 KbUTbl AllIbUIFaH KOHE KOITEreH ipi KK THEHTIH oye KeMeJIepiH KaObligayra
skababikTasFaH. 1996 KbUlbl aKIIMOHEPIIK KOFaM peTinje Kypbiigbl. 2007 xKbiIbl XKaHA KOJAyIIbUIAP TePMUHAIBIH
cany mMeH Gackapyra kericim xkacanael. 2009 KbUTbl KaHa TepMHHAN Maiiiananyra Gepinmi, on carateiHa 450
JKOJIAYIIIbIFA KBI3MET KopceTeli. dyexkaii kaurbipTyiap Hotkecinge TMJL enjiepi apachinia y3/1iK dyekail atarbiH
angpl.

Aktau International Airport was opened in 1983 and is equipped to receive many large cargo aircraft. It was
established in 1996 as a joint stock company. In 2007, an agreement was signed for the construction and management
of a new passenger terminal. In 2009, a new terminal was put into operation, serving 450 passengers per hour. As a
result of the modernization, the airport received the title of the best airport among the CIS countries.

Table 18: Example of created instructions on CultSet.
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K Inner-annotator agreement

K.1 Inner-Annotator Agreement for Preliminary Study
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Figure 7: Inner annotator agreement across annotators for correctness, completeness, and fluency, measured using

Pearson correlation.
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K.2 Inner-Annotator Agreement for Generation Evaluation

Annotatorl

0.58

Annotator2

Annotator3

Annotatorl

Figure 8: Inner-annotator agreement for generation evaluation, measured using Cohen’s Kappa.
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L MCQ Examples

Society

KepJiep YIIUiH )KYMbIC YaKbITBIHbIH Y3aKTBIFbI allTa-
ChIHA acraybl THiC:

A) 36 carattan

B) 32 carartan

C) 24 cararTan

D) 34 cararran

hours per week shall not exceed:
A) 36 hours
B) 32 hours
C) 24 hours
D) 34 hours

Question Set Kazakh English translation Correct
Answer
Dastur ThlitbiM aereH He? What is a tiyim? B
A) Kazak XaJKbIHbIH TO# pacimi A) A Kazakh wedding ceremony
B) Kasak xaJKbIHBIH TOPOHEIK KYpasbl B) A Kazakh educational tool
C) Kazak XaJKbIHBIH MY3bIKaJIBIK, KYPasbl C) A Kazakh musical instrument
D) Ka3ak XaJIKbIHBIH acriar-KypaJibl D) A Kazakh musical instrument
Dastur Benkertepep Tarambl KaHzail azamMaapra apHan gaili- | What kind of people is Belkoterer food prepared | B
bIHIAJIaIbI? for?
A) Xac ajampapra A) Young people
B) Tici Gonmaran, TaMak, keil ajMara agamaapra B) People who have no teeth and cannot eat
C) Cropriubliapra C) Athletes
D) Bana-maranapra D) Children
Constitution Koncturynus AJAM XOHE A3AMAT II Geni- What is the main idea of the Constitution’s Section C
MiHiH Heri3ri MoHi Kanzai? 11, chapter on rights of people and citizens?
A) AnamJibIH KaJip-KacHeTiH KopJay A) Insulting human dignity
B) AnampiH Kagip-KacueTiHe KOl CyFy B) Infringement on human dignity
C) AnaMibIH Kaip-KacueTiHe KOJ CYFbUIMaii bl C) Human dignity is inviolable
D) AgamMabIH Kaaip-KacHeTiH KOk D) Destruction of human dignity
Constitution Kazakcran PecrnyGnukachiHBIH 0acKapy HBICAHbI What is the form of government of the Republic of | B
KaHjai? Kazakhstan?
A) ITapmameHTTiK 6acKapy A) Parliamentary government
B) Ipe3unentrik 6ackapy B) Presidential government
C) MoHapxusiIbIK, 6acKapy C) Monarchical government
D) depepaiusiiibik 6ackapy D) Federal government
Human Rights and | KP Ilapnament Moxinici pemyrtarsl 6oy yuin | What are the requirements for becoming a deputy D
Society KOMBUTATBIH TAJIANITAp/Ibl ATAHbI3 of the Mazhilis of the Parliament of the Republic of
A) OH KbLT eHOEK OTii Kazakhstan?
B) eny sxacran acnay A) ten years of work experience
C) sxorapsl 6iiM B) not older than fifty years
D) xwubipma Gecke Toiy C) higher education
D) twenty-five years of age
Human Rights and | Omn anrel %acTaH oH ceri3 xacka jeifinri keismer- | For employees aged sixteen to eighteen, the working | A

Table 19: Examples of MCQ.
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M Example of conversational data

Kazakh

English translation

Person 1 says: Ka3akcTanJa KbUDKBIMAATBIH MYJTK aJTy jKoHE
cary Ke3iHJe 3aH/IbIK TajJanTap MaHbI3bl ol aTkapasl. By
MpoLIecC Keile y3aKKa CO3bLIybl MYMKIiH, acipece, MeHILIK
uenepi GipHeney OonFaH Kargaiaa.

Mo, ocipece, MyJiKTi Myparepiik kolIMeH
aJlFaH XKar/aiijla HeMece KOMeJIeTKe ToIMaraH 0aja uellik et-
KEeH/Ie KOCBIMILIA Ky KaTTap Tajar eTiiesi.

Person 1 says: KazakcTangarbl )KbUDKBIMAATBIH MYJIKTIH ca-
THIN ajTy-caTy YpAici ete MaHp3aAbl Oosbin Tabbutansl. Ci3
Ginecis Ge, koMeeTKe TolIMaraH OalaHbIH MYJIKiH caTy YIIiH
KaHJail KysKarTap Kaxer?

"

Gemma’s response: "...Komesnetke TolIMaraH OaaHbH MYJI-
KiH caTy YIIiH aTa-aHaChIHBIH HeMece OJapbIH OPbIHOACAPBI-
HBIH KOJI KOIOBIMEH JKaCaJlFaH OTiHilll, GallaHbH TYY Typasbl
KYOJIiri, MyJIKTiH CaThil aay-caTy Typajbl KykaTTap, MyJliK-
TiH KYKBIKTBIK, MOPTEOECiH aHBIK TAUTBIH KYXKaTTap KaxeT."

Person 1 says: In Kazakhstan, legal requirements play an
important role when buying and selling real estate. This pro-
cess can sometimes be prolonged, especially when there are
multiple property owners.

Yes, especially when the property is inherited
or owned by a minor, additional documents are required.

Person 1 says: The process of buying and selling real estate in
Kazakhstan is very important. Do you know what documents
are required to sell the property of a minor?

"

Gemma’s response: "..To sell the property of a minor, an
application signed by the parents or their legal representatives,
the child’s birth certificate, documents regarding the purchase
and sale of the property, and documents confirming the legal
status of the property are required.”

Table 20: Example of conversational data on GovSet.

14538



