Can MLLMs Understand the Deep Implication Behind Chinese Images?
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Abstract

As the capabilities of Multimodal Large Lan-
guage Models (MLLMs) improve, the need for
higher-order evaluation of them is increasing.
However, there is a lack of work evaluating
MLLM for higher-order perception and under-
standing of Chinese visual content. To address
this, we introduce the CII-Bench, which aims
to assess MLLMs’ such capabilities for Chi-
nese images. To ensure the authenticity of
the Chinese context, images in CII-Bench are
sourced from the Chinese Internet and man-
ually reviewed, with corresponding answers
also manually crafted. Additionally, CII-Bench
incorporates images that represent Chinese tra-
ditional culture, such as famous Chinese tra-
ditional paintings, which can deeply reflect
the model’s understanding of Chinese tradi-
tional culture. Through experiments on multi-
ple MLLMs using CII-Bench, significant find-
ings emerged. There is a large gap between
MLLMs and humans in performance. The high-
est MLLM accuracy is 64.4%, while the hu-
man average is 78.2% and the peak is 81.0%.
MLLMs perform poorly on traditional culture
images, indicating limitations in understand-
ing high-level semantics and lacking a deep
knowledge base of Chinese traditional culture.
Moreover, most models have higher accuracy
when image emotion hints are added to the
prompts. We believe CII-Bench will help
MLLMs better understand Chinese semantics
and specific images, and move forward the de-
velopment of expert artificial general intelli-
gence (AGI). Our project is publicly available
at https://cii-bench.github.io/.

1 Introduction

With the rapid advancement of artificial intel-
ligence, Multimodal Large Language Models
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Figure 1: Comparison of Chinese and English image im-
plications. Chinese images often embody richer scenes
and deeper implications with Chinese traditional culture
compared with the straightforward and explicit symbol-
ism in English images.

(MLLMs) (Liu et al., 2023b; Li et al., 2023c; Ye
et al., 2023; Tong et al., 2024) have demonstrated
exceptional performance across various domains,
including natural language processing (Chowdhary
and Chowdhary, 2020; Luo et al., 2024; Zhang
et al., 2024a) and computer vision (Lu et al., 2022;
Li et al., 2023b,a; Xu et al., 2023; Fu et al., 2023;
Cai et al., 2023; Zhang et al., 2023; Chen et al.,
2024b; Jin et al., 2024). These models are not
only capable of processing and generating text but
also excel at integrating and interpreting informa-
tion across multiple modalities, such as images,
sound, and video. However, despite the signifi-
cant progress made in tasks like image recogni-
tion and generation, a crucial research question
remains: Can these models truly understand and in-
terpret images that have deep implications? Based
on the experiments by (Liu et al., 2024b) on the En-
glish image implication understanding benchmark
II-Bench, despite MLLMs like Claude-3.5-Sonnet
achieving an impressive 80.9% accuracy, approach-
ing the human average of 90.3%, there remains a
significant gap in their higher-order perception abil-
ities, particularly in nuanced emotional understand-
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Figure 2: Composition of CII-Bench.

ing and profound meaning extraction, emphasizing
the need for more challenging benchmarks with
richer scenes and deeper implications.

In contrast to English images, Chinese images
often embody richer scenes (Xu, 2023) and deeper
implications as Figure 1 shows. For instance, Chi-
nese traditional landscape paintings not only depict
natural scenery but also convey profound philo-
sophical concepts, such as the harmony between
humans and nature, through artistic techniques like
the interplay of void and solid, the use of negative
space, and the brushwork. As the famous Chinese
poet Su Shi noted, “Poetry and painting share the
same essence, embodying both craftsmanship and
purity". The depth of Chinese images lies not only
in their aesthetic appeal but also in the underly-
ing spirit and philosophy they express. Similarly,
New Year paintings, as a significant carrier of Chi-
nese traditional culture, typically use symbolism
and implication to convey wishes for good fortune,
prosperity, and peace. Unlike the directness often
found in English imagery, Chinese images empha-
size the creation of atmosphere and subtle expres-
sion, requiring viewers to possess certain cultural
knowledge to accurately grasp their meanings. This
cultural disparity leads to significant differences in
the modes of expression and meaning conveyed
between Chinese and English images, highlighting
the need to consider cultural context when evalu-
ating the capability of MLLMs to understand the
deep implications of images.

To address this gap, we develop CII-Bench, a
benchmark designed to comprehensively test the
higher-order perception, reasoning, and understand-
ing abilities of models within a Chinese context.
This benchmark allows us to gain a clearer un-
derstanding of these models’ interpretive capaci-
ties, offering new insights into their application in
cross-cultural environments, and thus advancing
the research and development of MLLMs. As il-
lustrated in Figure 2, CII-Bench comprises 698 im-
ages and 800 multiple-choice questions spanning

six domains: Life, Art, Society, Politics, Environ-
ment, and Chinese Traditional Culture. Moreover,
to ensure diversity, CII-Bench includes six types of
images: Illustration, Meme, Poster, Single-panel
Comic, Multi-panel Comic, and Painting. By em-
ploying images of various types and from different
domains, the benchmark provides a more robust
evaluation of models’ comprehension and reason-
ing abilities. We conduct extensive experiments to
evaluate MLLMs on CII-Bench and deeply evalu-
ate the model’s grasp of Chinese traditional culture.
Our key contributions are listed as follows:

¢ We introduce CII-Bench, the first benchmark
designed to assess the understanding of im-
plications in Chinese images, which poses a
significant challenge to current MLLMs.

* We design a comprehensive evaluation metric
based on GPT-40 to evaluate Chinese tradi-
tional culture. This metric aligns more closely
with human annotations and is better suited for
evaluating Chinese traditional painting.

* Our experimental findings are as follows: (1)
There is a notable performance gap between
MLLMs and humans. Models demonstrate the
highest accuracy of 64.4%, while human accu-
racy averages at 78.2% and best at 81.0%. (2)
Closed-source models generally outperform
open-source models, but the best-performing
open-source model surpasses the top closed-
source model, with a difference of more than
3%. (3) Models perform significantly worse in
Chinese traditional culture compared to other
domains, indicating that current models still
lack sufficient understanding of Chinese cul-
ture. Further analysis shows GPT-40 only ob-
serves the surface-level information, it’s diffi-
cult to deeply interpret the complex cultural el-
ements contained in Chinese traditional paint-
ing. (4) Incorporating image emotion hints
into prompts generally improves model scores,
indicating that models struggle with emotional
understanding, leading to misinterpretation of
the implicit meanings in the images.

2 Related Work

2.1 Multimodal Large Language Models

With the rapid development of large language mod-
els (LLMs) (Aakanksha et al., 2022; Won et al.,
2022; Chiang et al., 2023; Touvron et al., 2023;
OpenAl, 2023a,b; Team, 2024; Cai et al., 2024),
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Multimodal Large Language Models (MLLMs)
have made significant improvements. Many works
incorporate additional module inputs on LLMs, ef-
fectively bridging the gap between visual and lan-
guage. BLIP-2 (Li et al., 2023c) encodes images
using ViT (Dosovitskiy et al., 2020) and employs a
Q-Former to map visual features into the language
space. LLaVA (Liu et al., 2023b,a, 2024a; Li et al.,
2024a) utilizes an MLP as the connector between
the visual encoder and the LLM backbone. Sim-
ilarly, mPLUG-OwI2 (Ye et al., 2023) employs a
modality-adaptive module to facilitate the collabo-
ration between visual and language modalities by
mapping them into a unified representation space.
Subsequent works (Wang et al., 2023; Lu et al.,
2024; Chen et al., 2024c; Young et al., 2024; Lau-
rengon et al., 2024; GLM et al., 2024; Yao et al.,
2024; Anthropic, 2024; Wang et al., 2024)further
enhance MLLMs by designing novel modules for
more sufficient modality alignment.

2.2 Image Implication Understanding

Image implication understanding represents a more
complex and challenging task than conventional
image understanding. This advanced cognitive pro-
cess necessitates multi-hop reasoning ability and
sophisticated theory of mind (ToM), capabilities
that are intrinsic to human cognition (Desai et al.,
2022; Hessel et al., 2023; Yang et al., 2024; Zhong
et al., 2024; Strachan et al., 2024; Street et al.,
2024; Horvitz et al., 2024). II-Bench (Liu et al.,
2024b) is the first benchmark specifically designed
to evaluate MLLMs in both image understanding
and reasoning through English image implication.

3 The CII-Bench
3.1 Overview of CII-Bench

We present the Chinese Image Implication Under-
standing Benchmark (CII-Bench), a novel bench-
mark designed to assess the perceptual, reasoning,
and comprehension abilities of MLLMs in the con-
text of Chinese imagery. This benchmark includes
a diverse range of visual content such as traditional
Chinese traditional artworks, comics, and Chinese
Internet memes, all rich in visual information and
cultural significance. The main goal of CII-Bench
is to evaluate whether current MLLMs can leverage
their understanding and knowledge of Chinese cul-
ture to accurately interpret the deeper implications
and abstract information within these images.
CII-Bench comprises 698 images across various

categories, with detailed classification and domain
statistics provided in Appendix A. These images
are manually collected and annotated by 30 under-
graduate students from different disciplines and in-
stitutions, sourced from several well-known image
websites. Each image is paired with 1 to 3 multiple-
choice questions, each offering six options with
only one correct answer. One fixed question asks,
“What is the implication in this image?” Additional
questions for the same image probe different levels
of understanding, such as overarching interpreta-
tion and nuanced details. The benchmark includes
800 multiple-choice questions, with 765 for the test
set and 35 for developing and validating few-shot
tasks. Figure 3 provides representative examples
from CII-Bench.

3.2 Data Curation Process
3.2.1 Data Collection

We collect 17,695 raw images from various
renowned illustration websites, ensuring a suffi-
ciently extensive raw dataset. Our collectors are
well instructed to adhere to copyright and license
regulations, avoiding data from sites prohibiting
copy and redistribution. For detailed information
on the specific websites from which we collect im-
ages, please refer to Appendix C.

3.2.2 Data Filtration

After collecting the raw images, we meticulously
design a three-stage data filtering process: In the
first stage, we focus on image deduplication. We
utilize image similarity algorithms for pixel-level
comparison to eliminate duplicates and preserve
dataset uniqueness; In the second stage, we regu-
late text prevalence in images. Optical Character
Recognition (OCR) technology identifies textual
areas and disqualifies images exceeding set text-
area ratios, maintaining a visual-centric dataset;
In the third stage, images undergo rigorous visual
inspection, discarding those without metaphorical
depth based on strict criteria. This process refines
the dataset, rejecting over 95% of initial images
and securing under 1,000 high-quality ones.

3.2.3 Data Annotation

The annotation process for the benchmark was
meticulously designed through several steps to en-
sure rigor and precision as following. The detailed
annotation protocol can be found in Appendix C.
Preparation and Consistency Check: Before
formal annotation, annotators first acquaint them-
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Life

Question: What metaphor does this
image contain?

Option:

(A) Some people pursue certain things

considering their own cir

(B) Extinguishing a candle with a
feather is an imaginative idea, satirizing
unrealistic and reckless attempts.

R

Art
Question: What does the distant island
suggest?
Option:

(A) The distant island is depicted as a symbol of
spiritual sustenance, representing a place where people
seek solace and refuge in the real world.

(B) The distant island, together with the

distant palm trees, creates an atmosphere of

harmony with nature, suggesting a harmonious

(C) Everyone has the right to pursue fashion.

(D) Extinguishing a candle with a feather is an imaginative idea;
although it failed, this kind of innovation is commendable.

(E) The repeated attempts by the person in the picture to extinguish
the candle with a feather praise the spirit of perseverance and
resilience.

(F) The unreasonable act of trying to extinguish a candle with a
feather satirizes those who act without careful consideration and
blindly try things.

between humans and the natural world.
(C) The distant island symbolizes hope and a goal,
which, although far away, is still attainabl

(D) The distant island contains specific cultural landscapes or historical sites,
symbolizing a particular cultural background or historical period, reminding people of
the importance of paying attention to and respecting history and culture.

(E) The distant island, as a landmark in the distance, symbolizes unknown territories
or new directions for exploration, encouraging people to bravely explore the

unknown.

‘modern technological elements.

(F) The distant island symbolizes challenges. a place of inner peace deep within an
individual, a place where people seek calm and recovery when facing external

Society

Question: What metaphor does this
image contain?

Option:

(A) Perseverance is an important virtue.
(B) Parents’ behavior and habits
determine the future of their children.

(C) The failure of education is due to

parents not providing enough
supervision.

(D) Piano learning should start at an early age and be persisted with,
as this is the path to success.

E) Some parents blame the failure of education on their

children, while neglecting their own responsibility.

(F) If parents do not lead by example and become role models, their

pressure and challenges.

Image Type: Illustration
Rhetoric: Symbolism
Emotion: Positive
Difficulty Level: Fasy

Image Type: Multi-panel Comic
Rhetoric: Metaphor

Emotion: Negative

Difficulty Level: Easy

Chinese Traditional Culture

Question: What metaphor does this
image contain?

Option:

(A) The desolate winter scene hints
at the character’s longing for the
arrival of spring and the revival

image contain?
Option:
(A) Symbolizes that creatures in the

of extinction.

Environment

Question: What metaphor does this

natural world are severely impacted by
human activities, even facing the threat

children’s education will inevitably fail.
Image Type: Single-panel Comic
Rhetoric: Contrast
Emotion: Negative
Difficulty Level: Easy

Politics

) Question: What metaphor does this

ﬁ‘ image contain?
| L .

(A) The individual faces a moral dilemma and
choice when confronted with a group or

higher authority.

(B) The conflict between the image of the angel

of all things.

B) Viewing the snowy landscape %
alone suggests the character’ s serene and detached attitude
towards worldly matters.

(C) Enjoying the snow alone implies the character’ s inner
loneliness and the sorrow of finding it hard to meet a kindred spirit.
(D) The act of looking up suggests that the character is in deep

(B) This image s the rapid

nature.

and the

implying that future life will be more convenient and prosperous.
(C) This image aims to promote the application of new environmental
technologies, depicting a harmonious coexistence between industry and

(D) Suggests that people have the ability to mitigate damage to the natural
environment through changes in behavior, the adoption of new

of

Option:
/‘0 dustrial
ol mausina and the soldier suggests the tension between
faith and reality, and how an individual can

5
a2 o 7
maintain their beliefs when faced with harsh realities.

(C) The image symbolizes humanity’ s pursuit of religious faith,
expressing a longing for the spiritual world.

(D) The image may satirize those who use war to intervene in

policies, making

thought. and
(E) Being alone hints at the character’ s longing for family and
homeland Earth’s surface through technology.

(F) Expresses deep concern about environmental pollution and

balance possible.
(E) Expresses humanity’s complete conquest of nature by altering the

other countries or regions, expressing a desire for peace and
concern about the consequences of war.

(E) An individual’ s fate is influenced both by external forces and by
their own choices.

(F) The bleak winter scene hints at the character’ s inner sadness.

ecological destruction, reminding viewers not to neglect the protection

and care of the natural environment while pursuing industrial

(F) Even in times of peace, the threat of war can be ever-present; and

development.

Image Type: Poster
Rhetoric: Symbolism
Emotion: Negative
Difficulty Level: Medium

Image Type: Painting
Rhetoric: Metaphor
Emotion: Positive
Difficulty Level: Hard

even in war, people may still hold onto their desire for peace.

Image Type: Illustration
Rhetoric: Metaphor, Contrast
Emotion: Negative
Difficulty Level: Hard

Figure 3: CII-Bench examples sampled from each domain. The pictures include life, art, society, Chinese traditional
culture, environment and politics. Understanding these images and completing the corresponding questions requires
strong comprehension. The original Chinese version in Appendix B.

selves with standard templates and guidelines. A
pre-annotation round on a shared image batch en-
sures uniform standard understanding, with dis-
crepancies resolved through discussion.

Multiple Rounds of Annotation and Cross-
Validation: To reduce bias, each image receives
annotations from two different annotators. Cross-
validation follows, with a third-party review for
significant discrepancies, guaranteeing accuracy.

Refinement of Annotation Content: Annota-
tors annotate each image’s difficulty, type, emo-
tional label, domain, and rhetorical devices based
on specific criteria, ensuring consistency and com-
parability. They also craft 1 to 3 refined questions
per image, each with one correct answer among five
distractor options, including the default question,
“What is the implication in this image?”

Context Analysis: During the annotation pro-
cess, annotators assess the image’s cultural and
background significance, especially for implica-
tions and rhetorical devices, consulting relevant
materials for accuracy.

Post-Annotation Review: Upon completion,

annotations undergo a thorough quality review for
any oversight, errors, or inconsistencies. Based
on the evaluation results, feedback is provided to
the annotators, with re-annotations as necessary to
maintain data quality.

3.3 Dataset Statistics

CII-Bench comprises 698 images, each accompa-
nied by 1 to 3 multiple-choice questions, totaling
800 questions. We randomly select 35 of these
questions to construct a few-shot development set
and validation set. On average, each question is ap-
proximately 11 characters long, while each option
has an average length of 28 characters. Addition-
ally, each image is supplemented with a manually
written description by the annotators, which pro-
vides a detailed explanation of the image’s content,
nuances, and the human interpretation of its deep
implication.

CII-Bench covers images across six distinct do-
mains: Life, Art, Society, Politics, Environment,
and Chinese Traditional Culture. The types of
images are diverse, including Illustration, Meme,
Poster, Single-panel Comic, Multi-panel Comic,
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and Painting. Based on human understanding,
these images are categorized into three levels of
difficulty: Easy, Medium, and Hard. Moreover,
the images are classified according to the emo-
tional information they convey: Positive, Neutral,
or Negative. Each image is also manually anno-
tated with the rhetorical devices employed, includ-
ing Metaphor, Exaggeration, Symbolism, Visual
Dislocation, Antithesis, Analogy, Personification,
and Contrast. Detailed statistical information is
provided in Appendix A.

4 Experiment

We conduct systematic experiments on both open-
source and closed-source MLLMs using CII-Bench.
For each model, we employ eight different config-
urations: None (zero-shot), 1-shot, 2-shot, 3-shot,
CoT, Domain, Emotion, and Rhetoric. “None" rep-
resents the use of a standard prompt without any ad-
ditional information. “Emotion" indicates the inclu-
sion of information related to the emotional polarity
of the image (e.g., positive, negative) in the prompt,
“Domain" involves adding information about the im-
age’s domain (e.g., life, art), and “Rhetoric" refers
to including details about the rhetorical devices
used in the image (e.g., metaphor, contrast) in the
prompt. Additionally, to verify the necessity of
images in problem-solving, we select a portion of
LLMs to complete tasks without image input. For
consistency across all MLLMs and LLMs, we use
identical prompts and experiment setup, with spe-
cific details available in Appendix D.

4.1 Baselines

MLLMs. To comprehensively evaluate CII-Bench,
we carefully select a diverse range of MLLMs, en-
compassing both open-source and closed-source
models, with the aim of covering a wide spectrum
of model characteristics and scales. These models
span parameter sizes from 7B to 100B, ensuring
that models of varying complexity and capability
are thoroughly assessed. In selecting the models,
we focus on the following key aspects: 1) model di-
versity, 2) Open-Source vs. Closed-Source models,
and 3) model parameter scaling law.

LLMs. To verify the critical role of images in
answering questions, we specifically design an ex-
periment in which some LLMs participate in the
task without any image input. The purpose of this
experiment is to assess whether these models can
accurately understand the questions and make cor-

rect choices in the absence of image information,
thereby further demonstrating the importance of
images in the comprehension and problem-solving
process. We select DeepSeek-67B, LLaMA-3-8B,
and Qwen2-7b as the LLMs used in this experi-
ment.

Evaluation. We use accuracy as the primary
evaluation metric, multi-choice format questions
and answer extraction method, which are widely
used in previous benchmarks such as Helleswag
(Zellers et al., 2019), MMMU (Yue et al., 2023),
CMMMU (Zhang et al., 2024b), MMLU (Li et al.,
2024b) and so on. Since CII-Bench is entirely com-
posed of multiple-choice questions, the evaluation
process only requires extracting the selected op-
tion from the model’s response, which simplifies
the complexity of rule design. It is important to
note that when models use chain-of-thought (CoT)
prompts, the responses may include intermediate
steps. Therefore, the evaluation rules must be suffi-
ciently robust, or the model’s output must follow
a fixed format. If the selected option cannot be
extracted from the model’s response, the model
is considered to have answered the question in-
correctly. For the detailed statistics of the model
output, please see Appendix F. For reference, we
also select three Chinese PhD students to evaluate
human performance on CII-Bench.

4.2 Main Results

In this section, we conduct a comprehensive com-
parison of the performance of various MLLMs,
LLMs, and humans on CII-Bench. Detailed results
across different domains and emotional dimensions
are presented in Table 1, while different image
types, difficulty levels, and rhetoric can be found
in Appendix E. The main experimental results and
findings are summarized as follows:

4.2.1 Natural Challenges of CII-Bench

This benchmark presents a significant challenge
for current models. Notably, despite GPT-40 being
an advanced model, its accuracy is only 54.1%, in-
dicating substantial room for improvement. This
reflects the rigorous and demanding nature of the
benchmark. Further analysis reveals that most mod-
els perform worst in the domain of Chinese tradi-
tional culture, highlighting a significant deficiency
in their understanding of Chinese cultural nuances.
It is also noteworthy that human performance in
this domain is not ideal, as questions related to
Chinese traditional culture often require deep cul-
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Model Overall | Life Art Society Politics Env. CTC | Positive Negative Neutral
(800) | (216) (123) (157) 21) (51) (130) | (220) (247) (231)
Open-source Models
Qwen-VL-Chat 343 279 347 325 45.8 552  36.5 34.0 35.1 33.6
idefics2-8b 36.3 250 463 38.1 41.7 569 329 32.8 39.1 36.4
MiniCPM-Llama3-2.5 404 36.3  45.6 37.1 50.0 51.7  40.2 432 37.0 41.3
CogVLM2-Llama3-Chinese-Chat 434 37.1 483 423 54.2 63.8 40.2 40.3 45.7 43.8
MiniCPM-v2.6 45.0 375 476 49.5 58.3 552 423 45.6 44.6 449
LLaVA-1.6-34B 46.0 40.8 55.1 42.8 45.8 62.1 43.1 44.4 48.2 45.2
LLaVA-1.6-72B 48.0 43.8 483 49.5 70.8 60.3 43.8 41.5 52.5 49.2
Qwen2-VL-7B 49.6 425 517 54.1 62.5 65.5 445 50.2 47.5 51.2
GLM-4V-9b 50.3 46.7 483 53.6 54.2 62.1 482 51.9 52.9 46.3
InternVL2-Llama3-76B 52.9 50.8 537 51.0 58.3 67.2 51.1 54.8 51.8 52.3
InternVL2-8B 53.1 492 531 55.7 62.5 63.8 504 50.6 53.3 55.1
InternVL2-40B 57.9 558 55.1 61.9 62.5 70.7  52.6 544 58.0 60.8
Qwen2-VL-72B 64.4 61.7 61.2 68.0 79.2 759 599 62.7 63.8 66.4
Closed-source Models
GPT-40 54.1 54.1 558 52.1 50.0 63.8 51.8 51.9 56.2 54.1
Claude-3.5-Sonnet 54.1 52.1 619 52.6 62.5 46.6 533 52.7 56.5 53.0
Qwen-VL-MAX 56.9 533 592 58.8 62.5 672 52.6 53.9 58.3 58.0
Gemini-1.5 Pro 60.1 60.0 63.3 62.4 70.8 62.1 51.1 54.8 65.6 59.4
GLM-4V 60.9 55.0 599 66.5 66.7 793 555 58.5 64.5 59.4
Text-Only Models
Llama-3-8B-Instruct 21.7 222 269 18.6 25.0 27.8 204 21.2 24.4 19.5
DeepSeek-67B-Chat 27.1 266 327 30.9 20.0 352 182 25.7 222 33.2
Qwen2-7B-Instruct 32.5 332 3406 30.9 35.0 40.7 28.5 33.6 30.4 33.6
Humans
Human_avg 78.2 81.0 677 82.7 87.7 84.0 659 77.9 75.2 81.6
Human_best 81.0 83.2 73.6 87.2 89.5 86.0 66.7 78.2 78.8 83.3

Table 1: Overall results of different MLLLMs, LLMs and humans on different domains and emotions. The best-
performing model in each category is in-bold, and the second best is underlined.

tural knowledge. The lack of this knowledge base
poses difficulties for both models and humans when
dealing with Chinese cultural content. In addition,
text-only models like DeepSeek-67B-Chat only get
27.1% accuracy, which shows that most of the ques-
tions in CII-Bench require image information to
be answered correctly, proving that CII-Bench is
highly dependent on visual content (Chen et al.,
2024a).

4.2.2 Gap between Humans and MLLMs

The results indicate a significant gap between
human performance and multimodal large mod-
els (MLLMs) on CII-Bench. Human participants
achieved an average accuracy of 78.2%, with the
highest accuracy reaching 81.0%. In contrast,
the best-performing closed-source model, GLM-
4V, achieved an accuracy of 60.9%, while the
top open-source model, Qwen2-VL-72B, scored
64.4%. These findings highlight the substantial dis-
parity between human abilities and even the most
advanced models in understanding image implica-
tions. The highest accuracy achieved by the models

is considerably lower than the average human score,
indicating that multimodal large models still face
significant challenges in this domain.

4.2.3 Model Performance across Different
Domains and Emotions

In terms of domain performance, our results in Ta-
ble 1 indicate that the models generally perform
better in the Environment and Politics domains,
achieving higher accuracy. Conversely, the accu-
racy is lower in the Life and Society domains, prov-
ing that everyday metaphors are generally more
difficult in the Chinese context. The lowest score
for the Chinese Traditional Culture and Art do-
mains, which shows that while the models gener-
alize well in common domains, they struggle with
the more abstract and logically demanding infor-
mation found in Chinese Traditional Culture and
Art.

From an emotional perspective, the models tend
to exhibit higher accuracy when the image implica-
tions convey negative emotions, while accuracy is
the lowest for images with positive emotions. This
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Model None CoT Domain Emotion Rhetoric
Open-source Models
Qwen-VL-Chat 34.3 34.0 32.1 35.0 33.4
idefics2-8b 36.3 333 37.5 38.6 374
MiniCPM-Llama3-2.5 40.4 35.8 41.1 39.0 34.8
CogVLM2-Llama3-Chinese-Chat 434 42.6 43.5 44.0 434
MiniCPM-v2.6 45.0 38.9 444 454 454
LLaVA-1.6-34B 46.0 44.5 46.4 47.1 454
LLaVA-1.6-72B 48.0 453 473 48.6 454
Qwen2-VL-7B 49.6 50.0 51.0 50.8 49.3
GLM-4V-9b 50.3 49.1 499 51.1 49.5
InternVL2-Llama3-76B 52.9 52.6 54.1 52.8 53.5
InternVL2-8B 53.1 47.9 53.5 56.3 53.8
InternVL2-40B 579 57.6 57.1 60.0 57.9
Qwen2-VL-72B 64.4 62.1 66.0 64.3 63.0
Closed-source Models
GPT-40 54.1 54.9 55.4 54.9 51.9
Claude-3.5-Sonnet 54.1 51.6 56.4 53.5 54.9
Qwen-VL-MAX 56.9 54.0 59.1 59.9 54.8
Gemini-1.5 Pro 60.1 54.1 59.0 57.9 55.6
GLM-4V 60.9 48.8 60.4 60.6 58.8

Table 2: Overall results of different prompts on CII-Bench. The label (Emotion, Domain, Rhetoric) means providing
corresponding information for the images in the prompt. The best-performing model in each category is in-bold,

and the second best is underlined.

discrepancy highlights that the models’ preferences
do not align with those of humans, as humans are
significantly more sensitive to positive implications.
The performance of the model is opposite to the
conclusion shown in II-Bench (Liu et al., 2024b),
reflecting the obvious difference in emotional ex-
pression in the Chinese and English contexts.

4.2.4 Analysis on different prompt skills

Analysis of Chain-of-Thought (CoT). In Table
2, we evaluate the impact of Chain-of-Thought
(CoT) prompting on model performance. The re-
sults indicate that CoT does not significantly im-
prove the accuracy of the models. In some cases,
particularly with smaller open-source models, the
accuracy even declined when CoT was used. For
example, MiniCPM-v2.6 scores 45.0% without
CoT, but this drops to 38.9% with CoT; similarly,
LLaVA-1.6-72B scores decrease from 48.0% to
45.3%.

Upon analyzing the models’ responses, we find
that those models showing a decrease in accu-
racy with CoT often suffer from overinterpreta-
tion, where questions that were initially answered
correctly are misinterpreted after CoT is applied.
Additionally, for questions that were originally an-

swered incorrectly, CoT does not lead to significant
improvements and sometimes even causes confu-
sion, such as selecting multiple options. However,
for most models, the probability of failing to ex-
tract an answer option from the response decreases
after using CoT, which explains why some models
show improved accuracy with CoT.

Analysis of Different Types and Domains. To
evaluate the impact of different label information
on model accuracy, we conduct an ablation study
by providing relevant label information (such as
emotion, domain, and rhetoric) in the prompts. The
results in Table 2 show that emotion labels sig-
nificantly improve model accuracy, followed by
domain and rhetoric labels, both of which exhibit
similar effectiveness.

This result aligns with human intuition. The an-
swer options typically include negative, positive,
and neutral choices. When the model receives emo-
tional information, it can eliminate some irrelevant
options, naturally leading to higher accuracy. In
contrast, domain and rhetoric information gener-
ally do not effectively help the model eliminate
options, resulting in more limited improvements.
Additionally, from a model training perspective,
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Model None 1-shot 2-shot 3-shot
Qwen2-VL-7B 49.6 44.1 39.3 37.5
GPT-40 54.1 51.8 49.5 49.1
Claude-3.5-Sonnet 54.1 55.4 55.3 55.4
InternVL2-40B 57.9 53.0 47.1 41.9
Gemini-1.5 Pro 60.1 57.4 55.8 55.4

Table 3: Few-shot results of different models on the CII-Bench.

Model Overall Easy Middle

Difficult

Positive Negative Neutral

GPT-40 271 3.0 3.2

2.35 2.63 3.0 2.82

Table 4: Overall result of Chinese traditional painting.

models tend to have a more mature understanding
of emotions, while specific nouns in rhetoric and
domain labels are often custom-defined. During
pre-training, the model may not have encountered
a large number of descriptions for such specific
nouns, making these labels less helpful in improv-
ing accuracy.

Analysis of Few-shot Examples. The results in
Table 3 indicate that few-shot examples do not
improve the models’ accuracy. Specifically, per-
formance declines as the number of examples in-
creases. This decline can be attributed to the mod-
els’ inferior capabilities in handling multiple im-
ages compared to single images, leading to a de-
crease in accuracy with a higher number of shots.
Furthermore, as the number of shots increases, the
input length also extends, and the models’ ability
to process long texts is inadequate, resulting in
suboptimal performance with long contexts.

4.3 Evaluation of Chinese Traditional Culture

The Chinese traditional culture category is a dis-
tinctive feature of the CII-Bench dataset, where
MLLMs consistently score the lowest. Therefore,
we need a deeper evaluation of this field to analyze
the extent to which MLLM understands Chinese
traditional culture. We chose to deeply analyze
MLLM’s understanding of Chinese traditional cul-
ture by evaluating Chinese traditional paintings.

4.3.1 Evaluation Metric

Chinese traditional painting, a cornerstone of
Chinese traditional culture, encompasses a rich
tapestry of styles and techniques developed over
millennia. These paintings are typically catego-
rized based on their subject matter (e.g., landscape
paintings, flower-and-bird paintings, figure paint-

ings, and New Year paintings) or their stylistic and
skill (e.g., court paintings, meticulous brush paint-
ings, freehand brush paintings, and color-and-ink
paintings). Each category embodies unique charac-
teristics that reflect China’s artistic evolution and
philosophical underpinnings.

To comprehensively assess MLLMs’ understand-
ing of Chinese traditional paintings, we develop
a multifaceted evaluation metric. This metric is
designed to probe both the surface-level informa-
tion readily apparent in the artwork and the deeper
culture and history that informs its creation and
interpretation. Our evaluation metric encompasses
five key perspectives: Surface-level Information,
Aesthetic Characteristics, Brush and Ink Skills,
Culture and History, and Deep Implications. For
each perspective, we give its detailed description
in Figure 12 in Appendix G.

4.3.2 LLM-based Chinese Traditional
Painting Automatic Evaluation

To evaluate Chinese traditional painting compre-
hension in MLLMs, we develop an LLM-based
evaluation standard based on evaluation metrics, as
illustrated in Appendix G. Our experiment utilize
the CTC domain data from CII-Bench, compris-
ing 130 Chinese traditional paintings. We employ
human-written descriptions and implication inter-
pretations as ground truth. We choose GPT-4o to
generate descriptions for these images, which are
subsequently scored using GPT-40 and our evalu-
ation standard. Please see the evaluation prompt
in Appendix D. To validate the model’s scoring
efficacy, we enlist three PhD students well-versed
in Chinese metaphorical imagery to independently
score the 130 paintings.

The model-human scoring consistency reached
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98%, affirming the method’s validity for assessing
Chinese traditional painting comprehension. Ta-
ble 4 presents the detailed model scores. Analysis
of these results, in conjunction with our evalua-
tion standard, reveals insights across three dimen-
sions: overall performance, difficulty levels, and
emotions. The overall score of 2.71 indicates that
while MLLM is able to observe the surface-level
information of paintings, it has a large gap with
humans in deeply interpreting the complex cultural
elements contained in Chinese traditional art. In
terms of difficulty evaluation, the model is con-
sistent with human cognition, while in terms of
emotion, the model has a higher negative score,
indicating that the model can identify negative im-
plications in paintings, such as using the past to
satirize the present, and not appreciating talents.

4.4 Error Analysis

To conduct a comprehensive error analysis of
GPT-40’s performance (under CoT setting) on CII-
Bench, we randomly select a total of 100 erroneous
samples from various domains, distributed accord-
ing to their proportions in the dataset. These sam-
ples are subjected to in-depth analysis by expert
annotators. As illustrated in Figure 4, GPT-40’s
errors can be categorized into the following types:
Information Neglect, Misunderstanding of Visual
Information, Over-Inference, Superficial Reason-
ing, and Lack of Cultural Background Knowledge.
For detailed analysis of cases, please see the Ap-
pendix J.

Misunderstanding of
Visual Information

Information

Superficial 11%
Reasoning Neglect
0
12% 36%
16%
Lack of 25%
Cultural
Background...
Over
Inference

Figure 4: GPT-4o0 error responses distribution.

Information Neglect (36 %):

Complex images contain both visual and tex-
tual elements. Sole reliance on visual information
makes accurate interpretation challenging due to
diversity in meaning. Incorporating textual infor-
mation clarifies the author’s emotional intent, aid-
ing accurate interpretation. Unfortunately, GPT-40

frequently overlooks key visual (13%) and textual
(23%) information. When directly asked about
these elements, we find that GPT-40 can often an-
swer correctly, indicating two main issues: 1) In-
sufficient image recognition abilities, and 2) Signif-
icant shortcomings in multimodal fusion, leading
to underutilization of acquired information.

Over-Inference (25%):

During answer construction, distractors are in-
cluded at surface and deep levels. GPT-40 often
selects more exaggerated, deep-level incorrect op-
tions, ignoring narrower but correct ones, espe-
cially in Chinese memes. This suggests that GPT-
40 has a preference for selecting abstract options.

Other Errors: The remaining errors are Lack
of Cultural Background Knowledge (16%), Superfi-
cial Reasoning (12%), Misunderstanding of Visual
Information (11%). The description of these errors
can be found in Appendix H.

5 Conclusion

The development of CII-Bench marks a signifi-
cant step forward in evaluating the capabilities of
multimodal large models (MLLMs) and brings us
closer to achieving expert artificial general intelli-
gence (AGI). This benchmark promotes a deeper
exploration of the higher-order theory of mind in
MLLMs. Experimental results indicate that current
MLLMs still exhibit a significant gap compared to
humans in understanding the implications of im-
ages within a Chinese context. We found that most
MLLMs lack a deep knowledge base of Chinese
traditional culture, leading to a superficial under-
standing of this cultural content. Finally, the exper-
iments showed that incorporating image emotion
hints into prompts often improves model perfor-
mance, suggesting that models still struggle with
emotional understanding, which in turn leads to
misinterpretation of implications. We believe that
CII-Bench will inspire the academic community to
further develop the next generation of multimodal
foundational models that move toward expert AGIL.

Limitations

We acknowledge several limitations in our study.
Although CII-Bench is comprehensive, subjective
elements can result in varying interpretations, im-
pacting result consistency. In addition, in order to
ensure high quality and practicability, our bench-
mark is not particularly large. The evaluation met-
rics may not fully capture the advanced understand-
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ing and reasoning capabilities of Al systems. These
limitations underscore the necessity for continuous
refinement and expansion of our benchmarks. Fu-
ture work will focus on developing and incorporat-
ing more stringent and objective test sets to enhance
the reliability and validity of our benchmark.

Ethics Statement

In developing CII-Bench, we strictly adhere to eth-
ical guidelines and legal regulations, ensuring fair-
ness, transparency, inclusivity and respect for all
stakeholders. We stress the importance of safe-
guarding privacy and intellectual property rights,
underscoring our commitment to responsible and
lawful data management. We have taken steps to
anonymize any personal data to protect privacy and
and have made every effort to minimize harmful or
biased content. However, we recognize that biases
can inadvertently arise and some information may
be potentially offensive. We are committed to con-
tinuous monitoring and improvement to mitigate
such biases. Furthermore, we encourage users of
our dataset to employ it responsibly and to consider
the ethical implications of their work, particularly
in applications that may impact individuals or com-
munities.
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A Statistics of CII-Bench

Please see the general statistics of CII-Bench in Ta-
ble 5 and specific image type and domain statistics
in Figure 5.

Statistics
Total Questions 800
Total Images 698
Dev : Validation : Test 15:20: 765
Easy : Medium : Hard 305:282: 111
Average Question Length 10.54
Average Option Length 28.31
Average Explanation Length  121.06
Metaphor 562
Exaggerate 121
Symbolism 236
Visual Dislocation 42
Antithesis 13
Analogy 19
Personification 73
Contrast 87
Statistics
Life 216 (30.95%)
Art 123 (17.62%)
Society 157 (22.49%)
Environment 51(7.31%)
Politics 21 (3.01%)
Chinese Traditional Culture 130 (18.62%)

Positive 220 (31.52%)
Neutral 247 (35.39%)
Negative 231 (33.09%)
Illustration 178 (25.50%)
Meme 145 (20.77%)
Poster 87 (12.46%)
Multi-panel Comic 34 (4.87%)
Single-panel Comic 143 (20.49%)
Painting 119 (17.05%)

https://www.
439969

sohu.com/a/282205200_

https://www.sohu.com/a/300233985

616741

e https://www.zcool.com.cn/u/746800

* https://www.shencaitang.com/news/1940

* https://www.
paints.html

dpm.org.cn/collection/

* https://www.zuomeme.com/wangyou/all

C.2 General Guidelines

General Principles:

Table 5: General statistics of CII-Bench.

B Original Chinese Version of CII-Bench
Examples

Please see the original Chinese version examples
of CII-Bench in Figure 6.

C Data Annotation Protocol

This document outlines a comprehensive protocol
for annotating a dataset consisting of questions that
explore the metaphorical implications of images.
C.1 Data Collection

Some websites from which we collect data are as
follows:

e https://fabiaoqing.com/biaoqing/
lists/page.html
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¢ Annotations should be accurate and consistent.

* All questions, options and explanations should
be written in Chinese.

* Any images without metaphorical implications
should be discarded.

Specific Instructions:

» Each image needs to be categorized as one of
the following image types: single-panel comic,
multi-panel comic, poster, meme, illustration or
painting.

» Each image needs to be categorized as one of
the following difficulty levels from a human un-
derstanding perspective: easy, middle, or hard.

Each image needs to be categorized as one of
the following domains: life, art, society, politics,
environment or Chinese traditional culture.

Each image needs to be categorized as one of
the following emotions: positive, neutral or neg-
ative.

Each image needs to be categorized as one or
more of the following rhetoric: metaphor, exag-
gerate, symbolism, contrast, visual dislocation,
antithesis, analogy, personification or others.

Each image needs a human explanation and im-
plication description.

Each image needs 1-3 questions about the fine-
grained metaphorical implications of the image,
each with one correct answer and five distractor
options.


https://fabiaoqing.com/biaoqing/lists/page.html
https://fabiaoqing.com/biaoqing/lists/page.html
https://www.sohu.com/a/282205200_439969
https://www.sohu.com/a/282205200_439969
https://www.sohu.com/a/300233985_616741
https://www.sohu.com/a/300233985_616741
https://www.zcool.com.cn/u/746800
https://www.shencaitang.com/news/1940
https://www.dpm.org.cn/collection/paints.html
https://www.dpm.org.cn/collection/paints.html
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Environment (2, 1.40%)

Politics (11, 7.69%)

Poster
t%é Life (8, 9.20%)
“ Art (33, 37.93%)
@ Society (3, 3.45%)
U CTC (7, 8.05%)
«

Environment (36,41.37%)
Politics (0, 0%)

Painting
?% Life (0, 0%)
Art (0, 0%)
Society (0, 0%)
CTC (119, 100%)

Environment (0, 0%)

Politics (0, 0%)

Figure 5: CII-Bench specific image type and domain statistics.

4E5F Life
Question: SAKEIREHARIR?
Option:

BEENZERFLEY,
(B)FERRE R —FIRDITE
i, AT RISERROMEL | |

(OB AEFHIEKAT IR J
(D) PEEREERE— R DI TSARE, E”&%MY =G
BUIAEISH.

EEPANSRAPEEKERR, 55 7 B, SR
PR,

(FEPBEREXIFSENTH, WRATENAMERE
RET, SR,

Image Type: Z% 8 (Multi-panel Comic)

: R
Difficulty Level: (£
FEAEZ Y, Chinese Traditional Culture

Question: IX3KEHAHARE?
Option:

(AFRBRIERIER T AT
BEXER. PMEHIBE.
BISEESETTELH
AR, SERHAROR,
(CRE—AREE
(DYASKEIEERER 7 AYIROEE .
(EPRE—ARR T AR TRARZ MRS,
(FFFEIE RIS 7 AMRORIAES.

Image Type: {AE|(Painting)

Rhetoric: 30§

Emotion: TR
Difficulty Level: F¥E

Figure 6: CII-Bench examples sampled from each domain. The pictures include life, art, society, Chinese traditional
culture, environment and politics. Understanding these images and completing the corresponding questions requires

strong comprehension.
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SR Art

Question:iTR Y NBEER THA?
Option:
(ANTRMEINBIHRR JOREHE FERISRAE,
RET MHERLEHR RS RIEREEE
FESFEAGS.
(BRI NS ST AR R EIE
H—RRSEATISMNOGE, BrE
ASBERZEIHIEER,
OBS NS SRR ENEE, B
i, (B{XIAILIZIA,
(D)IANS E AR RIS, SIS
XEESIXPG“’%jZJﬁEBmi REAMIX TS ERES I

=,
(E)uitﬁ‘ld\ﬂ{’??]a_ﬁﬂiliﬁh SAPERFMEITURE AR
FAM, EERAMIBBIERFRA.
(FERVNSRAEE N ARUFLEF a2, RAMERRS
SMFRESFOERET S RO RS .

Image Type: $&E(llustration)
Rhetoric: SAE

Emotion: FR{%

Difficulty Level: %5

IA1% Environment
TEAROFEERN, BEEMIEKE
(C)XFRE R EFESISHEMAANNA, FATUSBER

Question: BEKEFBHAREG? =2 i
FIRLAD. %
IR,

Option:
(ASIEPEBRFHENZRIAL
(BXRE R R T TAARARGE [0~

RRE, BVERREEEENERIMER.

(DFER T MIVBRENBITE TR, REMRA. SR
REEREHR, FRESEAREHIRA, SSHATRERRM

SESTETLE.
(DFAT ASXIEARNBIRER, SRS,
3 7 SIVRATS AR SRR, SR

RIWERAMER, FRBHIIERTIBARIATISHE.

Image Type: jB#R (Poster)
Rhetoric: S

Emotion: it}
Difficulty Level: %
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#t%4 Society

Question: XKEHHHARE?
Option:

(AR TMRE—FEENEE,
(BYRBEFTADRRE T BF IR
E
(OBBRABERARKISEEE
TRBHMSEIER.
(DNEEIZIRAZ NIV TR, XA BB AR,
EYSRRIIEREAMRERSTFRT, DT EIHE
B,

(PANRREBALISFNR SR, BASKEFIRE—EER
.

Image Type: BH&E(Single-panel Comic)
Rhetoric: 33L
Emotion: &t}
Difficulty Level: £

BG4 Politics
Question: IKEHEHARE?
Option:
(AYMAMEBXIBHAE SRR, ARG
HOEREEIRATARE,
(BYRETEHRZ ARSI 7150
SWMEZEMERS, IARAMAMEERITEEE
TSRS, SRR B CAOIS(.
(OBFRAET ARSTEREISMENER, FXT Gt RIGRE,
D)E S RIAERAE T SR R S TR EIRR AT H, +
X THPARE SRR ERAETE,
(EMAMBEEZIWNINEN, BERT NARGER.
(F)RMETERNTERINA, SRSORM B rTAERERI7AFE; MIRDEFERLS:
&, AMIbATBERBERIFIFAGRE,
Image Type: #l|(lllustration)
Rhetoric: [2I6l, X9LE
Emotion: itk
Difficulty Level: i

st




C.3 Data Quality Assurance

To further ensure the quality and reliability of the
data, the annotated datasets were double-checked
and cross-validated. Each question was manually
validated by at least five annotators. Any incon-
sistencies or misinterpretations found were thor-
oughly examined and resolved by consensus of the
annotation team, thus improving the reliability of
the dataset while ensuring consistency of the anno-
tations. In total, we conducted five rounds of data
quality checks to ensure data quality and ultimately
obtain CII-Bench.

C.4 Ethical Considerations

Copyright and Licensing. It is essential to strictly
follow all copyright and licensing regulations. Data
from sources that do not permit copying or redistri-
bution will be explicitly excluded.

Data Privacy. Adherence to privacy laws and
ethical standards in data handling is crucial. Anno-
tators must avoid collecting questions that contain
any personal information.

D Experiment Setup

In experiments, we set the model temperature as
0, and all experiments are conducted on Nvidia
A800 GPUs. The prompts of different settings are
as follows Figure 7 to Figure 10. Particularly, the
evaluation prompt of Chinese traditional painting
is Figure 11.
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Evaluation Prompt: Direct

BRFERHANEFEZHENE TENEER , EENZERIER, FE48
DEIMOER , BERUTEN: “&Z: $LETTER” , Hb
SLETTEREIRIANEHERNZF,

{question}
{options}

.
B5X:

Figure 7: The prompt used in direct output setting.

Evaluation Prompt: Keywords

BRERHENBFEZERZE TENEESR,, BERAUTER: “B=E:
$LETTER” , HARSLETTERZ{/RIANERERNZE,

X##id: {key_words}

{question}
{options}

.
B5X:

Figure 8: The prompt used in keyword setting.

Evaluation Prompt: CoT

EERRERENE R EZ U TESER, LRINEZ—BZENER, &
ot REZHNRE—ITRIZBIUTER: “&3: SLETTER’ ,
HASLETTERERIANERERNZE,

{question}
{options}

Figure 9: The prompt used in CoT setting.
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Evaluation Prompt: Few-Shot

BRBREHENEFEHANETENR%ER, BEEOEERER, fE8
BEIIMNIER , BEARALUTENL: “E%: SLETTER” , HM
SLETTERZIRIANIERERNZFE,

{question 1}
{options 1}

2. (answer 1}

(one or two more examples)

BRERENERFZHERSE THNRIRH , BEENEERER, FfE6
BEIMNORRR  WERUTHEN: “BXR: $LETTER” , HA

SLETTERZRIANERERNFH,

{question}
{options}

EBx:

Figure 10: The prompt used in Few-Shot setting.

# Role
You are an impartial judge, familiar with Chinese traditional culture and traditional paintings.

## Attention
You are responsible for evaluating the quality of the descriptions provided by the model for traditional Chinese paintings. Your evaluation
should refer to the human answer and score based on the Evaluation Standard.

## Evaluation Standard

- [1 point]:

The description of the picture is incomplete and does not include any background information. It only mentions the most obvious elements in
the picture, lacking recognition and understanding of traditional cultural elements.

- [2 points]:

The description of the image is relatively complete, but the background information is limited. Some traditional cultural elements can be
identified, but their meaning is not explained in depth. There is a lack of insight into the aesthetic characteristics or skills of the image.

- [3 points]:

The description of the image is comprehensive and includes some background information. The traditional cultural elements can be accurately
identified and briefly explained. There is a preliminary understanding of the aesthetic characteristics or skills of the picture, but there is a lack
of in-depth analysis. Some historical or cultural background is mentioned, but it is not fully expanded.

- [4 points]:

The description of the image is detailed and contains rich background information. It is able to explain the significance of traditional cultural
elements in depth. It provides a relatively in-depth analysis of the aesthetic characteristics and skills of the image. It provides relevant
historical and cultural background and attempts to explore the implication of the image, but the implication is misunderstood.

- [5 points]:

The description of the image is comprehensive and accurate, and the background information is in-depth and comprehensive. It can not only
accurately interpret traditional cultural elements, but also reveal their deep meaning. It has unique insights into the aesthetic characteristics and
skills of the image. It deeply expounds on the relevant historical and cultural background, and can see through the philosophical thoughts,
humanistic spirit or social values contained in the image, showing a deep understanding of Chinese traditional culture.

## Constraints
- Avoid any position biases and be as objective as possible

- Do not allow the length of the descriptions to influence your evaluation

## Workflow
Output your final verdict by strictly following this format: "[ratings]".

Figure 11: The prompt of Chinese traditional painting evaluation.
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E Results on Different Types, Difficulties
and Rhetoric

In this section, we report the performance of differ-
ent MLLMs and humans on different types of im-
ages, levels of difficulty, and rhetoric types. Please
see the results in Table 6, Table 7 and Table 8.
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Model Overall | Illus. Paint. Poster Single-C. Multi-C. Meme

Open-source Models

Qwen-VL-Chat 34.3 335  36.8 45.1 35.2 23.7 27.5
idefics2-8b 36.3 440 328 45.1 35.2 23.7 24.8
MiniCPM-Llama3-2.5 40.4 39.5 384 49.0 42.6 342 37.3
CogVLM2-Llama3-Chinese-Chat 434 450 39.2 52.9 45.5 23.7 39.2
MiniCPM-v2.6 45.0 44.0  40.8 53.9 51.1 36.8 39.2
LLaVA-1.6-34B 46.0 50.0 44.0 48.0 47.7 29.0 42.5
LLaVA-1.6-72B 48.0 50.9 440 43.1 56.8 39.5 43.1
Qwen2-VL-7B 49.6 477 432 0.8 58.0 31.6 46.4
GLM-4V-9b 50.3 46.8 472 55.9 59.7 42.1 47.1
InternVL2-Llama3-76B 52.9 482 504 59.8 62.5 39.5 49.7
InternVL2-8B 53.1 482  48.0 56.9 64.8 52.6 51.0
InternVL2-40B 579 537 512 56.9 68.2 50.0 59.5
Qwen2-VL-72B 64.4 61.5 59.2 68.6 70.5 474 67.3
Closed-source Models
GPT-40 54.1 54.1 50.4 56.9 54.6 474 57.5
Claude-3.5-Sonnet 54.1 55.1 54.4 47.1 55.1 50.0 57.5
Qwen-VL-MAX 56.9 573 512 60.8 62.5 39.5 56.2
Gemini-1.5 Pro 60.1 64.7 50.4 52.0 66.5 52.6 62.1
GLM-4V 60.9 59.6 544 67.7 70.5 447 57.5
Humans
Human_avg 78.2 71.5  65.6 75.2 79.8 74.5 83.6
Human_best 81.0 76.9  66.1 78.6 81.7 78.4 85.0

Table 6: Overall results of different MLLMs on different image types. The best-performing model in each category
is in-bold, and the second best is underlined. For brevity, Illus. refers to Illustration, Paint. refers to Painting,
Single-C. refers to Single-panel Comic, Multi-C. refers to Multi-panel Comic.

Model | Overall | Easy Medium Hard
Open-source Models
Qwen-VL-Chat 34.3 36.3 33.5 30.3
idefics2-8b 36.3 35.4 39.3 30.3
MiniCPM-Llama3-2.5 40.4 43.1 39.3 35.3
CogVLM2-Llama3-Chinese-Chat 43.4 46.3 39.9 443
MiniCPM-v2.6 45.0 47.1 44.2 41.0
LLaVA-1.6-34B 46.0 44.9 47.0 46.7
LLaVA-1.6-72B 48.0 50.0 47.0 45.1
Qwen2-VL-7B 49.6 52.6 479 459
GLM-4V-9b 50.3 52.6 49.1 46.7
InternVL2-Llama3-76B 52.9 57.4 49.7 48.4
InternVL2-8B 53.1 57.7 49.4 50.0
InternVL2-40B 57.9 62.3 55.5 51.6
Qwen2-VL-72B 64.4 68.9 63.1 54.9
Closed-source Models
GPT-40 54.1 56.0 54.9 46.7
Claude-3.5-Sonnet 54.1 55.1 52.4 55.7
Qwen-VL-MAX 56.9 57.4 56.7 55.7
Gemini-1.5 Pro 60.1 61.1 61.3 54.1
GLM-4V 60.9 62.9 59.2 59.8
Humans
Human_avg 78.2 82.5 76.1 70.9
Human_best 81.0 84.0 78.9 71.8

Table 7: Overall results of different MLLMs on various difficulty levels. The best-performing model in each
category is in-bold, and the second best is underlined. The numbers in parentheses indicate the number of samples
in each category.
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Model Overall | Meta. Exag. Symb. Contrast VisD. Pers. Anal. Anti.

Open-source Models

Qwen-VL-Chat 343 31.8 38.9 38.4 41.0 370 342 286 308
idefics2-8b 36.3 352 32.6 35.6 41.9 304 266 238 385
MiniCPM-Llama3-2.5 40.4 38.5 42.4 40.2 38.1 348 443 333 385
CogVLM2-Llama3-Chinese-Chat 434 42.2 46.5 42.7 44.8 50.0 443 524 385
MiniCPM-v2.6 45.0 41.7 48.6 434 41.0 457 456 38.1 539
LLaVA-1.6-34B 46.0 45.1 47.9 459 41.0 457 443 429 30.8
LLaVA-1.6-72B 48.0 46.1 54.2 48.0 49.5 478 468 47.6 385
Qwen2-VL-7B 49.6 47.6 52.1 48.4 49.5 56.5 519 476 539
GLM-4V-9b 50.3 48.7 56.3 51.3 524 50.0 50.6 57.1 30.8
InternVL2-Llama3-76B 52.9 51.5 59.7 51.3 514 522 557 524 462
InternVL2-8B 53.1 51.0 54.9 55.2 47.6 544 57.0 47.6 46.2
InternVL2-40B 579 55.8 63.2 56.6 55.2 544  69.6 714 462
Qwen2-VL-72B 64.4 62.5 70.1 65.8 63.8 739 67.1 667 539
Closed-source Models
GPT-40 54.1 52.6 54.9 51.6 514 609 557 524 385
Claude-3.5-Sonnet 54.1 52.1 54.9 56.6 47.6 500 544 57.1 38.5
Qwen-VL-MAX 56.9 54.7 60.4 58.7 524 587 557 57.1 46.2
Gemini-1.5 Pro 60.1 59.5 64.6 60.1 61.9 47.8 557 81.0 539
GLM-4V 60.9 60.2 65.3 63.4 57.1 652 608 667 462
Humans
Human_avg 78.2 76.0 82.8 74.1 70.4 739 729 90.0 52.8
Human_best 81.0 770 85.2 76.5 75.7 75.6 747 95.0 66.7

Table 8: Overall results of different MLLMs and humans on different rhetoric. The best-performing model in
each category is in-bold, and the second best is underlined. For brevity, Meta. refers to Metaphor, Exag. refers to
Exaggerate, Symb. refers to Symbolism, VisD. refers to Visual Dislocation, Anti. refers to Antithesis, Anal. refers
to Analogy, Pers. refers to Personification
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F Additional Details of Results

We do detailed statistics of the model output. The
results are shown in Table 9 to 12. Miss is mainly
caused by two situations, one is that the model does
not give an answer, and the other is the regex is
not matched. The Miss rate of most models is con-
trolled below an acceptable ratio. In the CoT set-
ting, some models do not follow instructions well
and do not provide the expected letters as answer,
which cannot be matched and will be considered a
Miss.
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Mode  Metric InternVL2-40B

InternVL2-8B

InternVL2-Llama3-76B

MiniCPM-Llama3-2.5

MiniCPM-v2.6

Acc 57.6 479 52.6 35.8 393

CoT Error 0.0 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 8.1 0.0

Acc 57.1 53.5 54.1 41.1 44 .4

Domain  Error 0.0 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 5.9 0.0

Acc 60.0 56.3 52.8 39.0 454

Emotion  Error 0.0 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 8.4 0.0

Acc 57.9 53.1 52.9 40.4 45.0

None Error 0.0 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.4 0.0

Acc 57.9 53.8 53.5 34.8 454

Rhetoric  Error 0.0 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 10.4 0.0

Table 9: Accuracy, Error and Miss rate of different models under different settings.(1/4)

Mode  Metric

Qwen-VL-Chat

Qwen2-VL-72B  Qwen2-VL-7B  CogVLM2-Llama3-Chinese-Chat

Acc 34.0 62.1 50.0 43.0
CoT Error 0.3 0.0 0.0 0.0
Miss 0.0 0.0 0.3 0.0
Acc 32.1 66.0 51.0 43.5
Domain  Error 0.3 0.0 0.0 0.0
Miss 0.1 0.0 0.0 0.0
Acc 35.0 64.3 50.8 44.0
Emotion  Error 0.1 0.0 0.0 0.0
Miss 0.5 0.0 0.0 0.0
Acc 34.3 64.4 49.6 434
None Error 0.5 0.0 0.0 0.0
Miss 04 0.0 0.0 0.0
Acc 334 63.0 49.3 434
Rhetoric  Error 0.3 0.0 0.0 0.0
Miss 0.3 0.0 0.0 0.0

Table 10: Accuracy, Error and Miss rate of different models under different settings.(2/4)

Mode Metric GLM-4V-9b LLaVA-1.6-72B LLaVA-1.6-34B idefics2-8b
Acc 49.1 453 44.5 33.3
CoT Error 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.0
Acc 49.9 47.3 46.4 37.5
Domain  Error 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.0
Acc 51.1 48.6 47.1 38.6
Emotion  Error 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.1
Acc 50.3 48.0 46.0 36.3
None Error 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.0
Acc 49.5 45.4 45.4 37.4
Rhetoric  Error 0.0 0.0 0.0 0.0
Miss 0.0 0.0 0.0 0.0

Table 11: Accuracy, Error and Miss rate of different models under different settings.(3/4)
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Mode Metric Gemini-1.5Pro GLM-4V GPT-40 Claude-3-5-Sonnet Qwen-VL-MAX
Acc 54.1 49.9 54.9 51.6 54.8
CoT Error 0.3 34 0.0 1.8 1.1
Miss 1.8 2.4 0.1 0.0 0.0
Acc 59.0 60.4 554 56.4 59.1
Domain  Error 0.3 1.6 0.0 2.5 1.5
Miss 1.4 0.0 0.0 0.0 0.1
Acc 58.0 60.6 54.9 53.5 59.9
Emotion  Error 0.3 34 0.0 2.5 1.1
Miss 1.8 0.0 0.1 0.0 0.0
Acc 60.1 60.9 54.1 54.1 56.9
None Error 0.3 0.0 0.0 33 1.9
Miss 0.1 0.0 0.0 0.9 0.0
Acc 55.6 58.8 51.9 54.9 54.8
Rhetoric  Error 0.3 2.1 0.0 1.9 0.9
Miss 0.9 0.0 0.1 0.0 0.0

Table 12: Accuracy, Error and Miss rate of different models under different settings.(4/4)
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G Evaluation metric of Chinese
traditional painting

Please see the evaluation metric and standard in
Figure 12.
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Evaluation Metric

1. Surface-level Information:
« Identification of primary entities within the painting
* Analysis of color composition and application
* Recognition of intricate details and their significance

2. Aesthetic Characteristics:

« Comprehension of compositional techniques

« Recognition of the painting’s artistic school or
movement

« Interpretation of emotional expression through visual
elements

w

. Brush and Ink Skills:
« Identification of specific painting skills
« Analysis of expressive methods employed by the artist

-

. Culture and History:
« Understanding of the painting’s historical background
« Interpretation of the artist’s intended message or
philosophy
* Placement of the artwork within its appropriate
historical period

5. Deep Implications:

* Recognition of traditional cultural elements embedded
in the painting

« Interpretation of philosophical concepts, humanistic
spirit, or social values conveyed

* Demonstration of a deep understanding of Chinese
traditional culture as reflected in the artwork

Evaluation Standard

[1 point]:

The description of the picture is incomplete and does not include any background
information. It only mentions the most obvious elements in the picture, lacking
recognition and understanding of traditional cultural elements.

[2 points]:

The description of the image is relatively complete, but the background
information is limited. Some traditional cultural elements can be identified, but
their meaning is not explained in depth. There is a lack of insight into the aesthetic
characteristics or skills of the image.

[3 points]:

The description of the image is comprehensive and includes some background
information. The traditional cultural elements can be accurately identified and
briefly explained. There is a preliminary understanding of the aesthetic
characteristics or skills of the picture, but there is a lack of in-depth analysis. Some
historical or cultural background is mentioned, but it is not fully expanded.

[4 points]:

The description of the image is detailed and contains rich background information.
It is able to explain the significance of traditional cultural elements in depth. It
provides a relatively in-depth analysis of the aesthetic characteristics and skills of
the image. It provides relevant historical and cultural background and attempts to
explore the implication of the image, but the implication is misunderstood.

[5 points]:

The description of the image is comprehensive and accurate, and the background
information is in-depth and comprehensive. It can not only accurately interpret
traditional cultural elements, but also reveal their deep meaning. It has unique
insights into the aesthetic characteristics and skills of the image. It deeply
expounds on the relevant historical and cultural background, and can see through
the philosophical thoughts, humanistic spirit or social values contained in the
image, showing a deep understanding of Chinese traditional culture.

Figure 12: Evaluation metric and evaluation standard of Chinese traditional painting.
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H Other Errors

Lack of Cultural Background Knowledge
16%):

CII-Bench requires a model’s deep understand-
ing of Chinese traditional culture. Lacking knowl-
edge of traditional symbols, historical figures, and
classical allusions, GPT-40 struggles with interpret-
ing deeper implications within images. Despite
reasonable Chinese language handling, the model’s
cultural deficiency affects its reasoning and perfor-
mance.

Superficial Reasoning (12%):

Understanding extended meanings within im-
ages is crucial. However, GPT-40 often only focus
on surface-level elements, neglecting the deep im-
plications and deeper cultural connotations behind
them. This superficial reasoning hinders the model
from fully grasping profound messages that the
artist or designer intends to convey.

Misunderstanding of Visual Information
11%):

Accurate identification of visual information is
vital. We find that GPT-40 sometimes misidentifies
visual elements within images, particularly when
dealing with abstract images. The abstract nature
of such images often stems from the inclusion of
exaggerated imaginative elements, sometimes even
defying physical laws. Therefore, correctly iden-
tifying these abstract elements requires the model
to have a deep understanding of the essence of ob-
jects, a capability that current models clearly do
not yet possess.
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I Discussion

LI.1 Interpretability Analysis of Chinese Image
Implications

The essence of Chinese image implications is
deeply rooted in deep cultural heritage and com-
plex contextual associations, which enables them
to convey profound messages through nuanced ex-
pressions. For example, in traditional Chinese art
forms such as landscape and New Year paintings,
the imagery transcends mere depiction of nature
or daily occurrences. Instead, it embodies emo-
tions, philosophical insights, and societal norms
through metaphorical and highly symbolic expres-
sions. These symbols, like the pine tree, plum
blossom, and crane, are not superficial meaning
but are steeped in centuries of cultural tradition,
representing resilience, purity, and longevity.

However, deciphering these complex messages
can be challenging, particularly for those unfamil-
iar with the cultural and historical narratives tied to
these symbols. This contrasts with English image
implications, which often convey messages through
more straightforward and explicit symbolism. As a
result, the interpretability of Chinese image impli-
cations depends to some extent on reconstructing
and resonating with the cultural context, which is
what makes them unique: their meaning is not only
visual but also culturally resonant, bridging across
time and space.

Moreover, the interpretability of Chinese image
implications has new changed in the modern era.
Globalization and the surge of internet culture have
intertwined foreign elements with traditional Chi-
nese culture, birthing new symbols and implica-
tions. This intersection introduces additional layers
of meaning, complicating the interpretation of tra-
ditional symbols.

I.2 Why Choose Chinese Traditional
Paintings to Evaluate Chinese Traditional
Culture?

The imagery associated with Chinese traditional
culture often embodies complex implications, en-
compassing customs, historical anecdotes, and leg-
endary tales, making direct evaluation particularly
challenging. Chinese traditional painting, intrin-
sically intertwined with Chinese traditional cul-
ture, offers a viable proxy for this assessment. The
unique value of Chinese traditional painting lies
in its embodiment of Chinese cultural connota-
tions, aesthetic implications, and distinctive artis-

tic expression. The core philosophical concepts
of Confucianism, Taoism, and Buddhism, along
with their humanistic essence, have consistently
permeated the entire trajectory of Chinese painting
history. Consequently, we have chosen to evalu-
ate MLLMs’ comprehension of Chinese traditional
culture through an in-depth analysis of their under-
standing of Chinese traditional paintings.
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J Case Study

The appendix is our sample analysis of GPT-4o,
including an analysis of six error examples.

List of Case Study Figures

1 Error 1: Textual Information Neglect . . 29
2 Error 2: Visual Information Neglect . . 30
3 Error 3: Over-Inference . . . . . .. .. 31
4 Error 4: Lack of Cultural Background
Knowledge . .. ... ......... 32
5 Error 5: Superficial Reasoning . . . . . 33
6 Error 6: Misunderstanding of Visual In-
formation . . ... ... ... ... .. 34
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° Textual Information Neglect

Question: XKEFBHARME? <image 1>
Option:

(A) ZEIEEFHY

(B) EIHIAEEE

(C) ZEIETRT

(D) Z1EE AR

(B) B ILEFE2EHY

(F) ZEIHEBEERE

<image 1>

GPT-4o: iEEATZ— DTN iE:

(A) ZILEAFERY - ZBE R ER—MIELRFS (AeRBfRE) BsE—RENEGLE, HBEEX
R RS ER.

(B) Z1HAE S - B FHgE BRI SIHEERANFSaEE.

(C) 11T - BEAEALLE, (EEFREEEE ITHTE.

(D) ZIERHANES - BFSBEERSEEHEXANGS.

(BE) ZIHAFE B - 1ZEIM S IEFEEL, BB IIRRE BINER.

(F) Z£IEBEBAS - Xee5BEIRTX.

SEXE, XKERRERNBERERELFSE.

EXE: A

Error Reason: B RHERT—RE, —PNEUEFS, URFEEBRNOMNKT "ZEiHEE" . X2
HNEeZEETER, tERRTHRERENS, BEEREEEANEZILEE. MGPT-408E N
RETERG "Zite®" , SEENERNREERIER.

Ground Truth: (F) ZIHEEBBRS

Figure G1: A sample error case of Information Neglect.
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@ Visual Information Neglect

Question: XiKE F BT ARK? <image 1>

Option:

(A) XKE R R T RENSPZEZE 7 BEENENR, FIFESXIRERNNELFE.

(B) LB M AT LA AR N ABSDRIESREN, M EFPECERIXENSAEEEHNENE
LEHE.

(C) XK E R #itHBRIA P L M Z RN DR ERFFE.

(D) XEKEFER T ZLHEEEALBRNENER, FKUAEENATEANTSERIBREEH. LEH
WARERNRE, MIUBTERISE NIRRT (i B RIX LR BRI A,

(B) iIX3KE FitH TERZ MR BAER, EAREFERIEEERN.

F) EXKERYF, —NEBFREAKRENZMGEEERRLEN T, AFE—KEE, BrREA
EEXRMHEN}S,

<image 1>

GPT-40: AT ZE—D B NMEI:

(A) XKE R M T REAPLZEZEIEENTR, BFFESXERERNDNELFE.

- XNEEERE, RABRRUFEHREREREEARERNERENTBEIIAESFHERMT.

(B) LI B4 T LA ARSI N A BDIEIESREN, MIEFHECENX NSRS ERTENE
SH=ER

- RECAIBE SE R —3P D BAEERE, A BMTIEA—FMINREARINRAE, METEHIErTEEmREz
THROEEILIIESE B K.

(C) IX5KE R AR P SR DA FEHFE.

- BRIXBELARER—E oY, BERFHTE (AW, BrENXH) SR ESEEMN
ERRBPEHKXEK.

(D) XKEFER T LESEALBRFNER, RIEENAEENTESERAIBREIL. L2655
BRFEFRIIRE, MZEECERISENIZRIL H itz B SeiiX e R BRI EE 1 .

- XNETRYIER, M REERTIHEE, METEHIXXEARIL T RERENED, FEBFNER
SUEFARRIED.

(B) iIX3KE Fit# TR BRI BRER, EAREERIEEREN.

- BTHE L EICE BB L fE, B R FAMTEZHNERMEREMINREES S RRE.

F) EXKEHFF, —NEFBEAXRKRNLEGEERNIETE, WENE—FER, BREA
EE5XRMHEN S,

-3 "B 1 "RAONOE" BYER, EENERERSERERSHEE.

ZXE: D

Error Reason: Bl FABMHENHTINFESR, BR7TIRZPLZEZEIREBHINFIRE, #t
HFEA P T UZENDNAFENFIE. GPT-Lo 8B ANBAHHIFR, INAHRREFARE,
XBAAEE, BENXHBHIEREFES . B2, GPTAoHTFRAETRRER, SHTNER
B RIRRREEIR.

Ground Truth: (C) X3KE F it ¥ RGP LSRN DA EFHGE.

Figure G2: A sample error case of Information Neglect.
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@ Over-Inference

Question: XSKE| R BT ARME? <image 1>

Option:

(A) XKE R RIX T WA ERGFE ORI EESE,

(B) XEKE H A T X2 AR EUMERIAZ.

(O ZFRRRTIMBRIPAIER, FERMBARER, REFNZERIPIK.
(D) XGKE R 3R T RREVE T,
(
(

) ERRB R T —MEESE, BB S I kBEnFEEMAENEEN].

E
F) BRI T FRIISR 2 AIRE, URBRAZEDERkE.

© @ )
7 R O
M
GPT-4o: Lt EANZE—D TSI

(A) XEKE R FRIA T ABEFNF O A 8EE,

XEERRBREERNEKR. BRER7TREYTA, BFEEEBEENTFES L.

(B) XKE R RIX T WS AREUERHRE,

BRB RPN ZESE, BEREHUTFEZESRRNEZGEZTFRITH, REAKFS.

(C) ZERRMTIREFRIPHNER, FEMMEBRATRER, RERINIEFRIPHEK,
BRHHNEEHBHREERANMRNSRAE, BHEREENEFITANKRE L,

(D) XK E F38iE T IMRIVEEM,

B, BRERAETHMGE, HEEEHIEREMIINMRIRE.

E) BRPHNERERT —MEEL L, BBEBEARESI RS FLENMENER .
BEERPZANZFAERNER. RERERFINX—YE, BXUUEE—MEBAREHTHE
HEE.,

(F) BEs&A 7 LRz ANfE, DURRKAZEIZ@ENPEK.
XEFZEIZHEBEIIENBEESRE, MEERTETTFTASRMHE.

EeRE

Error Reason: R E2EHEHE (R5F) —/I\F, XIEEEFERETRXFES/ILFZENEBE
), THRE., BRI FTE T EKERT I, IR ASKEERERE, EERRFE
HE5ERE, FEET., (FETREERAZFNGE, 7S, HalfeBERAEIRDABETE N
Wramkh, GPT-4oiEiRRIIEINE, RATLEEMNE, EARNTEER, HEIE,

Ground Truth: (A) RKE R RIET HAEMFET ORISR,

Figure G3: A sample error case of Over-Inference.
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14399



6 Lack of Cultural Background Knowledge

Question: XiKE F BT ARK? <image 1>

Option:

(A) ZATBERRENENFNEE, FROZMNZERARE—ZBOIFHRR. FENSHIE
WEAENEERITR E, FEZFSMIT,

(B) KB FE T — M EBENWRE.

(Q) XKE R B~ 7 RE/MHIREFNGR.

(D) EAFFHNEFRIUABMNFE—RNHENZIT, FROMENNEEDURRETFHREBNSIA.
RSB HERIAREL T EARRRER, EREEESERE.

E) XKERFSRRTNERBZ EXRNER, REAFEMEmRRED .

(F) XKE R AR 7 2B 2 BHNFMIEEL SHEEFNER., BEFH=AFEFE, RIEER

RER RIBINR S SRS,

GPT-4o:ilt FHATE—RBEEMNED.

(A) ZATRRRENENFNESE, FENZHENREERARE—SIOIFRR. FENSEME
SEANENERERITR L, SEFSMIT,

- REERPREA, BATERE—RA, ERIERFH—K, BHEURERHRRANSFR, F
BNEMELTFEIrR, X5 FPHAMXEFNFEFHSR T TR,

(B) iIX5KE e T — 1N EBIWYSS.

-MNEFRE, EBEENBEYTE.

(C) KB B T REMHIRFIESR.

- B R i BRRRENATEEN, RERENENREIS.

(D) BEAFHHEFRIPEMTFERE—RNKESIOR,;, FRENREED NIRRT T HEEMSIA.
FRIBIHY SRR T EARREER, EEETXS5HRE.

- PETHERNSHIRER, EAFTHNEFSRATE, FEIMHRTHEE, HRVEFRRER. X
SEGMEAINERTFHN—EUE.

(B) XKE F SR ER 7 W 2 BXRAER, REAFEMELREL .

- B RISERIEHEENS 2T E.

(F) iIXIKE FENtbEI 7 2B 2 AL SHEEFNER., BETHN=AFEF, SIUAER
RERR RIBIME LS SFORE.

- RARSBEGBFHAMXRRANE, TXT AL STk,

RIBUA LS, EEEREINN (D), BASEIER T E HFIRE.

ZXE: D

Error Reason: BlRFRRERT3INMNAMFHF, BPRHARSR, GUREF, CHNEEE, BES
e, EFEVEE, MXKUILSEE., ZENESFRMPHATRNERE, BRT7EMNZEn
M, MR T ERES BB AR, SCRBITRENR, KA. GPT-4ofR=ZIIhE
IBMR, ELTEGEH ERAEE.

Ground Truth: (E) XKE R KRR T HERBZAXRMNRR, RENEMIIFRSR.

Figure G4: A sample error case of Lack of Cultural Background Knowledge.
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@ Superficial Reasoning

Question: XiKE F BT ARK? <image 1>

Option:

(A) RELERGEEE, BEREERSUABRAENTIRESENGIE. ABRIIEAZENNE.

(B) EXKERF, EFNANEETIREZERNRFXNAELRE—E, ERARMREERNEIRSE.
ABERR T KRR FIX—H I AIEFI 5.

Q) BR R TIRHSEEEENEE: EREENER, E3EE0REBFIERATEERERE
;38

(D) EFAEREBFIISZR, MEETNSITEHSEENEN. #ig Ll "REKREEDAXE
7" RPAMIGEBE AR ENRESNPTARRRIRNXE.

(B) IXKRE R XIiNER T BaiE AR EIKREN R ENASETA.

F) BR#&7 7T KRARBERA T HRANBErmE HREERSE.

. <image 1>

GPT-4o:\iXKE Feh, JUEREFHIRENERER T —MrE "REKREAAKRESZ" 1
1#iE, ERNTEEAENABES. SNERNSFNT:

(A) ELEAEEE, SREEASIRABARENREEIENEE. ABRTERENHE.

- B FREAVAIRENHSSERSE THEIE, ABEERTHENANE. XfEALEEFRS.
(B) FEXKE Heh, ERMAEENREZERARFANAECRE—R, HRARTRENBERES.
ANEERR T AR FiX—B A SRS 1.

- XFhiisth SR FASER, E8aRmNASESREAS R AFNAE.

Q) BERBR T SEEERNELE: ERBIENRER, B3sERERIER R EMEM A
iR
- GG SE R FIRRIRAEBAE, TERNSREREEINRE.

(D) EFHREZEBRRNSZEE, MEEHNRIEESTSERNSS 1. BIE LN "REKREEDAKRS
B FREANMIFEBY AR ENREESN TARRRIRIIXE.

- B R FHEAAESENEAE R 7 X, BREHEIHNERBEFNAREE. BENREEER.
(B) X5kE /iR 7 B RIE A RIS E RSB S - EN A S BT A.

-NBRERE, REFMHENASBITARAIER, FEENTERRIIHEKRENITH.

(F) BR#m 7T AAREBEXRA T HRAN B NNE R,

- NBERSZ, UTFHSERETR 7 AT R Binm S EroRSH.

BE=DIT: GAKE, B (A) 1 B) HBLRWLEBRERE, B (A) EAEMRMEIRE THRASHLEN
farg. FEIIE (A).

EE: A

Error Reason: EIRERKNETR 7 RYRBNAAER T, BRARHOAR. FESHENETHL
EREN, AT ARNBESERER, ERXFAIMEEEEEANEE., MIFS. BERIROA
HNERE), ER—MIRZBIIAI, AIKHNEENFZNERISREN. CPT-4oREIRET &K
ENEREX, RERSEEERER, BEHRE.

Ground Truth: (E) ZKE R 3RR T BRIE A RYEIKRERRMENF ST A,

Figure G5: A sample error case of Superficial Reasoning.
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° Misunderstanding of Visual Information

Question: XiKE F BT ARK? <image 1>
Option:

(A) BIBELEAIKEETEMHIE.

(B) BiLFEAMNZEEMNIEHIIEE.

(C) BRE—MEEFEILANIRE,

(D) BIEESHA MBI ZAGRIT.

(E) BFZRBHIE, SuLHIILEHEHNEE,
(F) BBESILAEMXFESHAOEHR,

<image 1>
GPT-4oXIEE R RR T —SERAFMRZR, EP—TARLR+AE—MRIFFOA, XTET
ROARIEAIE N, B NEID T
(A) BIBLAMIKRE TEMEFER,
- BIFFATSERERERE—DARNES, BRUEERBTE— NGRS, TIA—ER
B EZFRHX A,
(B) RiLEAZSEMEAIEE.
-MEBRRE, XMBEEFAANE, EAEFREARIT RS, MAREREE.
(C) RE—MBERFLRARIRE,
- REEERRETIRANBIREITA, AL MERFARE.,
(D) BB SHAIMILANGTRIT,
- BRHRENARERM, FRERMHI TR,
(B) STREBHNE, SILHNRFIBLHNEE,
- RIAFEERPHET, EFRERAEEASSEAEIRLBENEE.
(F) BRI ABEMXEECHAOHER,
- BIFFRAREMT, TTRSENAOHFROMENES, BEZINEX TEEAMEES,
AR OHERRE.
&5 LRTiA:

2
=

H

S (A

Error Reason: ElR R T —XBEY), SENESFHERE—IEE, HEEENVNIERE
mE. MEEERTERS, BRTREERIARENEILHNERTBENRESTE.
GPT-4o\NEF B FERE—MEUMT, XEARREIRN. ERATHEHIRIRBIARMT, 7SH
ERNSTEEBEIR.

Ground Truth: (E) SFRBHE, SiLFEIKEMLRBE,

Figure G6: A sample error case of Misunderstanding of Visual Information.
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