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Abstract

Measuring the prevalence and dimensions of
self beliefs is essential for understanding hu-
man self-perception and various psychological
outcomes. In this paper, we develop a novel
task for classifying language that contains ex-
plicit or implicit mentions of the author’s self
beliefs. We contribute a set of 2,000 human-
annotated self beliefs, 100,000 LLM-labeled
examples, and 10,000 surveyed self belief para-
graphs. We then evaluate several encoder-based
classifiers and training routines for this task.
Our trained model, SelfAwareNet, achieved an
AUC of 0.944, outperforming 0.839 from Ope-
nAD’s state-of-the-art GPT-40 model. Using
this model we derive data-driven categories of
self beliefs and demonstrate their ability to pre-
dict valence, depression, anxiety, and stress.
We release the resulting self belief classifica-
tion model and annotated datasets for use in
future research.

1 Introduction

Self beliefs — statements about an author’s usual
abilities, characteristics, or worth — have been
shown to hold strong connections to key psycho-
logical and mental health factors. Negative self
beliefs are reliably associated with depression and
its development (Beck, 1967; Dean et al., 2024).
Conversely, positive views of the self have been
shown to have a positive impact on health behavior
(Schwarzer and Renner, 2000; Stinson et al., 2008)
and academic endeavors (Valentine et al., 2004).
However, limited research has been done to under-
stand the types of beliefs that people hold about
themselves and how those self beliefs are expressed
in language.

In this paper, we develop a message-level clas-
sifier for the presence of self beliefs into three cat-
egories — explicit mentions of self belief, implicit
mentions, or neither. Our explicit/implicit distinc-
tion addresses the differing needs of psychologists
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Figure 1: People express beliefs about themselves ex-
plicitly or implicitly through contextual language and
have demonstrable connections to individual well-being.
Self beliefs cannot easily be detected with the current
suite of LLMs available to us. We address this need by
contributing annotated datasets and fine-tuned models
that are more capable of identifying self beliefs.

I’'m told ’'m a
hard worker

and NLP researchers in belief analysis. Psycholo-
gists working to understand beliefs (Clifton et al.,
2019; Vu et al., 2022) work with explicit mentions
like “The world is safe” or “The universe is en-
ticing”. NLP researchers, by contrast, are more
interested in capturing a breadth of language with
extractable belief content (Alturayeif et al., 2023)
to create data-driven mappings between language
and psychological outcomes (Schwartz et al., 2013;
Schwartz and Ungar, 2015).

Building on previous work for detecting non-
self beliefs (Vu et al., 2022; Murzaku and Ram-
bow, 2024), we evaluate auto-encoder-based clas-
sifiers along with a psycholinguistics-inspired ap-
proach and an LLM few-shot approach. Utilizing
a dataset we created with 2,000 expert-labeled ex-
amples, we evaluated the techniques to arrive at
the strongest approach, SelfAwareNet'. We then
applied SelfAwareNet to summarize the beliefs ex-
pressed across another dataset of free response be-
liefs into 50 topics. To the best of our knowledge,

'Our model, the training data, and a collection of self
belief essays can be found at https://huggingface.co/
sidmangalik/SelfAwareNet
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this represents the first paper to identify and enu-
merate self beliefs from language.

This task is challenging because it requires infer-
encing beyond surface lexical patterns. For exam-
ple, using patterns such as “I am...” or “I usually...”
fails to cover self belief constructions such as “I
like the sound of my voice” or “I spend most of my
time in bed”. Identifying self beliefs involves cap-
turing contextual nuances, parsing implicit mean-
ings, and understanding social norms, which are
not easily dissected or stated outright. It is also dif-
ficult due to the highly diverse sentence structures
used to express self beliefs, while other beliefs, like
those about parenting and education, can often be
captured by simpler syntactic patterns (Vu et al.,
2022). Further, we found modern LLLMs agree with
expert humans much less than expert humans agree
with each other (see Table 2) and attempts using
constituent syntactic parses (e.g. capturing verbal
subjects of first-person pronoun subjects; Figure 4)
have not been effective, highlighting this dilemma.

We aim to capture a comprehensive variety of
the possible self beliefs expressed to inform the
psychological theory of self beliefs. In doing so,
we aim to help develop a similar taxonomy of self
beliefs as the one created for world beliefs (Clifton
et al., 2019); in essence, creating a data-driven fac-
torized model of the types of beliefs we have about
ourselves. Therefore, we include both ecological
sources such as social media (Reddit and X/Twitter)
as well as gathering a unique dataset of self belief
essays of authors’ self-perceptions.

The major contributions of this work include:
(1) the creation of a large dataset of expert and
LLM annotated self beliefs with high human inter-
annotator agreement, (2) a classifier for identify-
ing explicit/implicit self beliefs, (3) inferring core
categories of beliefs people self-report in free re-
sponses, and (4) eliciting evidence for how beliefs
correlate with mental health and other psychologi-
cal outcomes.

2 Background

Psychologists and philosophers have long pursued
an understanding of the subjective experience of
self: how individuals perceive and relate to them-
selves and ultimately form beliefs and behaviors
from those perceptions (Markus, 1977; Borders and
Archadel, 1987; Pajares and Schunk, 2002; Smith,
2006). Similarly, computational studies have a rich
history of extracting relationships between authors

and particular beliefs or stances (Fraisier et al.,
2018; Benton and Dredze, 2018; Kiiciik and Can,
2020). Here, we delve into some background on
self beliefs, computational techniques used to ex-
tract beliefs from text, and related natural language
processing tasks.

2.1 Self Beliefs

Our fundamental beliefs impact our behavior and
well-being. For example, Cognitive Behavioral
Therapy (Beck, 1979), the most widely-used psy-
chotherapy in the world, focuses on identifying
cognitive distortions or irrational beliefs. Beliefs
about two topics in particular—the self and the
world—have been claimed to be the most critical
(Janoff-Bulman, 1989), because the world and the
self are the only two situations the individual can
never leave (Clifton and Crum, 2024).

Recently, a comprehensive effort to map world
beliefs — beliefs that individuals have about the
external world, broadly construed — demonstrated
that mapping efforts might reveal entire sectors of
overlooked beliefs. For example, identifying the
belief that the world is “Enticing” and its seven
subfacets (Clifton et al., 2019). However, dis-
agreement remains on the ontology of self beliefs
(Clifton and Crum, 2024).

The range of psychological studies of self be-
lief is varied. Many works focus on self-esteem
(Marsh and Craven, 2006), understood as an over-
arching measure of self-liking, or domain-specific
self-concepts such as being someone who thinks
they are good at math or gets along with their
parents (Bracken and Howell, 1991; Marsh and
O’Neill, 1984; Rosenberg et al., 1995). Other
perspectives on self beliefs have focused on cer-
tain classes of self beliefs, like beliefs about one’s
agency (as in self-efficacy research; Abele et al.
(2016); Bandura (1982)), and peoples’ physical
self-perceptions (Fox and Corbin, 1989). Though
these works have been foundational, it remains
unclear which under-researched self beliefs are es-
sential to daily life.

Traditionally, researchers have used two ap-
proaches to define a belief space. The most com-
mon approach in psychology is for researchers to
create a list of dimensions based on their expertise
and the existing theoretical framework (Bracken
and Howell, 1991; Peterson, 2004). The second
approach involves expert institutions deciding the
important dimensions for a given area as done by
the American Psychological Association (APA) for
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the Diagnostic and Statistical Manual of Mental
Disorders (DSM) (First, 2013). Our work follows
a proven alternative option, using a data-driven
approach to identify existing dimensions that are
important to people in vivo (Clifton, 2020; Clifton
et al., 2019; McCrae and IU, 2002). Such an ap-
proach has been used to identify fundamental fac-
tors of individual differences and human person-
ality (McCrae and IU, 2002), as well as primal
beliefs about the world (Clifton et al., 2019). We
seek to help close that gap with a data-driven ap-
proach using language to identify important self
beliefs with minimal researcher interpretation.

2.2 Related Works

Within NLP, other research has attempted to de-
rive beliefs from language. For example, our work
builds on Vu et al. (2022) which extracted beliefs
about the world, politics, parenting, and educa-
tion (Vu et al., 2022) using straightforward stems
such as “The world is”, “education is”, or “parents
should”. What followed the stem was a clear adjec-
tive or noun phrase expressing the belief. However,
for capturing self beliefs this does not work. Con-
sider the examples “I usually listen to music” or
“I am listening to music”. Using a similar stem
construction technique with “I am” or “I usually”
would mislabel a wide diversity of false positives
that do not express a belief about the subject. To
resolve such complications, we move towards de-
veloping a contextually-aware classifier by using
encoder-based models.

Other works have also explored using language
to detect human beliefs and stances (Alturayeif
et al., 2023). In these cases, belief prediction in-
tends to capture whether a writer firmly believes
in the factuality of their stated propositions (Prab-
hakaran et al., 2015) and not whether a propo-
sition contains a belief about a specific concept.
We distinguish the task of self belief classification
from belief prediction or event factuality predic-
tion (Sauri and Pustejovsky, 2009) in that the target
for self belief and the particular belief is not lim-
ited to positive, negative, or a degree of truth or
falsehood.

Similarly, other works have also explored how
linguistically derived human traits have predictive
power over other facets of being, such as age,
gender, and personality (Schwartz et al., 2013;
Schwartz and Ungar, 2015). In the specific domain
of world beliefs, believing the world is inherently
“Interesting” and “Abundant” was found to be re-

lated to mental well-being (Clifton et al., 2019).
We were unable to identify works that found con-
nections between self beliefs and human factors
from language.

While this work focuses on self beliefs used
in personal discourse (social media, conversation,
journaling), beliefs expressed in contexts like ther-
apy logs and novels constitute a new task to be
explored.

3 Datasets

We collected self beliefs using text from so-
cial media posts from Twitter (now X) and
posts/comments from the /r/AskReddit subred-
dit. Social media provides a medium for individu-
als to express their beliefs without being prompted.
We also gathered self beliefs from prompted es-
says where writers are asked to describe the sort of
person they are most of the time.

3.1 Filtering

Self beliefs are expressed in diverse forms that
suffer from significant failure rates when using au-
tomatic identification as shown in Figure 4. To
address this, we delineated the scope of messages
considered into a pairing of one high precision and
one high recall pattern. In the first scenario, we
permitted more freedom, only requiring that utter-
ances contain “I” followed by a verb (particularly
the VBD part-of-speech tag) that modifies the “I”.
This would successfully capture “I work hard*’ but
incorrectly capture “I like hiking”. In the second
scenario, utterances follow the structure “I am ...
person...”. This captures beliefs that conform to
a pattern like “I am a funny person”, but misses
out on even simpler statements like “I am funny”.
The latter approach was subjectively observed to
increase the rate of self beliefs within the posts,
however, this comes at the cost of limiting language
diversity.

The Twitter language was collected from the
County Tweet Lexical Bank (Mangalik et al., 2024),
sampled from nearly 6% of all Twitter users in
2019 to 2020 with a total of almost 1 billion En-
glish tweets filtered for retweets, URLs, duplicates,
and bots by proxy. The high precision pattern “I
<VBD> ...” returned 3,686,860 candidates, and the
more constrained “I am ... person ...” pattern re-
turned 508,195 candidates. We remove duplicate
tweets from our candidate pool and then sample
30,000 tweets from each pattern collection, giving
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All Human Annotations Human Test Subset GPT-40 Annotations

Reddit Twitter Reddit Twitter Reddit Twitter
Explicit 109 193 47 155 4,533 8,493
Implicit 91 228 10 195 15,914 21,525
Neither 800 535 42 151 29,331 29,746
Total 1,000 956 99 501 49,778 59,764

Table 1: Breakdown of Twitter and Reddit annotations by the type of self belief in the text. Given the rates above
we estimate at least 0.55% of Reddit posts/comments and 0.23% of tweets contain an explicit or implicit self belief.

us 60,000 total tweets.

AskReddit data consisted of 17.3 million posts
and comments from 2015 to 2019. Since our Red-
dit data had vastly more comments than posts, we
opted to be stricter when collecting self beliefs
from comments. The precision targeted pattern,
“I <VBD> ..., filtered the posts down to 178,178
candidates, and the recall targeted pattern, “I am ...
person ...”, filtered the comments down to 296,340
candidates. We sampled 25,000 deduplicated mes-
sages from each collection, for 50,000 total.

3.2 Human Annotation

Two co-authors trained in the psychology of self
belief provided expert annotations to label 1,000
Twitter posts and 1,000 AskReddit posts/comments.
See Appendix A for the exact criteria provided to
the annotators. Table 1 shows the breakdown of
each class’s prevalence.

From the human-annotation set, 501 of the Twit-
ter posts and 99 of the Reddit posts were then
double-annotated to capture the agreement between
the two annotators. On this subset, we find an inter-
rater agreement of 88.9% (Cohen’s Kappa of 0.803)
for Reddit and 91.4% (Cohen’s Kappa of 0.871)
for Twitter between annotators 1 and 2. These
Cohen’s Kappa coefficients imply substantial to
nearly perfect annotator agreement. Afterward, a
third annotator was brought in to break ties on any
disagreements between the initial two annotators;
this is considered the final Human Test Subset.

3.3 LLM Annotation

To generate 100,000 annotations from generative
LLMs we considered two models representing
the state-of-the-art for open and closed systems.
Meta’s Llama 3.1, with 8 and 70 billion parame-
ters, was used as a baseline for LLM performance.
Meanwhile, OpenAl’s GPT-40 was used as the
state-of-the-art off-the-shelf LLM solution. All

the prompts used for both Llama and GPT can be
found in Appendix B.

While annotating with GPT-40 the model was
specifically prompted to classify the statements
into one of three classes described: Explicit Self
Beliefs — Statements that directly and unambigu-
ously reflect the writer’s personal assessment of
their own usual abilities/characteristics/worth; Im-
plicit Self Beliefs — Statements that indirectly ex-
press the writer’s beliefs about the categories of
person that the author believes they belong to; Nei-
ther — Statements for which there is neither an
explicit nor an implicit belief present. Unlike the
human annotators, the LLMs were prompted to
generate 0-100 confidence scores for their labels
for use in Few-Shot classification AUC.

3.4 Data Segmentation

We consider three data settings for the training of
our self belief classification models: human-only,
LLM-only, and joint human-LLM. Besides a fixed
set of 300 randomly selected test data points from
the human consensus set, the data was segmented
into train (70%) and evaluation (30%) sets.

3.5 Self Belief Paragraphs

We collected a dataset of self belief paragraphs by
surveying study participants to describe themselves
in a long-form text response to the prompt:

A team of psychological researchers at
[...] are currently seeking to understand
how people see themselves. In this sur-
vey, we aim to hear from 10,000 people,
including yourself, who will spend sev-
eral minutes reflecting on a simple but
powerful question: From your own per-
spective, most of the time, what sort of
person are you? Please make a list of
adjectives or short, simple phrases that
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you feel describe your qualities, both the
good and the bad.

This survey only involves one main re-
flection question. It should take about
five minutes to answer (the submit but-
ton will appear after 3 minutes).

This study collected 6,736 responses to the
above question from unique interviewees. We took
these self belief paragraphs and sentence-tokenized
them, discarding any empty sentences, resulting
in 33,407 sentences. We applied our best self be-
lief classification model, SelfAwareNet, to these
sentences and filtered the sentences to only those
that contained an explicit belief, capturing 7,573
explicit beliefs.

3.6 DS4UD Essays

We conducted additional analyses using essays col-
lected as part of a study on unhealthy drinking be-
haviors (Nilsson et al., 2024; Matero et al., 2024).
As a part of this multi-wave longitudinal study, par-
ticipants described their feelings in 2 to 3 sentences
with a minimum of 200 characters over 14 days per
wave. To measure their psychological well-being
and mental health, they were also administered
standard rating scales of depression (Kroenke et al.,
2001), anxiety (Spitzer et al., 2006), and stress (Co-
hen et al., 1983).

After sentence-tokenizing them, we tagged the
sentences from this data into ones containing ex-
plicit beliefs (as labeled by SelfAwareNet), sen-
tences with implicit beliefs, and all other sen-
tences. This resulted in 61,556 usable sentences
from 14,475 essays and 587 distinct users. Of those
sentences, 3,288 were labeled as containing explicit
beliefs, 8,196 with implicit beliefs, and 49,151 with
neither.

4 Methods

In this paper, we present an LLM system to identify
the ways people describe their self beliefs — sim-
ple, adjectival, goal-adjacent, and domain-general
claims about the self — on Twitter (now X) and
Reddit. This method simultaneously allows for the
bottom-up identification of self beliefs to be dis-
tinctly empirical, while also taking advantage of
the sheer volume of highly relevant data available
on social media platforms.

We consider that self beliefs exist on a contin-
uum of expression, ranging from explicitly stated
to implicitly inferable. It is possible to directly

convey a self belief; “I am a hardworking person”
but it is also equally possible to create an utterance
like “I work hard every day” which contains an
implication to the explicit statement. Especially in
the case of the latter example, it would be difficult
for a non-contextual model to identify the presence
of implicit self beliefs from statements about habits
(“T hike every day”), preferences (‘I like to hike”),
or group identity (“I am a hiker”). To this end, our
modeling systems consider self belief classification
as a 3-class problem of explicit, implicit, or no self
belief.

We developed and evaluated a variety of LM-
encoder-based fine-tuned classifiers to predict the
self belief labels and experimented with curricula
learning setups to improve over using human an-
notation alone. Since this task has not been at-
tempted before, there is no best-practice model to
use. Therefore, in addition to using a Most Fre-
quent Class baseline, we also developed one theo-
retically driven classifier and evaluated it against
generative LLMs using few-shot prompting.

4.1 Self Belief Classification

Theoretical Model. To test a theoretical lin-
guistic approach, we developed and implemented
a rule-based system to classify messages as ex-
plicit/implicit/no self beliefs (Visual depiction; Fig-
ure 4). This model assumes that the input mes-
sage begins with the author as the subject and uses
SpaCy’s (Honnibal et al., 2020) transformer-based
model to complete a constituent and dependency
parse of the message. The root verb that modifies
the subject is then binned into one of four classes:
cognitive (I think), affective (I like), state (I am),
and metaphoric (I exude) via word lists collected
using VerbNet (Schuler and Palmer, 2005). For
messages with cognitive or affective root verbs, the
object of the sentence is checked for self-reference
to the subject; if yes then a label of explicit is given,
if no but there is a reference to another object then
implicit, otherwise none. For messages with a state
or metaphoric root verb, if the object of the sen-
tence is abstract then a label of explicit is given,
otherwise none. Object abstractness is measured us-
ing word concreteness (Charbonnier and Wartena,
2019) as is commonly done in psycholinguistics.

Few-Shot Models. To evaluate the performance
of off-the-shelf generative models, we used both
open-weight and closed models. For our open mod-
els, we used the 8B and 70B parameter variants of
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MODEL PARAMETERS AcC BINARY Acc F1 AUC
MoST FREQUENT CLASS 1 357 .643 188  .500
THEORETICAL MODEL 9 297 297 272 -

LLAMA 3.1 Few-shot 8,000 M 430 .610 398 575
LLAMA 3.1 Few-shot 70,900 M .657 .820 .650 .836
GPT-40 Few-shot > 70,900 M .703 .843 710 .839
FT-ALBERTV2-LARGE 18 M T17 .853 724 878*
T5-BASE (ENC) 110 M 346 .643 178 506
ELECTRA-BASE-DISC. 110 M 77 .890 780  .8751
FT-ROBERTA-BASE 125M 813 920 814 .900¢
FT-DEBERTAV3-BASE 184 M 187 .900 792 881t
FT-ROBERTA-LARGE 335 M 833 910 837 .922¢
FT-BERTWEET-LARGE 355M 817 913 821 .921%
FT-DEBERTAV3-LARGE 436 M 780 883 787 927

Table 2: Comparison of few-shot LLMs and fine-tuning procedures for training encoder models for the self belief
classification against 300 withheld test samples. Weighted F1 is reported across the three self belief classes. Binary
Acc measures the accuracy of classifying explicit beliefs vs. others. AUC significances were measured against
Few-Shot GPT-40 performance using bootstrapping and are reported as *p < 0.05, fp < 0.01,%p < 0.001.

Model Acc BinAce F1 AUC
FT(®) 833 910  .837 .922%
FT(&) 717 870 719 .894f
FT(é : @) 727 870 733 .898t
FT(é&)—FT(®) .823 917 826 .944!

Table 3: Comparison of fine-tuning (FT) procedures for
training RoOBERTa-Large on self belief classification.
The procedures either use of Human (@) annotations,
GPT-40 (é@) annotations, a concatenation (:), or curricu-
lum learning (—). The model created with curriculum
training was chosen as the final SelfAwareNet.

Meta’s instruction-tuned Llama 3.1 (Dubey et al.,
2024) to annotate the messages into the aforemen-
tioned categories of self belief. For our closed
model, we elect to use OpenAl’'s GPT-40; this
model was also used to build the set of 100k LLM-
annotated self belief samples.

To ensure our experiments are consistent while
achieving good performance from the model, we
set Llama to a very low temperature (0.01) for con-
trolled outputs and a top_p value of 0.9%. Likewise,
for GPT-40 we set the temperature to 0.1. Without
access to sufficient compute resources, and con-
strained by the cost of 3rd party inference APIs,
we were unable to use the largest version of Llama

2The top_p setting limits the model to choose from the
smallest group of likely next words that together make up 90%
of the probability.

with 405B parameters. The total cost of running
the GPT-40 inference was about 80 USD on the
100k posts. Llama inferences, including the 8B and
70B models, were run on an RTX A6000 for a total
of 6 hours for the human-annotation set.

Fine-Tuned Models. We consider the following
BERT (Devlin et al., 2018) variants: ALBERT (Lan
et al., 2019), BerTweet (Nguyen et al., 2020), De-
BERTa (He et al., 2021), and RoBERTa (Liu et al.,
2019). These modifications to the underlying trans-
former model and training set are all expected to
give sizable and general improvements in language
modeling. BerTweet especially intrigued us since
it was specifically trained using a large corpus of
tweets, unlike the other BERT variants. The fine-
tuned models all shared the same hyperparameters:
50 epochs of training, batch size of 8, 2 gradient ac-
cumulation steps, a learning rate of 0.0001, weight
decay of 0.0001, and an early stopping threshold of
0.0001. For models trained with human-annotated
data, the model is evaluated every 50 steps with an
early stopping patience of 5. Due to the massive
increase in data size, for models trained with LLM
annotations evaluation is done every 500 steps with
an early stopping patience of 3. Weighted F1 is
used as the evaluation metric at each evaluation
step.
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4.2 Fine-Tuning Settings

We examined four unique settings for training
RoBERTa-Large, our selected base model for Self-
AwareNet, based on weighted F1 and balancing
parameter size with performance. We consider two
sets of training data, a human set, and an LLM
set. The training data from the human set is com-
prised of ~1,700 human annotations, and the LLM
set 1s made of all 100,000+ LLM annotations col-
lected. Our training settings cover the following
combinations of these annotations, including a cur-
riculum learning setting, as follows: (1) fine-tune
RoBERTa-Large on only the human set, (2) fine-
tune the model on only the LLM set, (3) fine-tune
on a concatenation of the human and LLM set, and
(4) fine-tune first on the LLM set and then fine-tune
again on the human set. The results of this testing
can be found in Table 3.

5 Results & Discussion

5.1 Self Belief Classifier

Our Most Frequent Class baseline model demon-
strates a fairly balanced test set with a 3-class ac-
curacy of 0.357, skewing slightly toward the most
common class (No Self Belief). Looking at the
theoretical model, we find that its pattern-matching
can achieve a weighted F1 better than the baseline,
but it underperforms in both 3-class and binary
accuracy. This lackluster result is expected for a
linguistic model applied to a highly contextual task.

We find that encoder-based models fine-tuned on
our set of human annotations always outperform
both Few-Shot LLMs, Llama, and GPT-40, at the
self belief classification task. Using 2,000 high-
quality human annotated examples, our fine-tuned
models outperform 4,000 x larger generative model
pre-trained on orders of magnitude more world
knowledge. Evaluating the specific capabilities of
models that made modifications to BERT, we found
that RoOBERTa-Large was the highest performing
on weighted F1. BerTweet, despite being trained
on a large corpus of Twitter language and using a
similar number of parameters to RoOBERTa-Large,
was not able to outperform it. We observe a gen-
eral trend of improving AUCs as the number of pa-
rameters for the fine-tuned models increases. The
performances of the various models are recorded
in Table 2.

5.2 Fine-Tuning Settings

Experiments comparing different training regi-
ments found small benefits, over training solely
on human annotations, from pre-fine-tuning on
a large (>100,000) set of LLM annotations and
then fine-tuning with the ~2,000 Human annota-
tions. The weakest performance was attributed to
models that fine-tuned primarily on LLM annota-
tions. Interestingly we find that a RoBERTa-Large
fine-tuned on the annotations generated by GPT-40
outperformed GPT-4o itself (F1 of .710 — .719;
AUC of .839 — .894). This gives encouraging evi-
dence for exploring the generalizability of models
fine-tuned on LLM annotations improving over the
actual LLM outputs for classification tasks. We
might hypothesize that using a corpus of LLM an-
notations allows a downstream language model to
combine a collection of “expert” opinions as a Mix-
ture of Experts (Jordan and Jacobs, 1994; Jacobs
etal., 1991). Model metrics for each type of fine-
tuning can be found in Table 3

The best-performing model, SelfAwareNet was
built using a RoBERTa-Large model with the cur-
riculum training design via pre-fine-training on the
full set of GPT-40 annotations and then fine-tuning
on all human annotations not in the test or valida-
tion sets. This presents evidence for systematic
errors in GPT-40’s annotations, which can be recti-
fied with a few high-quality human annotations.

5.3 Extraction of Self Beliefs

We factor-analyzed the language from the sentence-
tokenized self belief paragraphs. These sentences
were filtered to only those containing explicit be-
liefs by applying SelfAwareNet (RoOBERTa-Large
with curriculum learning on LLM then Human an-
notations). We filtered out sentences with fewer
than 10 words and removed the 850 most com-
mon words from English. Then we applied Latent
Dirichlet Allocation (Blei et al., 2003) with Gibbs
sampling for 700 iterations using dlatk (Schwartz
et al., 2017) on the sentence unigrams into 50 top-
ics (Lee and Seung, 2000).

The resulting topics summarize the characteristic
notions of people’s self beliefs, they are represented
as word clouds in Figure 2. In addition to LDA-
based topic modeling, we ran a Meaning Extraction
Method (Wilson et al., 2016a,b; Markowitz, 2021)
version of this task (Figure 6).

The topics, shown as word clouds, illustrate in-
tuitive and coherent clusters of self belief. For in-
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Figure 2: Select examples of topic clusters generated from the classified self belief paragraphs. 50 clusters were
created from LDA generating 300 topics and then reduced those to 50 super topics (clusters) with non-negative
matrix factorization. Word sizing is proportional to prevalence within topic (probability of the word given the topic).
Here we see self beliefs of perfectionism, dependability, nervousness, hopefulness, and overthinking.
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Figure 3: Self Belief topics correlated with outcomes
from the DS4UD essays after applying SelfAwareNet.
The Pearson correlation (r) signifies the relationship be-
tween these topic usages in the DS4UD feelings essays
and the self-reported outcomes. Positive correlations are
depicted in blue, while negative correlations are shown
in red. All correlations were statistically significant to
p < 0.05 after Benjamini—Hochberg Correction.

stance, beliefs about being ‘detail-oriented’ paired
with ‘goal-focused,” and beliefs about being ‘re-
spectful’ paired with ‘humble’ and ‘responsible.’.

5.4 Exploring External Validity

External validity, a study design commonly used in
psychometrics (Rust and Golombok, 2021), is con-
cerned with the ability of a measure to predict an
external associated outcome. In this case, our mea-
sure is holding specific self beliefs, and the external
outcomes are well-being and mental health.

Using the 50 topics derived from LDA on the
entire set of self belief paragraphs, we correlated
the self belief topic usage in the DS4UD study’s
feeling essays (containing only explicit beliefs us-
ing SelfAwareNet) with their mental health self-
reports. This analysis (Figure 3) revealed many
face-valid results including positive associations
between topics of self beliefs containing (1) family-
orientation and valuing relationships, with higher
valence (Vogel et al., 2017), (2) disengaged behav-
iors (procrastination, aloof, lazy, forgetful) with
high anxiety (Scher and Osterman, 2002), and (3)
symptomatic markers (fatigue, low mood, lack of
interest) with depression (Watson, 2009). We also
find negative associations with self belief topics,
suggesting the linking of (1) trusting and caring
relationships with reduced stress, and (2) resource-
fulness (supportive, patient) and openness (creative,
adaptive) with reduced anxiety.

5.5 Qualitative Error Analysis

Examining the mistakes of GPT-40 against human
annotations, we found that it makes mistakes in
each possible pairing of the three classes. The
most instructional errors were found when GPT-40
made false positive and false negative predictions
of self belief presence. GPT fails to label mes-
sages as having self beliefs when they contain ad-
ditional language specifying that the belief is held
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by another person, or if the belief was about some-
one else (True=Neither and GPT-40=Explicit in Ta-
ble 4). GPT was also unable to classify self beliefs
about curiosity, desperation (True=Explicit and
GPT-40=Neither), or uniqueness (True=Implicit
and GPT-40=Neither). SelfAwareNet also strug-
gles with self beliefs about curiosity but corrects
issues where complex constructions negate the ex-
istence of a self belief. On average, when Self-
AwareNet fails it makes the same mistake as GPT.
Mislabeling beliefs as non-beliefs could create
oversights in tasks moderated by Al or human thera-
pists that rely on a holistic understanding of patient
self beliefs to provide care. Failures in labeling
explicit from implicit beliefs could result in a sys-
tematic failure to capture entire classes of beliefs.

6 Conclusion

In this work, we introduce an expert annotated
dataset for performing a novel task of self belief
classification from natural language. This high-
quality dataset enabled 4000x smaller language
models to outperform the likes of few-shot gen-
erative models like Llama 3.1 and GPT-40. In
addition, we find that smaller models fine-tuned
on GPT-40’s annotations of self belief are better
than GPT-40’s direct annotations, encouraging fur-
ther investigation into a method for augmenting
LLM capabilities scalably and affordably without
fine-tuning LLMs.

The extracted beliefs demonstrated external va-
lidity through significant associations with men-
tal health and well-being measures on an external
dataset. These findings underscore the importance
of exploring future directions to track longitudinal
trends between self beliefs and human outcomes,
and further expand to inform public health research
on the self-perceptions prevalent in different com-
munities.

7 Limitations

This work is presented in light of several limitations
regarding the conception of self beliefs themselves.
The differentiation of explicit and implicit self be-
liefs is not a canonical concept, thus all annotations
should be considered in the context of the anno-
tation guide (see Supplement). We claim that we
describe a reasonable self belief framework, with
no expectation that it covers all edge cases.
Notably, self beliefs are uncommon on social
media. This leads us to use permissive stemming

methods rather than all possible language patterns.
As a result, the training data cannot catch a maxi-
mally comprehensive collection of the forms of self
belief expression. This work was only completed
for English texts, and all findings here cannot be
extrapolated to non-English authors or non-textual
modalities. Using social media as a training cor-
pus for SelfAwareNet potentially limits its gener-
alizability to more formal settings or beliefs not
common on social media.

While there is reason to believe that self beliefs
may converge with personality, this work does not
study this connection. However, when observing
the language of DS4UD study participants we did
not find strong correlations between a person’s
self beliefs and their Big-5 personality traits. We
caveat this finding with the observation that other
research working with this data also struggled to
find connections with personality (Nilsson et al.,
2024). The correlations between topic usage and
outcomes found in this work were overall rather
modest, which can generally be expected for exter-
nal criteria.

Due to computational limits, we were unable to
fine-tune large-scale models (such as Llama 3.3
70B) similar to GPT-40 for this task. Likely, fine-
tuning a larger model with our annotated training
data might have resulted in an even more perfor-
mant version of SelfAwareNet.

8 [Ethical Considerations

We collected publicly available social media lan-
guage to conduct the analyses completed in this
work. We have removed all identifying user infor-
mation in the posts considered. Both the self belief
paragraphs and the DS4UD essays were collected
consensually after following IRB study protocols,
with the understanding that the language would be
used for research purposes. We do not anticipate
other privacy or security risks from using the self
belief classifier.

Since self beliefs are at the core of human psy-
chology and how people behave in the world, ex-
tracting these beliefs could be highly invasive.
Commercial actors could potentially misuse data
about a person’s self beliefs for more effective ad-
vertising, marketing, or message targeting. Self be-
liefs may also contain details that a person would
not willingly disclose and there is reason to be
concerned about their use to target vulnerable pop-
ulations. The purpose of this work is to explore
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the connections between human outcomes and self
beliefs and we do not condone the use of technol-
ogy for malicious purposes. Given its potential
to enhance behavior prediction, personalize cog-
nitive behavioral therapy, and automate cognitive
distortion analysis, this work offers valuable con-
tributions to NLP and public health research.
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A Human Annotation Guide

For human annotators labeling self-beliefs, we
asked that they follow the following guidelines
which include definitions, a flowchart, and edge
cases. All human annotations were completed by
graduate researchers, for the interrater data points,
where the two primary annotators disagreed, a third
annotator was given the same annotation guide to
make a final decision.

A.1 Definitions

* Explicit Self-Belief (1): Statements that
clearly and explicitly reflect the writer’s be-
liefs about themselves. These self-belief state-
ments should be direct and unambiguous, con-
veying the writer’s personal assessment of
their own usual abilities, characteristics, or
worth.

* Implicit Self-Belief (2): Statements that indi-
rectly express the writer’s beliefs about them-
selves. This includes vague references or state-
ments about the types/categories of persons
that the author believes they are, not directly
tied to their identity. The purpose of this clas-
sification is to capture statements that can be
used to infer explicit self-beliefs.

¢ No Self-Belief (0): Statements for which there
is neither an explicit nor an implicit self-belief
present

A.2 Flowchart

See Figure 5 for the flowchart provided to human
annotators for categorizing self belief candidates.

A.3 Edge-Cases

» Statements about identity are not self-beliefs
since they lack a judgment (“I am a doctor”,
“l am a woman”, “I am six-feet tall”)

* Statements about how the author judges the
type of person they are should be treated as
implicit self-beliefs (“I am a people person
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Figure 4: A deterministic flowchart that demonstrates how the theoretical model processes statements where the
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stateful, or metaphoric, then check for self-references and abstract objects, and finally, a determination of the class

of self belief is made.
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and I love that”). However, if the category has
no implicit evaluation attached to it, no self-
belief is present (“I am a morning person.”).

Statements about preferences that are not
about the self do not include a self-belief (“I
like pizza”, “I love you™)

Statements that are the author’s recollection of
what others have said about them do not con-
tain a self-belief (“People say that  am...”)

Do not consider subsets of statements that
contain explicit self-beliefs, consider the full
statement when determining the label. For
example: “I am happy when I drink” would
be an implicit self-belief even though “I am
happy” would be an explicit self-belief state-
ment.

Statements which express the authors’ belief
that they are unique for some behavior are
implicit self-beliefs about uniqueness (“I am
the only person..."”)

LLM Annotation Prompt

For both Llama and ChatGPT we use the same
prompt for generating LLM annotations, the
prompt is as follows:

Does the following post on social media
contain an explicit/implicit self-belief?

Explicit Self-Belief: Statements that
clearly and explicitly reflect the writer’s
beliefs about themselves. These self-
belief statements should be direct and
unambiguous, conveying the writer’s per-
sonal assessment of their own usual abil-
ities, characteristics, or worth.

Implicit Self-Belief: Statements that
indirectly express the writer’s beliefs
about themselves. This includes vague
references or statements about the
types/categories of persons that the au-
thor believes they are, not directly tied to
their identity. The purpose of this classi-
fication is to capture statements that can
be used to infer explicit self-beliefs.

No Self-Belief: Statements for which
there is neither an explicit nor an implicit
self-belief present.

Some examples of explicit self-beliefs
are: “I am the coolest person I know”,

“T am a hard worker”, “I think I am the
worst”

Some examples of implicit self-beliefs
are: “I am told that I am funny”, “I love
being a morning person”, “I work hard
everyday”

Some examples of no self-beliefs are: “I
am a doctor”, “I love you”, “I like pizza”,
“I miss you a lot”

Here is the post: “<Insert Post Here>"

Please ONLY respond in the format be-
low, do not include other extraneous text
in your response:

<1 if explicit self-belief, 2 if implicit self-
belief, O if no self-belief>

<The probability of your classification
being correct between 0 and 100>

C Theoretical model

A visual representation of the theoretical model
described in the Methods can be found in Figure 4.
Messages flow in from the top and are assigned a
label at the bottom.
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Figure 6: Sample factors generated from the processed self belief paragraphs. Clusters were created by using MEM
with 50 components. Here we see self beliefs of a caring nature, agreeableness, rule-following, and low self-esteem.

TRUE GPT-40 SelfAwareNet MESSAGE

Neither  Explicit Neither I am dating my favorite person in the world

Neither  Explicit Neither I am not gonna get pissy if some non black person says it
Neither  Explicit Implicit I am honestly not a morning person

Neither  Implicit Neither I am done with my in person class now so I have no excuse
Neither  Implicit Neither I am so determined to find this person

Neither  Implicit Neither I'am 18 and I have donated whole blood about 8 times
Neither  Implicit Neither I am so happy I don’t have to deal with him in person
Neither  Implicit Implicit I’ve been told I am not the funniest person
Explicit ~ Neither Explicit I am desparate
Explicit ~ Neither Neither I am curious
Implicit ~ Neither Implicit I feel like I am the only person in the world
Implicit  Neither Neither I am the only person still pissed at that [...] movie

Table 4: Error analysis of errors made by GPT-40 on the test set where we create human annotator consensus as the
True label. This demonstrates both false positive and false negative predictions for the presence of self beliefs.
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