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Abstract

The financial industry faces a substantial work-
load in verifying document images. Exist-
ing methods based on visual features strug-
gle to identify fraudulent document images
due to the lack of visual clues on the tam-
pering region. This paper proposes CSIAD
(Cross-Sample Image Anomaly Detection) by
leveraging LLMs to identify logical inconsis-
tencies in similar images. This novel frame-
work accurately detects forged images with
slight tampering traces and explains anomaly
detection results. Furthermore, we introduce
CrossCred, a new benchmark of real-world
fraudulent images with fine-grained manual an-
notations. Experiments demonstrate that CSIAD
outperforms state-of-the-art image fraud detec-
tion methods by 79.6% (F1) on CrossCred
and deployed industrial solutions by 21.7%
(F1) on business data. The benchmark is avail-
able at https://github.com/XMUDM/CSIAD.

1 Introduction

In recent years, almost all users have submitted
image versions or screenshots of common docu-
ments to financial institutions to authenticate iden-
tity, ownership, transaction records, etc. With the
advancement of image editing techniques (Chen
et al., 2023; Tuo et al., 2024; Zhao et al., 2021;
Zeng et al., 2024), malicious parties can generate
highly realistic counterfeit materials at minimal
cost, posing a serious threat in the financial sec-
tor. Automatic image fraud detection is critical to
enhance security and operational efficiency.

Existing image fraud detection methods predom-
inantly rely on visual features (Zhu et al., 2024; Yu
et al., 2024; Guo et al., 2023). However, unlike
natural images with complex textures and colors,
images encountered in the financial sector are docu-
ment images (Luo et al., 2023; Cloud, 2024), which
share a simple background (e.g., typically white),
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highly structured layouts, and consistent graphical
elements (e.g., uniform text fonts). The tampered
regions hardly display any visual clues on the edge
or surface. As illustrated in Figure 1(a), the SOTA
image fraud detection method (Qu et al., 2023)
cannot accurately locate the tampered region. Fur-
thermore, it lacks explanations for its decision to
speed up human verification.

Although image fraud detection is limited when
based on single-image visual features, review-
ers can detect anomalous images based on cross-
sample logical inconsistencies in manual verifica-
tion processes. As illustrated in Figure 1(b), the
tampered region includes the account and address
information because the forged payment record
copies the account number from other images and
alters the account name and address.

Since manually cross-sample reasoning is time-
consuming, we propose CSIAD, which leverages
LLMs for accurate and interpretable image fraud
detection. CSIAD operates through two stages:
(I) Retrieval Ensemble, which discovers potential
image associations by aggregating visual and tex-
tual retrieval results, and (II) Fact-Driven Cross-
Sample Inference, which detects and concludes
anomaly from associated images. Specifically, in
stage II, CSIAD first adopts an LLM to generate
logical rules that an authentic image should follow,
then refines the rules using unsupervised factual
evidence, effectively mitigating LLM’s hallucina-
tions while improving detection accuracy. Next,
CSIAD detects, verifies, and explains the anomalies
based on the self-generated rules.

To better address the gaps in image fraud de-
tection in the financial sector, we present a new
benchmark CrossCred, different from existing
datasets (Dong et al., 2024; Qu et al., 2023; Wang
et al., 2022; Qu et al., 2024) in the following as-
pects. (1) CrossCred is entirely from real-world
data in complex financial fraud scenarios, where
images are meticulously forged to deceive current
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Figure 1: Comparison between TTD (Tampered Text Detection) and CSIAD (Cross-Sample Image Anomaly
Detection). The forged image is a mobile payment record. Left: Existing TTD relies on visual features of a single
sample, which struggles with subtle tampering traces. Right: CSIAD incorporates cross-sample analysis based on
textual information, effectively increasing the accuracy and explainability of image fraud detection.

detection technology. On the contrary, most exist-
ing datasets are synthesized with random modifi-
cations. (2) CrossCred contains detailed human
annotations, including tampered regions and expla-
nations. (3) CrossCred supports image fraud de-
tection via cross-sample inference (i.e., each fraud
case is associated with a few similar images), while
previous datasets only contain a single sample for
each case.

Experiments on CrossCred show that CSIAD
improves the image fraud detection performance,
achieving an F1 of 81.9%, outperforming the
SOTA image tampering detection method by
79.6%. Further evaluation on a real-world busi-
ness dataset reveals that our model achieves an F1
of 85.7%, surpassing deployed industrial solutions
by 21.7%.

In conclusion, our study makes several notewor-
thy contributions:

• Novel methodology. We present CSIAD: the
first model that detects counterfeit document
images by leveraging LLMs to uncover log-
ical inconsistencies through cross-sample in-
ference. In addition to enhancing detection
accuracy, CSIAD provides fine-grained expla-
nations that enable real-time monitoring and
analysis of anomalous traffic.

• New benchmark. We release CrossCred: a
real-world dataset that covers various types
of fraud images in the financial sector with
detailed human annotations to evaluate image
fraud detection methods.

• Superior performance in academic and

business scenarios. CSIAD achieves accu-
rate and interpretable fine-grained anomaly
detection on both CrossCred and industrial
datasets, showing significant improvements
over academic baselines and sophisticated
business solutions.

2 Related Work

Document Image Tampering Datasets. Recent
datasets like RIFLC (Cloud, 2022), TTI (Cloud,
2023), TextTamper (Dong et al., 2024), DocTam-
per (Qu et al., 2023), Tampered-IC13 (Wang et al.,
2022), and OSTF (Qu et al., 2024) have been de-
veloped for tampering detection. However, they
focus on single-sample analysis, lack fine-grained
manual annotations, and fail to replicate real-
world fraud scenarios. In contrast, our proposed
CrossCred features fine-grained manual annota-
tions and supports cross-sample detection.

Document Image Fraud Detection Methods.
Existing methods for document image fraud de-
tection focus on visual element anomalies at the
individual sample level (Qu et al., 2023; Sun et al.,
2024; Wang et al., 2022; Dong et al., 2024; Xu
et al., 2022; Qu et al., 2024; Sun et al., 2019). How-
ever, they rely on obvious visual cues and struggle
with subtle tampering traces, revealing their limita-
tions. In this study, we propose CSIAD, leveraging
LLMs for cross-sample analysis to complement
existing approaches.

Self-Reflection Ability of LLMs. Recent
research on self-reflection introduces advanced
prompting strategies, enabling LLMs to refine re-
sponses via feedback (Shinn et al., 2023; Bai et al.,
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2022; Paul et al., 2024; Madaan et al., 2023). Feed-
back can come from external sources (e.g., mod-
els, tools, knowledge bases) (Gou et al., 2024;
Olausson et al., 2024; Chen et al., 2024; Nathani
et al., 2023; Kim et al., 2023) or internal self-
assessment (Madaan et al., 2023; Zhang et al.,
2024; Yao et al., 2024; Lightman et al., 2024). How-
ever, studies (Huang et al., 2024; Zhang et al., 2024;
Stechly et al., 2023; Liang et al.) show LLMs’
correction capabilities are unreliable without ex-
ternal feedback. In this study, we propose a fact-
driven verification mechanism, guiding LLMs to
autonomously select reflection paths based on ob-
jective factual data, ensuring reliable outputs.

3 Methodology

3.1 Framework Overview

To determine whether a document image is fraudu-
lent, a natural workflow is to "consult" relevant im-
ages to identify the potential anomalies. As shown
in Figure 2, CSIAD contains four modules: the Re-
trieval Ensemble module aims to recall as many
relevant images given the query image Iq to form a
batch of suspicious images Sq; the Sample-Specific
Rule Generation module generates a set of rules
Rini that normal images must adhere to; the Fact-
Driven Verification module further validates and
filters the rules to obtain Rver; and finally, the
Rule-based Anomaly Detection module detects and
interprets the anomalies in Sq.

3.2 Retrieval Ensemble

We combine visual and textual retrieval to maxi-
mize the recall of relevant images. Adopting visual
retrieval alone can lead to increased computational
complexity by analyzing irrelevant images, e.g.,
certificates may share similar visual appearances
yet contain different information (Figure 3(a)). It
can also reduce detection accuracy by missing rel-
evant images, e.g., images differ visually while
conveying related content (Figure 3(b)).

Furthermore, we combine dense retrieval and
sparse retrieval. The former captures document-
level semantic relationships, while the latter excels
at nuanced keyword connections, benefiting highly
structured documents.

Specifically, the visual features are extracted by
CN-CLIP (ViT-B/16) (Yang et al., 2023), dense
textual vectors by CN-CLIP (RoBERTa-wwm-
Base) (Yang et al., 2023). We use an LLM to ex-
tract structured texts T and a HashingVectorizer to

extract sparse textual vectors.
The similarity score between the given image Iq

and any image in the database Ii is computed by:

s(Iq, Ii) = α× cos(vq,vi)

+ β × cos(eq, ei)

+ γ × cos(tq, ti),

(1)

where vq, eq, tq are the visual feature, dense tex-
tual vector, and sparse textual vector, respectively.
cos(·, ·) denotes the cosine similarity. The weight-
ing coefficients α, β, and γ are meticulously cali-
brated through preliminary experiments.

Finally, the retrieved images associated with Iq
are collected to form Sq:

Sq = {Ii | ∀s(Iq, Ii) ≥ δ}, (2)

where δ is the correlation truncation score.

3.3 Sample-Specific Rule Generation
The retrieved batch of images Sq shows high simi-
larity, suggesting potential anomalies. Intuitively,
we can use an LLM M to infer abnormal images
based on a set of rules. The rules can be predefined,
e.g., by human experts. Unfortunately, since new
types of documents emerge, e.g., payment via a
newly launched app, it is impractical to enumerate
all possible rules manually. An LLM can explicitly
or implicitly generate the rules. However, if no
groundings are provided, the LLM often generates
trivial rules, e.g., the payment amount should be
negative.

Consequently, we encourage M to generate
sample-specific rules. As shown in Figure 2(b), we
provide M with structured text T (details in the
last subsection) and few-shot business rule exam-
ples Frule. Given the potentially lengthy context of
T , the first step in the prompt pgen_rule for Sample-
Specific Rule Generation is to focus on key fields
within T . Leveraging these key fields and Frule, we
then facilitate the generation of initial rules Rini.

Rini = M(pgen_rule(T ,Frule)) (3)

To ensure that edge anomaly cases such as un-
conventional or emerging anomaly patterns are also
detected, we incorporate a temperature sampling
strategy (Chang et al., 2023), which enables M to
generate more creative rules during decoding by
utilizing a higher sampling temperature.

3.4 Fact-Driven Rule Verification
We implement a fact-based verification mechanism
to tackle potential errors or hallucinations in Rini,
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Figure 2: Framework for CSIAD. The diagram outlines the key modules: Retrieval Ensemble, Sample-Specific Rule
Generation, Fact-Driven Verification, and Rule-Based Anomaly Analysis.

e.g., "Identical taxpayer identification number →
Same tax paid". The assumption is that if we hold
a fact repository that covers a sufficient number of
scenarios, we can detect and remove the erroneous
or hallucinatory rules.

Specifically, we construct an anomaly-free fact
repository G. Our key insight is that the quality
of rule verification improves as the size of G in-
creases, as a larger repository covers a broader
range of scenarios described by the rules, thus en-
hancing the comprehensiveness of the verification.
G consists of historical images submitted in the
system. Firstly, real-world business databases are
typically vast, with an inherently low anomaly rate
(approximately one in a thousand). Secondly, the
anomaly rate can be further reduced by employing
basic business anomaly detection methods to filter

out obvious outliers, making G reliable for ground
truth fact verification.

We then use G to validate the rules in Rini. For-
mally, we first retrieve factual images from G that
match Iq:

Gq = {I(i)g | ∀I(i)g ∈ G, s(Iq, I(i)g ) ≥ δ} (4)

Then, for r(i)ini ∈ Rini to be validated, we em-
ploy a prompt pver_rule designed for fact-driven rule
verification, guiding M to examine Gq:

Rver = {r(i)ini | ∀r(i)ini ∈ Rini,

M(pver_rule(r
(i)
ini ,Gq)) = True}

(5)

If M searches for any instances where the condi-
tions specified by r

(i)
ini are violated in Gq, it signifies

that r(i)ini is not universally applicable to all valid
images and is subsequently pruned.
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(a) Visually similar & Textual content different
 

(b) Visually dissimilar & Textual content highly correlated
 

Figure 3: Visual and Textual Discrepancies in Financial
Document Images. (a) Two visually similar financial
document images with entirely different textual content.
(b) Two visually dissimilar financial document images
with highly related textual content.

3.5 Anomaly Detection and Verification

Once a set of fact-grounded rules is established, the
next step is to leverage Rver to guide the anomaly
detection phase(Figure 2(d)).

Rule-Based Anomaly Detection. We let M to
sequentially verify each rule in Rver, i.e., whether
the given image group Sq exhibits rule violations
through prompt pgen_con. We denote the initial
anomaly conclusions as:

Cini = {M(pgen_con(T , r(i)ver))| ∀r(i)ver ∈ Rver} (6)

each anomaly conclusion c
(i)
ini ∈ Cini includes the

relevant image IDs and the explanation that details
the cause of the anomaly and its location.

Fact-Driven Anomaly Verification. Given the
lengthy and complex contexts within the structured
text of multiple images, there is an elevated risk of
factual errors in Cini. To ensure reliable anomaly
detection, it is essential to verify Cini. During this
verification phase, the fact repository denotes the
structured textual T furnished to M . We assess the
validity of each conclusion to determine whether
it is a degenerated case due to insufficient support-
ing evidence in T through a specifically designed
prompt pver_con. The verified anomaly conclusions
are denoted as Cver.

Cver ={c(i)ini | ∀c(i)ini ∈ Cini,

M(pver_con(T , c
(i)
ini)) = True}.

(7)

Table 1: Comparison between CrossCred and existing
image tampering detection datasets (DocTamper (Qu
et al., 2023), TextTamper (Dong et al., 2024)).

Aspect DocTamper TextTamper CrossCred

Data Source Simulation Simulation Real-world

Tamper Random Random Targeted

# Doc Type N/A N/A 61

Annotation Coarse Coarse Fine-grained

Detection Single-
Sample

Single-
Sample

Multi-
Sample

For the concrete prompts utilized in each module,
please refer to Appendix D.

4 Benchmark

As shown in Table 1, existing document image
anomaly detection datasets synthesize images by
tampering with a random region, e.g., copy-move,
splicing, etc. They fail to simulate real-world tar-
geted image fraud, such as altering critical fields
like amounts, dates, and identity information. They
lack fine-grained manual annotations. Additionally,
they only contain one sample for an abnormal im-
age, forcing the detection method to rely purely
on the visual features of a single sample. While
forged images are produced in batches nowadays,
single-sample detection is suboptimal.

To address these shortcomings, we propose a
benchmark consisting of real-world fraud images,
where the tampering is proficiently targeted for fi-
nancial theft and crimes. The benchmark1 contains
fine-grained, manually annotated anomalies, and
supports multi-sample detection.

4.1 Benchmark Construction

The benchmark construction process consists of
four steps, as illustrated in Figure 4.

Step 1: Image Grouping. In the financial ser-
vice industry, diverse document types are utilized,
such as tax invoices, financial statements, identity
documents, contracts, etc. Each document type
can be associated with various formats, e.g., mo-
bile payment records by different apps. Images of
the same document type and format are grouped
together to form a candidate case for analysis.

1Data strictly desensitized and encrypted with comprehen-
sive protection measures, containing no Personally Identifiable
Information.
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Figure 4: The construction process of CrossCred.

Step 2: Pre-Annotation. It is infeasible to check
all images manually, given the large volume. Thus,
we leverage an LLM to pre-annotate the image
groups formed in Step 1. If anomalous behaviors
are detected among the images within a group, we
classify them as an anomalous case and retain them
for further analysis. Specifically, from a collec-
tion of 400K business images, we identified 4,063
potential anomalous cases.

Step 3: Human Annotation. Our analysis indi-
cates that pre-annotated anomalous cases contain a
notable proportion of false positives. To enhance
reliability, we manually verify these cases through
expert evaluation, involving (1) logical consistency
checks against financial rules and (2) commonsense
validity assessments. Each case undergoes ≥2-
minute expert review, resulting in 558 validated
anomalous cases. Each case includes multiple im-
ages of the same document type and format. De-
tailed annotations identify the (possibly multiple)
anomalous points in each image, specifying their
locations and interpretations.

Our data annotation work was carried out by
a professional annotation team within the com-
pany. This team consists of 10 experienced annota-
tors and follows a strict three-level quality control
process: 1) Preliminary annotation by annotators.
2) Double-checking by a quality inspection team
leader and the annotation project leader. 3) Final
confirmation by the data requester. For further de-
tails on the annotation process, see Appendix G.

Step 4: Deduplication and Balancing. We ob-
served frequent resubmissions of images (e.g.,
through different URLs) and imbalanced distribu-
tions of document types. To address this, we per-
formed deduplication to eliminate redundant im-
ages and balanced the document types to ensure

uniform distribution, resulting in the retention of
109 anomalous cases.

4.2 Benchmark Statistics

Our benchmark comprises 109 cross-sample
anomaly cases (396 total samples, average of
3.63 samples per case) and 109 randomly selected
anomaly-free images, totaling 505 images, span-
ning 61 document types. The complete type dis-
tribution of CrossCred is detailed in Appendix F.
We plan to release the CrossCred benchmark upon
acceptance.

5 Experiments

5.1 Implementation details

Settings. For the experiments, we use two LLMs:
Qwen2-VL (Wang et al., 2024) for structured text
extraction and Qwen2.5-72B-Instruct (Qwen et al.,
2025) for the rest of the tasks. Except for the
1.0 temperature used when sampling the creative
rules, we use a temperature of 0.0 when calling the
API. The retrieval module adopts weights α = 0.5,
β = 0.1, and γ = 0.4, which achieve superior rel-
evant sample recall performance (Figure ??). The
correlation truncation score δ is set to 0.88.

Evaluation Set. For evaluation set construction,
we adopt a sampling approach: one image per
anomaly case is allocated to the evaluation set as
Iq, and the remaining images in the case are in-
cluded in the database for retrieval. This results in
a balanced evaluation set containing 218 images
(109 normal / 109 anomalous), while the reference
database comprises 98,758 images.

Evaluation Metrics. Given that each anomaly
case may contain multiple anomalies, we imple-
ment dual-level evaluation metrics (coarse/fine-
grained) to assess the performance.

Coarse-grained metrics. The primary objective
is to determine whether an image is correctly iden-
tified as anomalous. We treat anomaly detection as
a binary classification task, evaluated through stan-
dard measures, including Accuracy (Acc), Recall
(Rec), Precision (Pre), and F1 score (F1).

Fine-grained metrics. These are designed to
verify whether multiple anomalies are correctly lo-
cated and explained in each case. Specifically, an
LLM is called to compare Cver with ground-truth
annotations. Fine-grained accuracy is calculated
based on whether the localization and explanation
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Table 2: Evaluation results on CrossCred dataset.
Retriever → Single refers to retrieving rele-
vant images using only the image modality, while
Retriever → Ensemble refers to retrieving images
using ensemble retrieval. Methods marked with * indi-
cate the use of BizRule for reflection.

Method Coarse-grained Fine-grained

Acc Rec Pre F1 Rec† Pre† F1†

DTD 48.6 43.1 48.5 45.6 - - -
Tifdm 49.1 34.9 48.7 40.6 - - -
Retriever → Single
CoT Prompt 29.8 35.8 32.0 33.8 10.2 31.3 15.4
Self-Consistency* 76.6 68.8 81.5 74.6 28.2 45.7 34.9
Self-Check* 74.3 72.5 75.2 73.8 29.9 47.9 36.8
Self-Reflection* 74.8 74.3 75.0 74.7 29.6 47.9 36.6

CSIAD 78.0 75.2 79.6 77.4 30.2 50.5 37.8
Retriever → Ensemble
CoT Prompt 31.7 36.7 33.3 34.9 9.8 35.8 15.4
Self-Consistency* 77.1 69.7 81.7 75.3 28.6 48.2 35.9
Self-Check* 72.5 73.4 72.1 72.7 29.9 49.5 37.3
Self-Reflection* 74.3 77.1 73.0 75.0 30.6 53.4 38.9

CSIAD 82.1 80.7 83.0 81.9 32.1 55.1 40.6

of c(i)ver match the annotations. The following as-
pects are emphasized: Recall (Rec†), Precision
(Pre†), and F1 score (F1†). For a more detailed
calculation procedure of the fine-grained metrics,
please refer to Appendix B.

5.2 Baseline

We conducted a comparative analysis with state-
of-the-art document image tampering detection ap-
proaches in the field of computer vision, including
DTD (Qu et al., 2023) and Tifdm (Dong et al.,
2024).

We also evaluate CSIAD against several base-
lines by applying advanced LLM inference strate-
gies on CSIAD’s retrieved relevant images. These
baselines include the Standard CoT Prompt (Ko-
jima et al., 2022), Self-Consistency (Wang et al.,
2023), Self-Reflection (Shinn et al., 2023), and
Self-Check (Miao et al., 2024). Since methods
incorporating reflection processes are not consis-
tently reliable without external knowledge (Huang
et al., 2024; Zhang et al., 2024), we offer a manu-
ally curated rule library (BizRule) from the produc-
tion system to serve as a reference for reflection.

5.3 Main Results

Table 2 summarizes the experimental results on
CrossCred, demonstrating CSIAD’s superiority
across all baselines. Due to the lack of publicly
available real-world datasets from similar scenar-
ios, this paper does not include a comparison across

Table 3: Comparison of the recall rates between
Retriever → Single and Retriever → Ensemble
in retrieving relevant images.

Method Recall@1 Recall@3 Recall@5

Retriever → Single 28.2 62.4 77.7
Retriever → Ensemble 33.8 73.2 90.6

different open benchmark datasets.

Compared with traditional image tampering de-
tection methods, their performance in scenarios
lacking evident tampering traces is suboptimal (Ta-
ble 2). In contrast, CSIAD significantly outper-
forms these methods, achieving average F1 im-
provements of 80.2% and 90.1% in single-modal
retrieval and ensemble retrieval, respectively. This
highlights the effectiveness of CSIAD in addressing
challenging cases where traditional methods fail.

Table 2 also shows that using the ensemble re-
triever significantly improves Rec across all evalu-
ated methods and boosts all metrics for CSIAD. To
further explore the impact of retrieval ensemble,
we conducted a comparative analysis between the
single-modal retriever and the ensemble retriever
in retrieving relevant images. We annotate the
relevant images and report the recall rates in Ta-
ble 3. The ensemble retriever notably increases
Recall@1, Recall@3, and Recall@5. Thus, fus-
ing visual and textual retrieval results can obtain
more relevant images, and improve the recall rate
of anomaly detection in Table 2.

At the same time, the improved recall of relevant
images leads to decreased Acc and Pre for some
baselines because it is more challenging to iden-
tify image fraud in a larger set. On the contrary,
CSIAD leverages a fact-driven verification mecha-
nism that dynamically allows the LLM to adapt its
verification path based on specific queries. This
adaptability significantly improves both Acc and
Pre, with gains of 5.3% and 4.3%, respectively.

Compared with other baselines using LLM infer-
ence strategies, our method achieves optimal fine-
grained performance, attaining an F1† of 40.6%,
a 4.4% improvement over the best baseline. This
gain stems from the fact-driven verification mecha-
nism, which grounds generated rules and anomaly
conclusions with objective factual data rather than
subjective model inferences, effectively reducing
fine-grained misjudgments.
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Table 4: The Effect of the Different Modules. We
conduct comparisons across four modules: Tempera-
ture Sampling(TS), Rule Generation(RG),Rule Verifica-
tion(RV),and Anomaly Verification(AV)

Methods Coarse-grained Fine-grained

RG RV AV Acc Rec Pre F1 Rec† Pre† F1†

31.7 36.7 33.3 34.9 9.8 35.8 15.4
w/o TS

61.9 79.8 58.8 67.7 33.7 44.7 38.4
79.4 77.1 80.8 78.9 31.9 51.0 39.3
61.9 76.2 60.3 66.1 31.9 46.1 37.7
79.8 75.2 82.8 78.9 30.2 53.7 38.7

w/ TS
60.6 82.6 57.3 67.7 34.6 45.2 39.2
81.2 81.7 80.9 81.3 33.0 52.0 40.4
62.4 82.6 58.8 68.7 34.6 47.6 40.1
82.1 80.7 83.0 81.9 32.1 55.1 40.6

5.4 Ablation Analysis

Effectiveness of Temperature Sampling. We in-
troduced a temperature sampling strategy during
the rule generation phase, utilizing a high temper-
ature (T = 1.0). Table 4 shows that M’s per-
formance with TS outperforms that without TS
(T = 0.0). In particular, Rec increased by 7.31%,
reaching 80.7%. This phenomenon arises because
T = 0.0 produces deterministic rules, which are in-
sufficient for the probabilistic nature of real-world
image diversity. In contrast, higher-temperature
sampling (T > 0.0) expands M’s probability
space, enabling the generation of diversified rules
that capture edge anomalies more effectively than
fixed-pattern ones.

Effectiveness of Rule Verification Modules. Ta-
ble 4 also shows that removing the rule verification
process—where M reflects on anomalies based
solely on initial rules—improves recall but signif-
icantly reduces precision, with Pre dropping by
14.2% (with TS) and 13.6% (without TS). We con-
clude that well-defined rules provide M with clear
analytical guidance, enabling it to focus more ef-
fectively on identifying and interpreting critical
information.

Quality of CSIAD ’s Reflection. We further an-
alyzed the quality of rule reflection results in Ta-
ble 5. Based on the correctness of pre- and post-
verification results, all reflective processes were
categorized into three types: (1) Invalid Reflection
( ⇒ ): both pre- and post-reflection results are in-
correct; (2) Toxic Reflection ( ⇒ ): an initially
correct response becomes incorrect after reflection;
(3) Valid Reflection ( ⇒ ): an initially incorrect

Table 5: Comparison of reflection outcomes across dif-
ferent LLM-based reasoning strategies. We categorize
each case based on the correctness of the pre- and post-
reflection outputs: Invalid, Toxic, and Valid.

Method Invalid↓ Toxic↓ Valid↑
⇒ ⇒ ⇒

Self-Consistency 40.4% 5.2% 54.4%
Self-Check 42.6% 3.7% 53.7%
Self-Reflection 44.1% 4.00% 51.9%

CSIAD 43.4% 2.1% 54.5%

Table 6: Comparison between the deployed industrial
solution and CSIAD on both the proposed benchmark
(CrossCred) and real-world business data (Biz.Data).

Dataset Method Coarse-grained

Acc Rec Pre F1

CrossCred
Deployed 59.6 28.4 75.6 41.3
CSIAD 82.1 80.7 83.0 81.9

Biz.Data Deployed 84.3 67.9 73.1 70.4
CSIAD 92.0 85.7 85.7 85.7

conclusion is corrected.
The statistics for each reflection category across

different methods are presented in Table 5. Our
analysis demonstrates that CSIAD optimizes rule
verification in two aspects: boosting Valid Reflec-
tion rates (correcting errors while preserving valid
rules) and reducing Toxic Reflection rates (erro-
neously filtering out valid rules). Maintaining ac-
curate rules is crucial in anomaly detection, and
CSIAD strikes an optimal balance between correc-
tion and retention. These results highlight how
CSIAD utilizes reflection to improve both accuracy
(by fixing errors) and reliability (by reducing over-
correction).

5.5 Comparative Analysis with Existing
Industrial Solution

To compare CSIAD with industrial solutions2, we
evaluate the latter on CrossCred and validate
CSIAD using industry-confirmed anomalous cases.
Experimental results are presented in Table 6.

Performance of Industrial Solution on
CrossCred. We conducted a comparative
evaluation of CSIAD against the solution deployed
in business systems. The experimental results, as
shown in Table 6, demonstrate that CSIAD signifi-
cantly outperforms the existing industrial solution

2Due to security protocols, the methodology behind busi-
ness solutions remains confidential and is not publicly dis-
closed.
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on CrossCred, achieving a 98.3% improvement in
F1. This underscores the superior effectiveness of
CSIAD in handling the CSIAD task.

Performance of CSIAD on Existing Business Data.
CrossCred is specifically designed for the CSIAD
task. To provide a more comprehensive assessment
of CSIAD’s performance in real-world business sce-
narios, we collected a batch of real-world cases
confirmed as anomalous by industrial practices for
further evaluation. The experimental results re-
veal that CSIAD achieves significant performance in
these real-world scenarios, with a 21.7% improve-
ment in F1, further demonstrating its effectiveness
in handling complex, real-world cases.

6 Conclusion

In this work, we introduce CSIAD, the first method
to leverage LLM reasoning for cross-sample log-
ical anomaly detection in image fraud detection,
showcasing the potential of using textual features
to uncover image anomalies. We propose an in-
novative Fact-Driven Verification mechanism as a
post-generation refinement method to address po-
tential errors or hallucinations by LLMs, enabling
LLM reflections to autonomously select reason-
ing paths and focus on objective factual data, ef-
fectively reducing misjudgments. Experimental
results demonstrate that CSIAD significantly outper-
forms traditional image tampering detection meth-
ods and existing industrial solutions. Given these
advantages, we believe our framework can benefit
various real-world applications.
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8 Limitations

Our research primarily focuses on images of doc-
uments encountered in financial business scenar-
ios. Despite the promising results demonstrated
in this study, our method has several limitations.
Firstly, we only have access to images within a
limited time frame. Although we have comprehen-
sively mined and showcased the existing anomaly
types and image categories in the CrossCred bench-
mark, our research scope remains constrained by
the available data. Additionally, due to privacy and

security considerations, the scale of our benchmark
is restricted. If future access to a broader image
database becomes available, we will be able to ac-
quire a more diverse and research-worthy set of
anomaly cases. Secondly, one potential limitation
of CSIAD is its reliance on the instruction-following
capabilities of LLMs. While CSIAD is designed to
leverage advanced LLMs for cross-sample analy-
sis, the use of smaller or less capable LLMs may
result in suboptimal performance, as their ability to
interpret and execute complex instructions is com-
paratively weaker. Solutions such as enhancing the
instruction-following capabilities of smaller LLMs
through fine-tuning or leveraging knowledge dis-
tillation techniques to transfer the capabilities of
larger models to smaller ones could be explored.
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A Distribution of Multi-Feature Fusion
Recall Scores.

We constructed a dedicated validation set to op-
timize recall parameters. Using a grid search ap-
proach, we explored the optimal weight coefficients
assigned to three features: image features, dense
textual features, and sparse textual features. The
comprehensive findings from this experiment are
illustrated in Figure ??.

Observations reveals that the optimal weight
combination was determined to be [0.5, 0.1, 0.4],
corresponding to weight coefficients of α =
0.5, β = 0.1, γ = 0.4. This result highlights that
sparse textual features play a crucial role in improv-
ing recall accuracy, with importance comparable to
image features. This aligns with our analysis: in
scenarios with a high density of similar certificate
images, keywords or key terms within certificates
are critical for differentiation.

B Regarding Fine-grained Metric
Calculation

Necessity for fine-grained metrics. A set of fi-
nancial documents to be analyzed may contain mul-
tiple anomalies (e.g., in the set of ID cards, there
could be three independent anomalies: same ID
number but different names / different birth dates
/ different addresses). Therefore, we have con-
ducted fine-grained individual annotations for each
anomaly point in every anomalous case within the
benchmark, rather than simply labeling as anoma-
lous.

Calculation of fine-grained metrics. For a given
anomaly case, the ground truth annotation is
L = {l1, l2, . . . , lk}, where li represents the i-th
anomaly point. Let the CSIAD’s predicted anoma-
lies be P = {p1, p2, . . . , pm}.

To determine semantic equivalence between pre-
dicted and ground-truth anomalies, we define a
binary matching function:

• Match(p, l) = 1 if the predicted anomaly p and
the ground-truth anomaly l are semantically
equivalent;

• Match(p, l) = 0 otherwise.

For each predicted anomaly pj in the predic-
tion set P , we compare it against all ground-truth
anomalies li in the annotation set L.

• If there exists at least one ground-truth
anomaly li such that Match(pj , li) = 1, then
pj is considered a valid prediction, meaning
that the LLM has successfully identified an
anomaly that is semantically equivalent to a
labeled ground truth.

• If no such li is found, then pj is counted as a
false positive.

To quantitatively evaluate fine-grained semantic
correctness, we define the following metrics.

Pre† =

∑
pj∈P maxli∈L Match(pj , li)

|P | (8)

Rec† =

∑
li∈L maxpj∈P Match(pj , li)

|L| (9)

To make the computation process more intuitive,
we illustrate the metrics with a concrete example.

Suppose the ground truth annotations are L =
{l1, l2, l3} and the model predictions are P =
{p1, p2}, where the semantic equivalence matrix is
given by:

l1 l2 l3
p1 1 1 0
p2 0 0 1

Then, for this sample case, we compute:

Pre† =
max(1, 0, 0) + max(0, 1, 0)

2

=
1 + 1

2
= 1,

Rec† =
max(1, 0) + max(1, 0) + max(0, 1)

3

=
1 + 1 + 1

3
≈ 0.67

(10)

C Error Rate Analysis

We evaluated 109 anomalous cases within the
benchmark, of which 21 were misclassified. A
detailed quantitative analysis of the error rates at
each stage of the CSIAD pipeline was performed
for these misclassified cases, as presented in the
Table 7.

The failure patterns associated with each step
are as follows:

• Retrieval Ensemble: Failed to retrieve asso-
ciated images.

• Structured Text Extraction: Incorrect text
information extraction.
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Table 7: Error statistics at each stage of the CSIAD.

Step Error Statistics Error Distribution (%)
1. Retrieval Ensemble 3 14.29
2. Structured Text Extraction 11 52.38
3. Sample-Specific Rule Generation 4 19.05
4. Fact-Driven Rule Verification 0 0.00
5. Rule-Based Anomaly Detection 2 9.52
6. Fact-Driven Anomaly Verification 1 4.76
Total 21 100.00

• Sample-Specific Rule Generation: Failed to
generate actionable rules.

• Fact-Driven Rule Verification: Misclassifi-
cation of valid rules as erroneous.

• Rule-Based Anomaly Detection: Logical
reasoning errors.

• Fact-Driven Anomaly Verification: Mis-
judgment of correctly analyzed anomalies.

We found that the most error-prone stage is
Structured Text Extraction. Multimodal LLMs
may fail to accurately extract textual information
due to complex image content (e.g., blurring, defor-
mation, etc.). Incomplete or incorrectly structured
text can directly lead to deviations in subsequent
steps.

D Our Prompt

D.1 Prompt for Rule Generation

Your task is to analyze the provided
structured text of images and
identify the rules that need to be
followed. Please complete the task
according to the steps below.

Step 1. Sample Type Identification
Analyze the sample content to identify:
1. Category (e.g., invoice , order , tax

certificate , etc.);
2.All fields included in the sample;
3.Key identifiers involved in the fields

(Key identifiers refer to fields
that uniquely identify an object or
sample , such as ID numbers , contract
numbers , or user IDs).

Step 2. Rule Generation
Based on the <sample type >, <all fields

>, and provided <rule examples >
obtained in Step 1, explore as many
relevant rules as possible.
Requirements:

1.Rules must be directly related to the
sample category. For example ,
invoice rules should relate to
invoice content , and contract rules
should relate to contract content.

2.Each rule should use strong constraint
language (e.g., "must ," "should be

identical "), avoiding ambiguous
terms like "can" or "usually ."

3.Each rule should focus on "information
consistency" or "logical conflict

resolution ."

Output Format:
<Rule_Generation >
1.Rule xxx
2.Rule yyy
</Rule_Generation >

---
The provided rule examples are as

follows:
[{ rule_list }]

The structured text information of the
certificate is as follows:

[{ text_KVs }]

D.2 Prompt for Fact-Driven Rule Verification

You are required to analyze the given
structured text step by step to
verify whether the provided rule is
violated within the structured data.
The analysis process must be fully

documented before drawing a
conclusion.

Step 1: Decompose the rule and extract
the relevant fields.

Step 2: Focus on the structured text and
extract the fields identified in

Step 1.

Step 3: Analyze whether the structured
text extracted in Step 2 aligns with
the described rule.

- If the data conforms to the rule , the
rule should be retained.

- Otherwise , the rule should be
discarded.

Step 4: Output based on the analysis
process.

Use the following format:
<Rule_Verify >
Retain/Discard
</Rule_Verify >
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---
The reference structured text is as

follows:
[{ fact_case }]

The rule to be verified is as follows:
[{rule}]

D.3 Prompt for Anomaly Conclusion
Generation

You are required to perform cross -sample
anomaly analysis on multiple

transaction samples and identify
potential anomalies. Please strictly
follow the requirements below to

complete the task.

Step 1: Analyze the fields mentioned in
the provided rule.

Step 2: Analyze the structured text of
the sample group and extract the
content related to the fields
mentioned in Step 1.

Step 3: Verify whether there are any sub
-sample groups violate the given
rule. If violations are found ,
indicate the affected record IDs and
analyze the cause of the anomaly.

Step 4: Output the result in the
following format:

- For anomalies: If anomalies exist ,
output in the following format:

<Anomaly >
Violation of rule <Rule Description >,
Affected records: [<Record ID1 >, <Record

ID2 >, ...],
Explanation: <Anomaly Explanation >
</Anomaly >

- For no anomalies: If no anomalies are
found , output the following:

<Anomaly >
No anomaly
</Anomaly >

---
The rules to be verified are as follows:
[{ rule_list }]

The structured text information of the
sample group to be analyzed is as
follows:

[{ text_KVs }]

D.4 Prompt for Fact-Driven Anomaly
Verification

Judge if the anomaly conclusion is consistent with
the structured text of the certificate image:
Step1: Extract from Explanation
Extract the <fields > and <field content >

mentioned in the explanation from
the Anomaly Conclusion;

Step2: Extract from RawText
Extract the field content related to the

mentioned fields in Step1 from the
Structured Texts.

Step3:Combine the Field Content ,
Consolidate the content extracted in

Step 1 and Step 2 for the same
fields within the same record ID
into a unified list.

---
The given anomaly conclusion:
[{ anomaly_conclusion }]
Structured text information of the image

group: [{ text_KVs }]

After LLM integration, use a regular expression to
check whether the field content mentioned in the
anomaly conclusion is consistent with the original
text.

Judge if the anomaly conclusion aligns with the
rule description:
Your task is to proofread the cross -

sample anomaly conclusions for
multiple transaction samples and
verify the authenticity of potential
anomalies. Please analyze step by

step.

Step 1: Anomaly Confirmation
Analyze the following content:
- Mentioned anomaly: Violation of the

rule <Rule Description >
- Affected records: <Record ID1 >, <

Record ID2 >
- Conclusion 1: Does it satisfy the rule

's premise: Yes/No
- Conclusion 2: Does it violate the rule

: Yes/No
- Decision result: Anomaly confirmed/

Anomaly not confirmed
// The anomaly is considered confirmed

if both conclusions are "Yes." If at
least one is "No ," the anomaly is

considered not confirmed.

Step 2: Anomaly Conclusion Revision
Based on the analysis results in Step 1,

revise the anomaly conclusion and
output the revised conclusion in the
following format:

<Conclusion_Verify >
Anomaly confirmed/not confirmed
</Conclusion_Verify >

---
The given anomaly conclusion:
[{ anomaly_conclusion }]
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E Case Study

E.1 Complete Workflow of Cross-Sample Analysis.

Question: Is there any anomaly present in this financial document image?

Query Image 𝐼!

Retrival

Recalled images

(a)  Retrival Ensemble

Type:  Payment Details
Text_KVs:  {
  1: {公司名称: 国⽹⾚峰供电公司,
      ⾦额: -300.00,
      状态: 已到账,
      ⽀付成功时间: 2024-08-13 10:02:37,
      缴费到账时间: 2024-08-13 10:03:07,
      户号: 8123531476000,
      户名: 张*伟,
      地址: 内蒙古朝阳区建国路……},

Structed Texts

2: {公司名称: 国⽹梅州供电公司,
      ⾦额: -800.00,
      状态: 已到账,
      ⽀付成功时间: 2024-08-13 10:02:37,
      缴费到账时间: 2024-08-13 10:03:07,
      户号: 8123531476000, 
      户名: 王⽅*,
      地址: 广东省梅州市……},

3: {公司名称: 国⽹梁山供电公司,
      ⾦额: -450.00,
      状态: 已到账,
      ⽀付成功时间: 2024-08-13 10:02:37,
      缴费到账时间: 2024-08-13 10:03:07,

户号: 8123531476000, 
      户名: 李*,
      地址: 山东省济宁市……},

4: {公司名称: 国⽹四川省电⼒公司( 绵阳 ),
      ⾦额: -100.00,
      状态: 已到账,
      ⽀付成功时间: 2024-10-04 08:45:45,
      缴费到账时间: 2024-10-04 08:45:47,

户号: 4829374651023, 
      户名: WenBo,
      地址: 四川省绵阳市……},

(b)    Sample-Specific Rule Generation

Rule Generated:
1. Records sharing the same account number must have identical addresses.
2. The account holder name must be consistent across records with the same 

account number.
3. The transaction amount must be identical for records with the same 

account number.
4. Records associated with the same account number must maintain uniform 

status.
5. Payment success times must be identical for all records linked to the same 

account number.
6. While company names may vary, payment success times and processing 

times must be perfectly aligned for records with the same account 
number.

7. Processing times must remain consistent among records associated with 
the same account number.

8. The company name must be uniform across all records sharing the same 
account number.

Verifying Rule: 1. Records sharing the same account number must have 
identical addresses.
Cur_type: Payment Details

Verification Process:
Step 1:  Decompose the rule and extract the fields mentioned in the rule: 
Account Number, Address

(c) Fact-Driven Rule Verification

Step 2:  Focus on the structured text extracted from the Fact Repository and 
extract the fields mentioned in Step 1:

Step 3:  Analyze whether the extracted structured text matches the content 
described in the rule:
Analysis:
• Record ID 1 and Record ID 2 have the same payment account number 

<37592846> and the same address <No.456, Meili Road, Huaiyin District, 
Jinan, Shandong>.

• Record ID 3 and Record ID 4 have the same payment account number 
<672703124> and the same address <No.88, Quancheng Road, Lixia 
District, Jinan, Shandong>.

After analysis, all records with the same payment account number also have 
the same address information. The field relationships in the structured text 
match the rule as described. Therefore, the rule is valid and should be 
retained.

Step 4:  Based on the analysis, the output is as follows:
 Conclusion Summary: Retain

Figure 5: Complete Workflow of Cross-Sample Analysis (1/3).
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Verifying Rule: 2.The account holder name must be consistent across 
records with the same account number
Cur_type: Payment Details

Verification Process:
Step 1:  Decompose the rule and extract the fields mentioned in the rule: 
Account Number, Account Holder Name

Step 2:  Focus on the structured text extracted from the Fact Repository and 
extract the fields mentioned in Step 1:

Step 3:  Analyze whether the extracted structured text matches the content 
described in the rule:
Analysis:
• Record ID 1 and Record ID 2 share the same payment account number 

(37592846), and the account holder name is Jinan Huaiyin East and 
Hardware Store for both.

• Record ID 3 and Record ID 4 share the same payment account number 
(672703124), and the account holder name is Jinan Huaiyin Youxi Dry 
Cleaning Store for both.

After analysis, all records with the same account number also have consistent 
account holder names. The relationships between fields in the structured text 
match the rule as described. Therefore, the rule is valid and should be 
retained.

Step 4:  Based on the analysis, the output is as follows:
 Conclusion Summary: Retain

Verifying Rule: 3.The transaction amount must be identical for records 
with the same account number
Cur_type: Payment Details

Verification Process:
Step 1:  Decompose the rule and extract the fields mentioned in the rule: 
Account Number, Amount

Step 2:  Focus on the structured text extracted from the Fact Repository and 
extract the fields mentioned in Step 1:

Step 3:  Analyze whether the extracted structured text matches the content 
described in the rule:
Analysis:
• For Payment Account Number 37592846, both Record ID 1 and Record 

ID 2 have the same amount of 10.00.
• For Payment Account Number 672703124, Record ID 3 has an amount of 

20.00, while Record ID 4 has an amount of 23.00.
After analysis, the samples with Payment Account Number <37592846> have 
consistent amounts, but the samples with Payment Account Number 
<672703124> have inconsistent amounts. Therefore, the relationships 
between the fields in the structured text do not align with the rule.

Step 4:  Based on the analysis, the output is as follows:
 Conclusion Summary: Discard

Rules 4-8 follow the same rule verification steps. After verification by the fact 
repository, the rules that are consistent with the patterns observed in 
normal samples. The following are all the rules that have been retained:

Rule Verified:
1. Records sharing the same account number must have identical addresses.
2. The account holder name must be consistent across records with the same 
account number.
4. Records associated with the same account number must maintain uniform 
status.
8. The company name must be uniform across all records sharing the same 
account number.

(d)    Rule-Based  Anomaly Detection

Analysing Rule:  1.Records sharing the same account number must have 
identical addresses

Analysis Process:
Step 1: Rule Analysis
The rule states that if multiple electricity bill records share the same account 
number, the addresses for these samples must be identical. The relevant fields 
are <Account Number> and <Address>.

Step 2: Analysis of given Structured Texts
The content relevant to the above fields is extracted as follows:

Step 3: Verification of Rule Violation
Records 1,2 and 3 share the same account number, <8123531476000>, but 
the addresses differ.

Step 4:  Analysis Result Output
• Conclusion: Violation of rule "Records sharing the same account number 

must have identical addresses”.
• Affected records: [1, 2, 3]
• Explanation: All account numbers are < 8123531476000 >, but the 

addresses are <No.88 Jianguo Road…>, <No.100 Shiji Avenue…>, 
<Building T3, Southern Section…>, respectively.

Conclusion Summary: Anomaly

(e) Fact-Driven Anomaly Verification

Verifying  Anomaly:  Violation of the rule <If multiple electricity bill records 
share the same account number, the addresses for these samples must be 
identical>. Affected records: [1, 2, 3]. Explanation: All account numbers are 
< 8123531476000 >, but the addresses are <No.88 Jianguo Road…>, 
<No.100 Shiji Avenue…>, <Building T3, Southern Section…>, respectively.

Verification Process:
Step 1: Confirm whether the fields are faithful to the original text
Fields by explanation:

Figure 6: Complete Workflow of Cross-Sample Analysis (2/3).
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Fields by raw text:

Field Confirmation Conclusion: The fields match the original text

Step 2: Confirm whether the mentioned anomaly matches the rule

• Conclusion 1: Does the rule's premise hold? 
The premise of the rule is "If multiple electricity bill records share the same 
account number", and the "account number" field in all affected records is < 
8123531476000 >, which is consistent across all records. Therefore, the 
premise is met, and Conclusion 1 is "Yes".

• Conclusion 2: Does the rule's conclusion hold? 
The conclusion of the rule is "The addresses must be identical”, but the 
addresses for the affected records are clearly different, so they do not satisfy 
the rule's conclusion, resulting in a violation. Conclusion 2 is "Yes".

Anomaly Confirmation Conclusion: The mentioned anomaly matches the 
rule

The anomaly analysis processes for Rules 2, 4, and 8 are the same as the 
anomaly analysis process for Rule 1 mentioned above, and are therefore 
omitted here. The final conclusion is that the financial document images to 
be inspected exhibit multiple anomalies, as detailed below:

Fields combined:

Decision: Anomaly confirmed

For Rule 2:  Violation of rule "The account holder name must be consistent 
across records with the same account number".
• Affected records: [1,2,3]
• Explanation: All account numbers are <8123531476000>, but the account 

holder names are <Zhang*Wei>, <WangFang*>, <Li*>.

For Rule 4:  No violations were found for the rule: "Records associated with 
the same account number must maintain a consistent status”.
• Affected records: None
• Explanation: None

For Rule 8: Violation of rule "The company name must be uniform across all 
records sharing the same account number".
• Affected records: [1,2,3]
• Explanation: All account numbers are <8123531476000>, but the 

company names are <State Grid Chifeng Power Supply Company>, <State 
Grid Meizhou Power Supply Company>, <State Grid Liangshan Power 
Supply Company>.

Figure 7: Complete Workflow of Cross-Sample Analysis (3/3).
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E.2 Comparison Case

LLM Self-Reflection-Based Rule Verification

Verifying Rule: If the Taobao store operation certificates share the same store 
address, their business license numbers must be identical. 
Cur_type: Taobao Store Operation Certificate

Verification Process:
Step 1:  Decompose the rule and extract the fields mentioned in the rule: 
Business License Number, Store Address

Fact-Driven Rule Verification

Step 2:  Focus on the structured text extracted from the Fact Repository and 
extract the fields mentioned in Step 1:

Verifying Rule: (Should be retained) If the Taobao store operation 
certificates share the same store address, their business license 
numbers must be identical.

Step 3:  Analyze whether the extracted structured text matches the content 
described in the rule:
Analysis:
• Record ID 1 and Record ID 3 have the same store address: 

<https://shop345658572.taobao.com>.
• Record ID 1 and Record ID 3 share the same business license number: 

<91110108MA3Z901R7X>.
After analysis, samples with the same store address also have identical 
business license numbers. The relationships between the structured text fields 
are consistent with the rule description. Therefore, the rule is valid and 
retained.

Step 4:  Based on the analysis, the output is as follows:
 Conclusion Summary: Retain (✓)

Verifying Rule: If the Taobao store operation certificates share the same store 
address, their business license numbers must be identical. 
Cur_type: Taobao Store Operation Certificate

Verification Process:
Step1: Verification of necessity.
• A shared store address does not necessarily mean that all stores must 

operate under the same business license.
• For example, a single physical location may host multiple distinct 

businesses, each with its own business license.
• Therefore, enforcing the requirement that stores with the same address 

must have identical business license numbers is unnecessary. Conclusion 
on necessity: "No".

Step2: Verification of Reasonableness.
• This contradicts the given common-sense principle that “If multiple 

Taobao store operation certificates share the same store address, their 
business license numbers should be identical”.

• Conclusion on reasonableness: "No".

Step3: Based on the analysis, the output is as follows:
            Conclusion Summary: Discard (×)

LLM Self-Reflection-Based Rule Verification

Verifying Rule: If multiple tax certificates share the same taxpayer 
identification number, the actual tax paid in these samples must be identical.

Verification Process:
Step 1:  Decompose the rule and extract the fields mentioned in the rule: 
Taxpayer Identification Number, Actual Tax Paid

Fact-Driven Rule Verification

Step 2:  Focus on the structured text extracted from the Fact Repository and 
extract the fields mentioned in Step 1:

Verifying Rule: (Should be discard) If multiple tax certificates share 
the same taxpayer identification number, the actual tax paid in these 
samples must be identical.

Step 3:  Analyze whether the extracted structured text matches the content 
described in the rule:
Analysis:
• Record ID 1 and Record ID 4 share the same taxpayer identification number 

<91330104MA4A8B2S8Y> and have identical actual tax paid <106220.71>, 
which complies with the rule.

• Record ID 2 and Record ID 3 share the same taxpayer identification number 
<91370205MA1Y546P5>) but have different actual tax paid values 
<9230.86 vs. 6343.05>, which violates the rule.

After analysis, samples with the same taxpayer identification number have 
discrepancies in the actual tax paid. Therefore, the rule is invalid and is 
discarded.

Step 4:  Based on the analysis, the output is as follows:
 Conclusion Summary: Discard (✓)

Verifying Rule: If the Taobao store operation certificates share the same store 
address, their business license numbers must be identical. 
Cur_type: Taobao Store Operation Certificate

Verification Process:
Step1: Verification of necessity.
• The Taxpayer Identification Number is a key identifier in tax certificates, 

uniquely determining the taxpayer entity. If this information is the same, 
theoretically, these tax certificates should correspond to the same 
transaction or the same tax period.

• Therefore, requiring other information, such as tax authority, tax type, tax 
period, payment date, actual tax paid, and certification date, to be 
completely consistent helps ensure data accuracy and consistency, 
preventing duplicate records or errors.

• Conclusion on necessity: "Yes".
Step2: Verification of Reasonableness.
• Tax-related details (such as tax type, tax period, payment date, and actual 

tax paid) hold high uniqueness and certainty in tax administration. 
Therefore, requiring consistency in this information across multiple tax 
certificates is reasonable. 

• Conclusion on reasonableness: "Yes".

Step3: Based on the analysis, the output is as follows:
            Conclusion Summary: Retain (×)

Figure 8: A comparison case for Fact-Based Rule Verification and LLM Self-Reflection-Based Rule Verification.
The Left column illustrates the verification process of a rule that should be retained, while the Right column
depicts the process for a rule that should be discarded. As shown, the conclusions drawn from Fact-Based Rule
Verification are accurate in both cases, whereas the conclusions produced by the LLM Self-Reflection-Based
approach are incorrect.
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F Dataset Composition

Table 8: The distribution of anomalous certificate images in the evaluation data. The Type includes the financial
document image type and the description of the anomaly type. Group Num. refers to the number of financial
document image groups of this type, while Image Num. refers to the total number of financial document images
contained within these groups.

Type Group Num. Image Num.

Tax Payment Certificate_same certificate number_different internal information_2 8 26
Payment Details_same user ID_different other user information_1 7 21

Tax Payment Certificate_same certificate number_different internal information_1 7 22
Tax Payment Certificate_same certificate number_different internal information_3 6 28

Mini Program Info_same Mini Program ID_different Mini Program name_1 6 20
No Tax Arrears Certificate_same certificate number_different internal information_1 6 19

Handheld Commitment Letter_same identity information_multiple registered email accounts_1 5 23
Taobao Store Operation Certificate_same store address_different internal information_1 5 28

No Tax Arrears Certificate_same certificate number_different internal information_2 3 9
Payment Details_same user ID_different other user information_3 3 14

Life Payment Voucher_same household number_different address information_1 3 11
Tax Payment Certificate_same certificate number_different internal information_4 2 11

Tax Certificate_same certificate number_different internal information_4 2 12
Tax Payment Certificate_same taxpayer identification number_different taxpayer name_1 2 8

Tax Payment Certificate_same verification code_different internal information_1 2 4
No Tax Arrears Certificate_same certificate number_different internal information_3 2 7

Sales Contract_same contract number_different internal information_1 2 6
Permanent Resident Registration Card_same ID number_different name_1 2 4
Tax Certificate_same certificate number_different internal information_2 1 3

VAT Electronic General Invoice_same invoice number_different internal information_1 1 5
Authorization Letter_same authorization dealer contract number_different authorized person_1 1 5

Marriage Certificate_same marriage certificate number_different internal information_1 1 3
House Lease Contract_same lessee (Party B) ID number_different name_1 1 2

Payment Details_same user ID_different other user information_2 1 6
House Lease Contract_same lessor (Party A) ID number_different name_1 1 2

Sales Contract_same contract number_different internal information_2 1 4
Commercial Office Lease Contract_same lessor (Party A) ID number_different name_1 1 4

ID Card Front_same ID number_different name_1 1 2
Payment Details_same user ID_different other user information_4 1 6

Sales Contract_same contract number_different agent_1 1 2
Business License_same unified social credit code_different business owner_1 1 2

Purchase and Sales Contract_same order number_different internal information_1 1 2
Tax Certificate_same certificate number_different internal information_3 1 3
JD Order Details_same order number_different internal information_1 1 2

Tax Certificate_same certificate number_different internal information_1 1 2
Tax Payment Certificate_same certificate number_different taxpayer name_1 1 2

Promissory Note_same lender’s ID number_different name_1 1 4
Promissory Note_same lender’s ID number_different name_2 1 6
Promissory Note_same lender’s ID number_different name_3 1 2

Outbound Order_same order number_different internal information_1 1 2
Proof of Employment_same employee ID number_different name_1 1 4

VAT Electronic General Invoice_same invoice number_different internal information_1 1 2
Authorization Letter_same authorization dealer contract number_different authorized person_1 1 3

Income Tax Details_same taxpayer identification number_different taxpayer name_1 1 6
No Tax Arrears Certificate_same taxpayer identification number_different issuing unit_1 1 3
Taobao Store Operation Certificate_same store address_different internal information_2 1 6
Taobao Store Operation Certificate_same store address_different internal information_3 1 3

Tax Payment Certificate_same taxpayer identification number_different taxpayer name_2 1 2
Promissory Note_same borrower ID number_different name_1 1 2

Tax Payment Certificate_same certificate number_different internal information_5 1 6
Tax Payment Certificate_same certificate number_different internal information_6 1 4
Tax Payment Certificate_same certificate number_different internal information_7 1 3

Tax Payment Certificate_same certificate number_different issuance date_1 1 2
Tax Certificate_same certificate number_different internal information_4 1 6

Total 109 396
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Table 9: The distribution of non-anomalous financial document images in the evaluation data. The Type includes
only the description of the financial document image type. Group Num. refers to the number of financial document
image groups of this type, while Image Num. refers to the total number of financial document images within these
groups. The Group Num. and Image Num. are the same because non-anomalous images do not belong to associated
image groups, and each non-anomalous image is treated as an individual.

Type Group Num. Image Num.

National Emblem Side of ID Card 14 14
Account Details 9 9
Business License 7 7

Bill Details 7 7
ID Card Front Side 6 6

Income and Expenditure Record 6 6
Taobao Store Operation Certificate 5 5

Detail Inquiry 5 5
Transaction Details 4 4

Payment Details 4 4
Bank Card 3 3

No Tax Arrears Certificate 3 3
Passport 3 3

Courier Receipt 3 3
Foreign Card Details 3 3

Income and Expenditure Details 2 2
Income and Expenditure Information 2 2
Permanent Resident Registration Card 2 2

Tax Payment Certificate 2 2
Order Details 2 2

Transfer Record 1 1
Account Details 1 1

Repayment Details 1 1
Pass 1 1

Wallet Records 1 1
Transaction Details 1 1

Contact Person 1 1
Logistics Details 1 1

Repayment Inquiry Details 1 1
Inquiry Details 1 1

Transaction Flow 1 1
Record Inquiry 1 1
Medical Form 1 1
Sale Listing 1 1

Promissory Note 1 1
Balance Details 1 1

Detail Information 1 1

Total 109 109
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G Human Annotation Cases

Conclusion
Anomaly Description: Violation of the rule <Records share the same transaction ID, their other 
information must be identical>
Involved Records: [1, 3, 4]
Explanation: These records share the same transaction ID <403000456796307> but differ in other fields 
(payment account, address information).

Involved Certificate Images and Corresponding IDs

[1, 2, 3, 4]

Conclusion
1. True Positive (TP):  Actual-Anomaly,   Predicted-
Anomaly (Correct)

2. False Positive (FP-A)*:  Actual-Anomaly, 
Predicted-Anomaly (Incorrect)

3. False Negative (FN)*:  Actual-Anomaly, 
Predicted-No Anomaly

5. True Negative (TN):  Actual-No Anomaly, 
Predicted-No Anomaly

4. False Positive (FP-N):  Actual-No Anomaly, 
Predicted-Anomaly

a) Annotation Process Case 1

b) Annotation Process Case 2

Select Images Containing Anomalous 
Elements

1 2 3 4 65

Conclusion
Anomaly Description: Violation of the rule <Records with different proof numbers, other information 
may or may not be related>
Involved Records: [1, 2]
Explanation: These records have different proof numbers<ShunShui(2024)1234> but share identical 
taxpayer names, taxpayer IDs, document types, document numbers, expiration dates, issuing units, and 
issue dates, violating the rule.

Involved Certificate Images and Corresponding IDs

[1, 2, 3, 4]

Conclusion
1. True Positive (TP): Actual-Anomaly, Predicted-
Anomaly (Correct)

2. False Positive (FP-A)*: Actual-Anomaly, 
Predicted-Anomaly (Incorrect)

3. False Negative (FN)*: Actual-Anomaly, 
Predicted-No Anomaly

5. True Negative (TN): Actual-No Anomaly, 
Predicted-No Anomaly

4. False Positive (FP-N): Actual-No Anomaly, 
Predicted-Anomaly

Select Images Containing Anomalous 
Elements

1 2 3 4 65

Revised Anomaly Conclusion

LLM Pre-Annotation Human Annotation

LLM Pre-Annotation Human Annotation

Anomaly1. { Description: Violation of the 
rule <Same Certificate ID → identical  taxpayer 
ID>. Explanation: These records share the same 
Certificate ID <ShunShui(2024)1234> but have 
different Taxpayer IDs. }

c) Annotation Process Case 3

Conclusion
Anomaly Description: Violation of the rule <Records share the same business license number, their 
certified entity, store name, store address, certification date, and issuing unit must be identical>
Involved Records: [1, 5]
Explanation: The records share the same business license number<91370203MA1Y546P5U> but differ in 
store name and store address, violating the rule.

Involved Certificate Images and Corresponding IDs

[1, 2, 3, 4, 5]

Conclusion
1. True Positive (TP): Actual-Anomaly, Predicted-
Anomaly (Correct)

2. False Positive (FP-A)*: Actual-Anomaly, 
Predicted-Anomaly (Incorrect)

3. False Negative (FN)*: Actual-Anomaly, 
Predicted-No Anomaly

5. True Negative (TN): Actual-No Anomaly, 
Predicted-No Anomaly

4. False Positive (FP-N): Actual-No Anomaly, 
Predicted-Anomaly

Select Images Containing Anomalous 
Elements

1 2 3 4 65

Revised Anomaly Conclusion

LLM Pre-Annotation Human Annotation

None

Revised Anomaly Conclusion

Anomaly1. { Description: Violation of the 
rule <Same transaction ID → identical payment 
account>. Explanation: These records share the 
same transaction ID <403000456796307> but 
have different payment accounts. }
Anomaly2. { Description: Violation of the 
rule <Same transaction ID → identical  payment 
account>. Explanation:…… }

Figure 9: Examples of the Human Annotation Process. Given the LLM’s pre-annotated conclusions, human
annotators need to determine whether anomalies exist in the actual images and whether the LLM’s pre-annotated
conclusions align with the ground truth. They then select one of five predefined labels (TP, FP-A, FN, FP-N, TN)
to evaluate the LLM’s pre-annotated results. If the selected label is FP-A or FN (marked with *), it indicates that
the LLM failed to identify the correct anomalous elements, and annotators are required to correct or supplement
the anomalous elements along with the associated images. Figures (a), (b), and (c) demonstrate examples of LLM
pre-annotated results as TP, FP-A, and FP-N, respectively.
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