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Abstract

Current multi-task adversarial text attacks rely
on abundant access to shared internal features
and numerous queries, often limited to a single
task type. As a result, these attacks are less
effective against practical scenarios involving
black-box feedback APIs, limited queries, or
multiple task types. To bridge this gap, we pro-
pose Cluster and Ensemble Multi-task Text Ad-
versarial Attack (CEMA), an effective black-
box attack that exploits the transferability of
adversarial texts across different tasks. CEMA
simplifies complex multi-task scenarios by us-
ing a deep-level substitute model trained in a
plug-and-play manner for text classification,
enabling attacks without mimicking the vic-
tim model. This approach requires only a few
queries for training, converting multi-task at-
tacks into classification attacks and allowing
attacks across various tasks. CEMA generates
multiple adversarial candidates using different
text classification methods and selects the one
that most effectively attacks substitute mod-
els. In experiments involving multi-task models
with two, three, or six tasks—spanning classifi-
cation, translation, summarization, and text-to-
image generation—CEMA demonstrates sig-
nificant attack success with as few as 100
queries. Furthermore, CEMA can target com-
mercial APIs (e.g., Baidu and Google Trans-
late), large language models (e.g., ChatGPT
40), and image-generation models (e.g., Stable
Diffusion V2), showcasing its versatility and
effectiveness in real-world applications.

1 Introduction

A multi-task textual adversarial attack targets mul-
tiple tasks with minimal perturbations, posing sig-
nificant risks to safety-critical systems by inducing
erroneous decisions (Liu et al., 2017; Lin et al.,
2022; Watkins et al., 2024). Most research on
multi-task adversarial examples focuses on tasks of
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the same type, particularly classification tasks (Liu
et al., 2017). Additionally, existing adversarial at-
tack methods generally assume that attackers have
access to the model architecture and shared layer
information within a unified model, requiring abun-
dant queries to the victim model (Guo et al., 2020;
Zhe et al., 2024).

However, these studies do not align well with
current real-world scenarios. For instance, con-
sider the prompt “Translate this paper into Chinese
and extract its core meaning:” input into ChatGPT-
40. This creates a multi-task model with distinct
tasks—translation and summarization—where the
Al agent (e.g., ChatGPT-40) is a black-box victim
model that outputs only the final text. Frequent
access to large language models (LLMs) during the
attack process incurs significant costs and is often
limited, as seen with the ChatGPT-40 model’s mes-
sage limit of 50 per week (Hayawi and Shabhriar,
2024). Given these constraints, it is essential to con-
sider multi-task adversarial attacks in real-world
scenarios, where the model feedback (i.e., the out-
put text) reflects the black-box nature of the victim
model. Furthermore, query limitations are a criti-
cal factor, as they optimize resource efficiency and
minimize the risk of detection, making them a key
consideration in practical attacks. Therefore, this
paper is guided by the following challenge:

How can attackers use few-shot queries to gener-
ate adversarial examples in a black-box multi-task
learning model with diverse task types ?

In black-box and few-shot scenarios, a straight-
forward strategy is the transfer attack, where adver-
sarial examples are generated in a substitute model
without directly querying the victim model. How-
ever, this approach requires the availability of a
well-trained substitute model. In the absence of
such a model, attackers need to train a substitute
model similar to the victim model. The transfer-
ability of adversarial examples depends on the sim-
ilarity between these models, allowing adversarial
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examples crafted for the substitute to also affect the
victim model. Training a substitute model typically
requires significant high-quality data, either from
the victim model’s training set (Xirain, Y train) OF by
querying the victim model to generate predicting
labels Ytrain for Xinin. However, acquiring such
abundant data is often impractical, especially with
query limitations in real-world settings.

Therefore, we propose the deep-level attack
hypothesis: adversarial examples generated from
a substitute model trained with deep-level labels
can transfer effectively across multiple downstream
tasks. For instance, in a multi-task model for bird-
vs-cat images, tasks like mammal classification, fly-
ing ability, and leg count can be tackled using deep-
level labels like species classification, enabling ad-
versarial examples to transfer across these tasks.
Rather than training a substitute model to match
the victim model, we focus on building a model
with deep-level labels that can target all tasks with
minimal data and few-shot queries, bypassing the
need for large auxiliary datasets or extensive victim
model queries.

Specifically, we propose Cluster and Ensemble
Multi-task Text Adversarial Attack (CEMA), a
framework that leverages a small set of easily ac-
cessible auxiliary data, such as victim texts. To
obtain the deep-level labels, CEMA first vectorizes
the input texts and their corresponding outputs into
vector representations, and then concatenates the in-
put and output vectors to form final representations.
A binary clustering method is then applied to these
representations to generate binary cluster labels,
which serve as the deep-level labels. Subsequently,
CEMA uses the auxiliary data-cluster label pairs
to train a binary classification model as the sub-
stitute model, transforming the multi-task attack
scenario into a single-task text classification attack.
During the adversarial example generation phase,
adversarial candidates are produced for each victim
text. Simultaneously, CEMA randomly samples
the auxiliary data-cluster label pairs and repeats
the training process to generate multiple substitute
models. The adversarial example that successfully
attacks the majority of these substitute models is
then selected as the final adversarial example.

To evaluate the performance of CEMA, we fo-
cus on the text classification and translation tasks
within a multi-task learning framework. Given the
constraint of requiring only 100 queries, CEMA
achieves a minimum improvement of 14.92% in
attack success rate (ASR) over the second-best

method in the classification task. In the text trans-
lation task, CEMA improves the BLEU score by
at least 0.05 compared to the second-best method.
With only 10 queries, CEMA still performs well,
achieving an average ASR of 43.02% and an
average BLEU score of 0.22. On LLMs such
as ChatGPT-40 (Wang et al., 2025) and Claude
3.5 (Bae et al., 2024), CEMA achieves an average
ASR of 36.15% and an average BLEU score of
0.43. When the number of tasks is increased to six,
CEMA also achieves great attack results. Mean-
while, CEMA can also attack the summarization,
and text-to-image generation tasks. The primary
contributions are summarized as follows:

* We define the deep-level attack hypothe-
sis, demonstrating that adversarial examples
generated from a substitute model trained
with deep-level labels can effectively trans-
fer across multiple downstream tasks.

* We introduce CEMA, the first plug-and-play
framework that converts a multi-task attack
into a classification attack. CEMA can craft
adversarial examples with very limited queries
and just final text outputs (Black-box attack).

* We empirically validate the effectiveness of
CEMA across various victim models and
datasets, consistently achieving state-of-the-
art performance.

2 Related Work

2.1 Text Classification Adversarial Attack

In text adversarial research, the predominant meth-
ods revolve around scenarios with singular output
results (Waghela et al., 2024; Han et al., 2024; Zhu
et al., 2024; Kang et al., 2024). These studies focus
on the techniques for morphing the original text
into adversarial counterparts, including the manip-
ulation of pivotal chars (Ebrahimi et al., 2018b; Gil
etal., 2019; Ebrahimi et al., 2018a; Gao et al., 2018;
Ren et al., 2019; Jin et al., 2020; Li et al., 2019),
words (Wang et al., 2022; Guo et al., 2021; Meng
and Wattenhofer, 2020; Sato et al., 2018; Cheng
et al., 2019; Lee et al., 2022; Li et al., 2020a; Hu
et al., 2024; Liu et al., 2024, 2023; Li et al., 2019)
and sentence. These methods are segmented into
three distinct categories based on the response from
the victim model, encompassing white-box attacks,
soft-label black-box attacks, and hard-label black-
box attacks. In white-box attacks, adversaries gain
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full access to all relevant information about the vic-
tim model. Hotflip (Ebrahimi et al., 2018b) sequen-
tially replaces key words based on their importance
scores, while the FD method (Papernot et al., 2016)
generates adversarial examples using model gradi-
ent information. In soft-label black-box attacks,
many methods perturb words based on output
probabilities (Lee et al., 2022; Maheshwary et al.,
2021b; Wang et al., 2021a; Li et al., 2020a). Bert-
ATTACK (Li et al., 2020a) performs word-level at-
tacks using a fine-tuned BERT; SememePSO (Zang
et al., 2020) improves the search space for gener-
ating adversarial samples; Bae (Garg and Ramakr-
ishnan, 2020) replaces words via BERT; and Deep-
WordBug (DWB) (Gao et al., 2018) targets words
prioritized by output probabilities. Hard-label at-
tacks reflect more realistic conditions. HLGA (Ma-
heshwary et al., 2021a) uses stochastic initial words
and a genetic algorithm to craft adversarial exam-
ples. HQA-attack (Liu et al., 2024) restores origi-
nal words as much as possible to reduce disruption,
then uses synonyms for the remaining changed
words to enhance the attack.

2.2 Neural Machine Translation Adversarial
Attack

Neural Machine Translation (NMT) models, which
automatically convert input sentences into trans-
lated output, have achieved remarkable results by
employing deep neural networks like Transformers
(Bahdanau, 2014; Vaswani, 2017). These models
are now extensively used across various applica-
tions due to their high performance. However, er-
roneous outputs generated by NMT models can
lead to significant risks, particularly in security-
sensitive contexts. Recent studies explore adversar-
ial attacks on NMT models to address robustness
concerns. Character-level NMT models are espe-
cially vulnerable to character-level manipulations
like typos or word insertion/removal in black-box
settings (Belinkov and Bisk, 2017; Ebrahimi et al.,
2018a). However, such manipulations are easily
detectable by humans or review systems. There-
fore, most attacks on NLP and NMT systems fo-
cus on word replacement. Seq2sick (Cheng et al.,
2020) uses a projected gradient method with group
lasso and gradient regularization to perform non-
overlapping and targeted keyword attacks. Simi-
larly, Transfool (Sadrizadeh et al., 2023) applies
gradient projection with a new optimization for-
mulation and linguistic constraints to create flu-
ent, semantically-preserving attacks. Morphin (Tan

et al., 2020) perturbs inflections in clean examples
to generate plausible and semantically similar ad-
versaries. The kNN attack (Michel et al., 2019) re-
places words with their neighbors in the embedding
space in a white-box, untargeted setting. RG (Zou
et al., 2019) adopts reinforcement learning to gen-
erate adversarial examples that preserve semantics
and produce more reasonable tokens.

2.3 Mutil-task Adversarial Attack

A Multi-task Adversarial Attack is an adversarial
machine learning strategy designed to generate ex-
amples that deceive multiple models or systems
simultaneously (Guo et al., 2020; Ghamizi et al.,
2022), rather than just one. As far as we know,
there is currently no related work on multi-task
adversarial attacks in the field of text. In other
fields, MTA (Guo et al., 2020) is designed to gen-
erate adversarial perturbations for all three pre-
trained classifiers simultaneously by leveraging
shared knowledge among tasks. There is an at-
tack method (Sobh et al., 2021) that targets visual
perception in autonomous driving, which is applied
in a wide variety of multi-task visual perception
deep networks in distance estimation, semantic seg-
mentation, motion detection, and object detection.
MTADV (Wang et al., 2024) is a multitask adver-
sarial attack against facial authentication, which is
effective against various facial data sets.

2.4 Transfer Attack

Transfer attacks leverage adversarial examples
to target different models without requiring direct
access, posing a significant security threat in black-
box scenarios (Papernot et al., 2017; Dong et al.,
2018). Then, in the absence of a substitute model,
several studies demonstrate that auxiliary data can
also facilitate successful attacks through training a
substitute model and leveraging transfer attacks (Li
et al., 2020c; Sun et al., 2022). Additionally, more
effective loss functions have been proposed to train
substitute models (Wang et al., 2021b; Li et al.,
2020b; Naseer et al., 2019; Richards et al., 2021;
Huan et al., 2020), as well as techniques to refine
substitute models (Xiaosen et al., 2023; Yuan et al.,
2021).

3 Preliminary

Transferability and multi-task learning. Trans-
ferability refers to the ability of adversarial exam-
ples, crafted for one model, to successfully attack
other models (Zhang et al., 2020; Papernot et al.,
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Figure 1: The Overview of CEMA. @ During deep-level substitute model training, CEMA vectorizes the auxiliary
data and labels using pre-trained models, concatenates the vectors, and applies binary clustering to generate deep-
level labels, which are used to train the substitute model f;. ® For candidate adversarial example generation, [ text
classification attack methods are used to create [ examples. Examples exceeding a similarity threshold € are selected
as candidates, resulting in u candidates, where u < [. ® CEMA trains w substitute models using 80% of the data
pairs from the auxiliary text-cluster labels. The adversarial example attacking the most substitute models is chosen

as the final adversarial example ;.

2017; Mahmood et al., 2021; Zhou et al., 2020).
Multi-task learning trains multiple related tasks to-
gether, enabling knowledge sharing and improving
generalization (Cai et al., 2025; Pu et al., 2025).
Auxiliary data. Auxiliary data refers to additional
information used to assist in generating adversar-
ial examples. This data, which is not part of the
original input, helps attackers better understand
the target model’s behavior or generate more effec-
tive adversarial inputs. For instance, auxiliary data
might include outputs from the victim model (Chen
et al., 2024; Papernot et al., 2017).

4 Method

4.1 Observations and Motivations

We consider a multi-task scenario with bird and cat
images. Task 1 identifies if the image represents a
mammal, Task 2 determines if the subject can fly,
and Task 3 assesses the number of legs. Adversar-
ial attacks on this multi-task model under black-
box conditions with limited queries are challenging.
However, by training a substitute model for bird-
cat classification and perturbing it to misclassify
a cat as a non-cat, we can modify the outputs of
the three downstream tasks. Birds and cats share
intrinsic species characteristics that are more fun-
damental and “deep-level” than the tasks of identi-
fying mammalian status, flight capability, or legs’
number. Based on this observation, we propose the

deep-level attack hypothesis:

Assumption 4.1 (Deep-level Attack Hypothesis).
Adversarial examples Z of the victim text x* crafted
using a substitute model f trained with deep-level
labels can effectively attack multiple downstream
tasks in a multi-task model f,. Formally,

fs@) # fo(&), and  f(z") # fi(2), (D)

Based on the observations and hypothesis, we
propose the Cluster and Ensemble Multi-task Text
Adversarial Attack (CEMA) method, an overview
of which is provided in Figure 1. CEMA uses a
deep-level substitute model to convert multi-task
attack scenarios—characterized by varying num-
bers and types of tasks—into a single-task text
classification attack scenario. Furthermore, CEMA
employs multiple text classification attack methods
to generate candidate adversarial examples and in-
troduces a selection mechanism to identify the final
adversarial example from the pool of candidates.

4.2 Deep-level Substitute Model Training

For auxiliary texts in auxiliary data, we query the
victim model to obtain their corresponding outputs.
These texts, along with their task-specific outputs,
are then vectorized using a method such as a pre-
trained model. The resulting vector representations
are concatenated to form a unified representation.
A binary clustering algorithm is applied to these
vectorized representations, and cluster labels are
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assigned to each, which are treated as deep-level la-
bels for both the text and its outputs. Next, we train
a substitute model, denoted as f;, using the aux-
iliary texts and their corresponding cluster labels.
This substitute model f; enables the transformation
of the black-box multi-task attack scenario into a
white-box text classification attack scenario. More-
over, fs is treated as the substitute model trained
with deep-level labels (cluster labels).

4.2.1 Representation Learning

As discussed in Section 4.1, the deep-level label
is derived from both the image and the outputs of
three tasks: identifying whether the image repre-
sents a mammal, whether the subject can fly, and
the number of legs. Thus, the deep-level label
should simultaneously consider the impact of input
data and the output data of the multi-task model.
To achieve this, we vectorize the auxiliary texts
and their outputs using a pre-trained model and
concatenate them into a unified representation.

For each auxiliary text x;, we query the vic-
tim model f, to obtain the corresponding out-
puts {y},v?, ...,y }, where N denotes the num-
ber of tasks. The pre-trained model f. then vec-
torizes both x; and its outputs, yielding vectors
{E,,,E JE N} These vectors are concate-
nated to form the ﬁnal vector E;, which represents
x; and its corresponding outputs. Formally:

wiyd,...yY }— Jo(s),
E,. = fo(z), s = folyl), 2)
E; = Concat(Exi, E,,... ,EyN),

where the C'oncat indicates the concatenation of
the vectors {Exi,Eyl;, . Eyzg\f}.

4.2.2 Cluster Number and Substitute Model

We set the number of clusters to 2, which can be
interpreted as class C and its complement C. This
choice ensures that the two clusters capture the
most fundamental deep-level label, as the labels
in three- or four-cluster configurations would ul-
timately merge into two. Experimental results in
Section 5.3 show that CEMA achieves optimal at-
tack performance with two clusters. Attackers then
employ the binary cluster method to obtain the
cluster label y{ for auxiliary text ;. Finally, the
binary substitute model f; is trained using pairs of

auxiliary text and cluster labels. Formally:

D= {(xl, yf), ($27y5)7 R (xmyfz)}v

1
(zi,y7)€D
(3)

where y{ denotes the cluster label of E;, and 6*
represents the model parameters of the substitute

model f;.

0* = arg mm

4.3 Candidate Adversarial Examples
Generation

Once the substitute model f; is trained, adversarial
examples can be generated from it using any stan-
dard text classification method to attack the victim
model f, through transferability. The perturbed
text Z; of the victim texts =] is generated by:

zi = argmax L(f,(%:), fs(27)),
and fv(x;k) 7é fv(ji)7 s.t.

sim(Z;, x}) > €.

4

where L(f(Z;), f(x;)) is the loss function, f(Z;)
represents the predictions of the substitute model
for Z;, and f(x}) represents the predictions for x}

The term sim denotes the cosine similarity, Wthh
Je(@7)-fe(Zi)

is calculated as —”fe( SHRGIT

similarity threshold. The condition sim(Z;, z}) >
€ ensures that the adversarial example x; maintains
high similarity with x; and retains its true label.
Instead of relying on one attack method, we
use multiple attack methods to generate diverse
examples and establish criteria to select the most
effective one. This strategy is motivated by two
main reasons: (1) More adversarial examples in-
crease the probability of at least one successfully
attacking the victim model. (2) Diverse methods
enhance the probability of surpassing the similar-
ity threshold e for multiple examples. We apply [
attack methods to generate [ examples. The exam-
ples whose similarity exceeds the similarity thresh-
old e are identified as candidate adversarial exam-
ples ({7}, 72, ... “}) for the victim text z, with
u < [. Denote the p! as the probability that Z-/ can
successfully attack the victim model. A“ denotes
the event that at least one of the u attack methods at-
tack the victim model, with the probability termed
as P(A"). Denote p“m as the probability that the

Finally, € is the

similarity of & xi and z} exceed the similarity thresh-
old e. B" denotes the event that at least one of
the u adversarial examples exceed the similarity
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threshold e, with the probability termed as P(B").
Reason (1) and (2) are mathematically expressed
in Theorem 4.2.

Theorem 4.2. P(A") and P(B") increase with u
increases . Formally:

P(Au) < P(Au+1),P(Bu) < P(Bu-i-l)

forall u>1, )

Proof. Please see Section H in Appendix.

4.4 Transferability-Oriented Adversarial
Example Selection

After generating additional adversarial candidates
in Section 4.3, we select the one with the high-
est transferability. We achieve this by retraining
multiple substitute models and evaluating the trans-
ferability of each candidate adversarial example
based on the number of models it successfully at-
tacks. The adversarial candidate that successfully
attacks the greatest number of substitute models
is selected as the final adversarial example. The
detailed steps are as follows: @ Training Substi-
tute Models: We randomly sample 80% of the
auxiliary text-cluster label pairs to form the train-
ing set for each substitute model. This process is
repeated w times, resulting in w substitute models
{f3. f5,---, fs,}. ® Calculating Transferability:
For each victim text z and its adversarial candi-
dates {#},72,...,7"}. The transferability score
for 92'{ is computed as follows:

17 if f} .,Z.J ¥ -T;k ) -
Iy = { @ #RED. g~

0, if fi(&)) = filz]), k=1

where [} (:Ez ) represents the output label of :Z‘f
produced by the substitute model f7, and f} () is
the output label of & from the /3. If f (77 ) #

fi(z7), then 5&5 successfully attacks f7. Thus, I;;
counts the number of substitute models that 92'{
successfully attacks. The adversarial example at-
tacking the most substitute models is selected as
the final adversarial example of the victim text ;.
If multiple candidate adversarial examples success-
fully attack the most substitute models, the candi-
date with the largest change in output probability
from the substitute model f before and after the
attack, is selected as the final adversarial example.
Formally, this is expressed as:

Pl =pylar) —py(X]), h = arg max (I +pl), & = iy,

(O]

1 denotes the predicted label of } under f,, with
py(}) and py(fcf ) being the probabilities that
and 5({ are predicted as g, respectively. Since p{
represents probability variation, and the generated
adversarial examples succeed in attacking f, pi
lies in [0,1). When multiple adversarial examples
attack the substitute model, h = argmax; (I;; +
pﬁ) accounts for the probability variation in fs, with
z; being the final adversarial example.

S Experiment

5.1 Experiment Setup

Dataset: We use the SSTS and Emotion datasets.
Detailed statistics are in Appendix B, Table 4.

Victim models and baselines in LLMs: We
conduct attacks on advanced LLMs, ChatGPT-
40 (Pang et al., 2024) and Claude 3.5 (Bae et al.,,
2024). We use prompt learning to build agents on
LLMs as victim models. The prompt is: “Trans-
late the following text into French and Chinese,
and predict the category label of the text, which
can be one of the following: Sadness, Joy, Love,
Anger, Fear, Surprise.”. As no existing research
examines attacks on multi-task learning outputs of
large models in a black-box setting, we adopt the
approach of randomly removing the last character
from 40% of the words in a sentence as a baseline
for comparison, which is recorded as Random-Del.
Victim models and baselines in multi-model
multi-task learning (M3TL): M3TL trains mul-
tiple models to simultaneously solve various
tasks (Pineda et al., 2022; Xiang, 2024; Jin et al.,
2021). Inspired by M3TL, we combine several
pre-trained models to simulate multi-task learn-
ing. For classification, we employ dis-sst5, ro-sst5,
dis-emotion, and ro-emotion models. For transla-
tion, we utilize the Opus-MT model for English-
to-Chinese (En-Zh) task and the T5-small model
for English-to-French (En-Fr) task. The model
URLs are provided in Table 5 in the Appendix.
To simulate a real-world attack scenario, we in-
corporate two commercial translation APIs: Baidu
Translate (En-Fr) (He, 2015) and Ali Translate (En-
Zh) (Wan et al., 2022). Three multi-task victim
models are created: Victim Model A (dis-sst5,
dis-emo, opus-mt), Victim Model B (ro-sst5, ro-
emo, t5-small), and Victim Model C (Baidu and
Ali Translate). Previous multi-task attack meth-
ods (Liu et al., 2017) require extensive queries and
focus on white-box models with similar tasks, mak-
ing them ineffective against multi-task black-box
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Table 1: The attack performance of LLMs.

| Models | ChatGPT-40 | Claude 3.5 |
Data ‘ Tasks ‘ Classification ~ En-Fr ~ En-Zh ‘ Classification ~ En-Fr ~ En-Zh ‘ Total-Qry
| Metrics | ASR(%)! BLEU| BLEU|| ASR(%)! BLEU| BLEU/ |
Emotion | Rendom-Del 1420 047 064 17.65 044 052 0
CEMA 32.05 039 033 36.80 038 035 100
ssrs | Random-Del 15.33 064  0.66 16.27 062 054 0
CEMA 38.63 032 027 37.12 029 025 100

models. In comparison, CEMA targets both clas-
sification and translation tasks with fewer queries.
For single-task attacks, we compare CEMA with
methods for text classification (BAE (Garg and Ra-
makrishnan, 2020), FD (Papernot et al., 2016), Hot-
flip (Ebrahimi et al., 2018b), SememePSO (Zang
et al., 2020), TextBugger (Ren et al., 2019)) and
translation (Hot-trans (Ebrahimi et al., 2018b),
kNN (Michel et al., 2019), Morphin (Tan et al.,
2020), RA (Zou et al., 2019), Seq2Sick (Cheng
et al., 2020), TransFool (Sadrizadeh et al., 2023)).
All methods are limited to 55 queries per victim
text to ensure a fair comparison. Details are pro-
vided in Tables 7 and 8 in Appendix D.

Metrics, substitute model, clustering and vec-
torization methods: We evaluate the following
metrics: @ ASR: A higher ASR indicates better
attack efficacy. @ Total Queries (Total-Qry): Fewer
queries reflect a more efficient attack. ® BLEU: A
lower BLEU score indicates a more effective attack
result (Lateef et al., 2024). @ Similarity (Sim.):
A higher Sim. score indicates a more effective
attack result. Details of the substitute model are
provided in Section A of the Appendix. We train
six substitute models on a server equipped with a
24GB NVIDIA 3090 GPU, with a training time
of approximately 4 minutes per model due to lim-
ited auxiliary data. Each model has a size of 418
MB. Spectral clustering (Ng et al., 2001) is used
for clustering, and mT5 (Xue, 2020) is used for
vectorization.

Applied attack methods, auxiliary data, and hy-
perparameter: We apply a combination of attack
methods, including Hotflip (Ebrahimi et al., 2018b),
FD (Papernot et al., 2016), and TextBugger (Ren
et al., 2019). These methods assume that the at-
tacker has access to the victim texts during the
attack, indicating that the victim texts are readily
available for modification. For auxiliary data, we
select 100 unlabeled victim texts. The similarity
threshold e is set to 0.8.

5.2 Main Attack Results of LLMs and M3TL

As shown in Table 1, CEMA achieves substantial
attack effectiveness on LLMs, with a best ASR of
38.63% and a best BLEU score of 0.25. Tables 2
and 3 highlight that CEMA achieves state-of-the-
art (SOTA) performance on the SST5 and Emotion
datasets across victim models A, B, and C. In a
black-box setting with 100 queries, CEMA attains
an ASR exceeding 59%, reaching up to 80.80% in
classification tasks. For translation tasks, CEMA
achieves a BLEU score below 0.16, outperform-
ing the second-best method. Against victim model
C (Baidu and Ali Translate) using only 100 auxil-
iary texts, CEMA exceeds Morphin and TransFool,
attaining BLEU scores under 0.35 with just 100
queries.

5.3 Ablation Study

To investigate factors influencing CEMA attack
performance, we conduct an ablation study on the
number of clusters, attack methods, clustering, and
vectorization. We experiment with two to four
clusters and increase attack methods from one to
three, using TextBugger alone and a combination
of Hotflip, FD, and TextBugger. For clustering,
we use spectral clustering as the main method,
along with K-means (Krishna and Murty, 1999)
and BIRCH (Zhang et al., 1996). For vectorization,
we primarily use mT5 (Xue, 2020), with XLM-
R (Conneau, 2019) and one-hot encoding (Ro-
driguez et al., 2018) as alternatives. One-hot encod-
ing transforms categorical data into binary vectors
without requiring access to any external data, pre-
venting data leakage in pre-trained process. Given
the high computational cost of utilizing large mod-
els, we primarily conduct ablation experiments on
victim models A, B, and C.

Cluster number and attack method number. As
shown in Figure 2, increasing the number of clus-
ters from 2 to 4 reduces attack performance. The
average ASR drops from 58.83% and 64.55% to
46.20% and 52.10%, while BLEU scores increase
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Table 2: The attack performance of CEMA. Text classification tasks use the ASR(%)7T metric, while text translation
tasks use the BLEU] metric. Other adversarial attack methods can only be applied to their specific tasks, whereas

CEMA simultaneously attacks all tasks.

Dataset ‘ SST5 ‘ Emotion
Victim Model | Victim Model A | Victim Model B | Victim Model A | Victim Model B
Text Classification ‘ dis-sst5 (A) ‘ ro-sst5 (B) ‘ dis-emotion (A) ‘ ro-emotion (B)
Metric | ASR(%)t Sim.t Total-Qryl | ASR(%)? Sim.t Total-Qry] | ASR(%)! Sim.? Total-Qryl | ASR(%) Sim.t Total-Qry|
Bae 4271  0.888 47360 39.14  0.887 47471 3155 0925 59626 2850 0924 55935
FD 2520 0939 27758 2230 0982 21459 47.10 0948 66035 2075 0979 26719
Hotflip 4150 0.951 25459 29.03  0.951 25945 46.85 0942 21658 41.65 0952 22409
PSO 4514 0954 24398 4150 0954 27360 46.05  0.945 19713 4495  0.964 19757
TextBugger 3036 0978 69527 2085 0978 67007 3510 0981 25216 2940 0981 25128
Leap 3255 0953 21548 3007 0944 21083 2630 0934 15492 1550  0.939 15315
CT-GAT 2037 0939 46233 2480 0926 82963 2590 0916 47338 2675 0927 47139
HQA 46.11 0936 64864 39.64 0929 64267 3735 0934 65725 3585 0.925 47449
CEMA | 7357 0934 100 | 7566 0927 100 | 8080 0926 100 | 6040 0931 100

Text Classification ‘ dis-emotion (A) ‘

ro-emotion (B)

‘ dis-emotion (A) ‘ ro-emotion (B)

Metric ‘ ASR(%)T Sim.T Total-Qry) ‘ ASR(%)T Sim.T Total-Qry] ‘ ASR(%)T Sim.T Total-Qry) ‘ ASR(%)T Sim.T Total-Qryl]
39.81  0.894 60399 14.65  0.896 62013 3225 0926 48266 3295 0923 48244
3543 0921 64576 9.55 0.934 36553 2230  0.932 28310 17.50  0.982 40730
Hotﬂlp 3339 0.943 24001 22.80  0.946 27139 29.00  0.949 31559 28.05  0.949 31824
PSO 4190  0.968 19934 3525 0.940 20885 39.50  0.952 26144 37.65 0951 26741
TextBugger 30.00 0972 25084 4095  0.986 25084 20.85 0978 67007 2145 0978 67029
Leap 21.00  0.968 15315 26.00  0.947 15492 40.55  0.926 21503 37.65 0911 21614
CT-GAT 3932 0.927 47206 3345 0924 47493 28.10  0.904 57593 30.85  0.906 56001
HQA 37.76  0.945 47382 3195 0931 65062 3740 0912 49592 3640 0911 51184
CEMA | 6227 0934 100 | 6401 0927 100 | 6540 0926 100 | 59.60 0931 100
Text Translation | opus-mt(En-Zh) (A) | t5-small(En-Fr) (B) | opus-mt(En-Zh) (A) | t5-small(En-Fr) (B)
Metric | BLEU| Sim.{ Total-Qry| | BLEU| Sim.t Total-Qry} | BLEU| Sim.} Total-Qry| | BLEU| Sim.t Total-Qry|
Hot trans 0.24 0.846 21570 0.24 0.842 20885 0.20 0.859 20686 0.19 0.854 21680
0.31 0.873 13680 0.31 0.883 13680 0.61 0.935 29481 0.28 0.906 13437
Morphm 0.30 0.894 15006 0.37 0.907 24531 0.27 0.869 11183 0.22 0.887 8486
0.25 0.872 7028 0.19 0.865 9415 0.23 0.852 6166 0.21 0.865 4663
Seqzsnck 0.38 0.881 9835 0.46 0.926 13371 0.62 0.945 15669 0.29 0.892 8951
TransFool 0.77 0.949 7337 0.44 0.894 8641 0.81 0.962 8597 0.67 0.924 7912
CEMA | o014 0.934 100 | 018 0.927 100 0.15 0.926 100 0.23 0.931 100
Table 3: Attack performance of different methods on vic- 7 045
tim model C, which consists of two commercial closed- 65 —=— Emotion-ASR 1 04 —E— Emotion-BLEV |
source translation APIs, Alibaba and Baidu Translate. . £ 03s
S S
Z Z 03
Dataser | Victim Model C | Baidu Translate (en-fi)(C) |  Ali Translate (en-zh)(C) <55 E 025
| Method | BLEU| Sim.t Total-Qry| | BLEU| Sim.? Total-Qryl "
Morphin 0.54 0.904 89461 0.60 0.931 107075 02
SST5 TransFool 0.51 0.921 52001 0.59 0.928 68952 45 0.15
2 3 4 2 3 4
‘ CEMA ‘ 0.29 0.934 100 ‘ 0.15 0.934 100 Number of Clusters Number of Clusters
Morphin ‘ 0.40 0897 55581 ‘ 055 0915 25473
Emotion TransFool 0.36 0.903 25416 0.49 0.923 61820 Figure 2: The average ASR and BLUE Of different
| CEMA | 035 0931 100 | 029 0931 100

from 0.16 and 0.18 to 0.41 and 0.32. The best
attack performance is achieved with two clusters.
Additionally, as shown in Table 14 in the Appendix,
reducing the number of attack methods lowers ASR
and raises BLEU scores, as smaller adversarial
spaces reduce attack effectiveness. Increasing the
number of attack algorithms from one to three im-
proves average ASR by 30.3% while decreasing
BLEU by 0.16, indicating that more attack methods
enhance performance.

clusters’ number. Fewer clusters result in the better
attack results.

Clustering and vectorization methods. As shown
in Figure 3 , both clustering and vectorization
methods have random effects on attack perfor-
mance. The average ASR for Spectral, KMeans,
and BIRCH are 67.7%, 65.2%, and 65.1%, respec-
tively, while BLEU scores are approximately 0.21,
with no method consistently outperforming the oth-
ers. This indicates that the impact of clustering
methods on attack results is random. Similarly, the
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Figure 3: The average ASR and BLUE of CEMA under
various clustering and vectorization methods.

choice of vectorization methods leads to slight fluc-
tuations in both classification and translation, but
none achieves SOTA performance. The average
ASR for mT5, XLM-R, and one-hot encoding is
around 67.7%, with BLEU scores ranging from
0.21 to 0.22, indicating the random impact of vec-
torization methods.

In summary, clustering and vectorization meth-
ods introduce randomness, and while increasing the
number of attack methods improves effectiveness,
it also prolongs attack time.

5.4 Scalability of CEMA for More Numbers
and Types of Tasks

CEMA is extended to six downstream tasks, com-
prising four classification tasks and two transla-
tion tasks, as detailed in Table 12 in the Appendix.
It achieves an ASR of over 60%, with BLEU
scores below 0.3, demonstrating its effectiveness in
six downstream tasks. To explore CEMA’s scal-
ability further, we apply it to a broader set of
tasks using the Pokemon dataset (Pinkney, 2022)
as victim data. The victim models used include
Google Translate (Radford et al., 2021), distilbart-
cnn (Sakhapara et al., 2022), and Stable Diffusion
V2, with tasks such as translation (Kol et al., 2018),
summarization, and text-to-image generation. The
evaluation metrics include BLEU, ROUGE Drop
Percentage (RDP) (Lin, 2004), and CLIP Drop Per-
centage (CDP) (Radford et al., 2021). As shown in
Table 13 in the Appendix, CEMA exhibits strong
performance across all tasks, suggesting its poten-
tial for extension. Specifically, the BLEU score is
0.29, with RDP and CDP scores of 47% and 56%,
respectively. These results indicate that CEMA

is well-suited for multi-task models involving a
broader range of tasks and task types.

5.5 Few-shot and Many-shot Queries

We evaluate CEMA’s attack performance under
few-shot and many-shot queries, with query num-
bers set to 10, 50, 100, 1000, and 2000. The results,
shown in Table 15 in the Appendix, reveal that
attack effectiveness improves with more queries.
Notably, CEMA achieves an ASR of over 30% and
a BLEU score of 0.19 with only 10 queries.

5.6 Other Results

@ we collect relevant internet data as auxiliary in-
formation for the victim texts, as described in Ta-
ble 11 (Appendix) and Section K. CEMA achieves
strong results, showing that attackers only need the
victim texts’ related information to successfully
attack the multi-task system. @ Attack results un-
der defense methods We explore defensive strate-
gies against CEMA, including language modifiers
and adversarial training. Detailed results are pre-
sented in Section E. While these defenses reduce
CEMA’s effectiveness, it still maintains a signifi-
cant level of attack efficacy.

6 Limitation

CEMA requires training multiple models and gen-
erating several candidate adversarial examples,
which demands additional time and storage space.

7 Conclusion

We present a multi-task learning attack scenario
where attackers have limited access to a model,
only being able to query black-box outputs. There-
fore, we propose the CEMA method, which
achieves SOTA performance with just 100 queries
and black-box outputs. Additionally, CEMA can
integrate any text classification attack algorithm,
and its performance improves as more attack meth-
ods are included. We plan to extend CEMA to
multi-task models in other domains in the future.
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Overview of the Appendix

This appendix includes our supplementary materi-
als as follows:

- More details of the substitute model in Section
A

- More details of data in Section B

- Url of victim model used in Section C

- Details of baselines in Section D

- More details of defense methods in Section E

- Definition of text classification adversarial ex-
amples and NMT adversarial examples in Section
F

- Experiment result for verifying independence
in section G

- The proof of Theorem 4.2 in Section H

- More Explanation for the Non-Independent
Case in Section I

- More Details of M3TL in Section J

- Experiment Result under Low-quality Auxil-
iary Data Setting in Section K
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A Substitute Model
A.1 Substitute Model Architecture

Our substitute model comprises 12 transformer
blocks, each with 768 hidden units and 12 self-
attention heads. Each transformer block consists
of the following substructures:

¢ Self-Attention Layer: The hidden size of the
self-attention layer is 768.

¢ Position-wise Feed-Forward Network: The
network first projects the output of the atten-
tion layer to a 3072-dimensional space using a
fully connected layer, followed by a ReLLU ac-
tivation for non-linearity, and finally projects
the 3072-dimensional space back to a 768-
dimensional space via another fully connected
layer.

* Layer Normalization and Residual Connec-
tion:

— Layer Normalization: Applied to the
output of each sub-layer to stabilize train-
ing.

— Residual Connection: Adds the normal-
ized output to the input of the sub-layer.

A.2 Substitute Model Training

We provide a detailed description of the training
of the substitute model with the transformer-based
architecture. This substitute model consists of 12
hidden layers with a dimensionality of 768. The
activation function “GELU” is used, The dropout
rate is 0.4. The training process is optimized with
the AdamW optimizer (Yao et al., 2021), with batch
size set to 64 and learning rate set to 6e — 3, over 5
epochs.

A.3 Computation Overhead of the Substitute
Model Training

We train six substitute models on a server equipped
with a 24 GB NVIDIA 3090 GPU. The training
time for a single model is approximately 4 minutes,
and the size of each trained model is 418 MB.

B Details of Datasets

The details of datasets are presented in Table 4

C The URL:s of the Victim Models

The URLSs of the victim models are presented in
Table 5

D Details of Baselines

The details of baselines are presented in Table 7
and Table 8

E Defense Method

We initiate an extensive exploration of defensive
strategies to counter CEMA. In practical systems,
we thoroughly investigate various defense mecha-
nisms, including train-free adjustments(Preceding
Language Modifier) and adversarial training.

E.1 Preceding Language Modifier

The victim models used in our study are after-
trained models sourced from the Huggingface web-
site, Ali Translator, and Baidu Translator. Since the
training details of these pre-trained models are not
publicly available, re-training them using adversar-
ial training is infeasible. Consequently, we adopt
training-free defense methods. Specifically, we im-
plement the same approach proposed by (Wang
et al., 2023) and apply prompt learning techniques
to large language models (LLMs) to mitigate ad-
versarial text inputs. For this, we provide CoEdIT-
XXL (a LLM used for correcting text errors). The
prompt is as follows: “Please revise the text for
grammatical errors, improve the spelling, grammar,
clarity, concision, and overall readability.” The
results are presented in Figure 4.

“w/0” indicates the absence of a defense method,
whereas “w” denotes the use of the CoEdIT-XXL
model as a modifier for defense. Even after ap-
plying defense mechanisms using large language
models, CEMA’s attack effectiveness decreases but
still maintains a significant level of performance.

E.2 Adversarial Training

We train four classification models as victim mod-
els and conduct adversarial training to evaluate the
impact of adversarial training on CEMA’s attack
effectiveness. All four models are based on the
BERT architecture and are labeled Bertl, Bert2,
Bert3, and Bert4. Specifically, Bert]l and Bert3 are
trained on the SSTS dataset, while Bert2 and Bert4
are trained on the Emotion dataset. The results are
presented in Figure 5. “w/0” indicates the absence
of adversarial training, while “w” represents the
application of adversarial training. Although adver-
sarial training reduces attack effectiveness, CEMA
still demonstrates considerable performance.
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Table 4: The statistics of datasets.

Dataset  Classes Labels’ name
SST5 5 Very positive, Positive, Neutral, Negative, Very negative
Emotion 6 Sadness, Joy, Love, Anger, Fear, Surprise
Table 5: The URL of the Victim Models
Model Url

dis-sst5(A)
dis-emotion(A)
opus-mt(En-Zh)(A)
ro-sst5(B)
ro-emotion(B)
t5-small(En-Fr)(B)
Baidu Translate (En-Fr) (C)

https://huggingface.co/SetFit/distilbert-base-uncased__sst5__all-train
https://huggingface.co/bhadresh-savani/distilbert-base-uncased-emotion
https://huggingface.co/Helsinki-NLP/opus-mt-En-Zh
https://huggingface.co/Unso/roberta-large-finetuned-sst5
https://huggingface.co/SamLowe/roberta-base-go_emotions
https://huggingface.co/Alexle/T5-small-En-Fr
https://api.fanyi.baidu.com/

Ali Translate (En-Zh) (C)

https://translate.alibaba.com/

F Definition of Text Classification
Adversarial Examples and NMT
Adversarial Examples

F.1 Definition of NMT Adversarial Examples

We define the source language space as X’ and the
target language space as ), examining two NMT
systems: the source-to-victim model M, _,,, which
maps X to ) to maximize P(y.f | x), and the
target-to-source model M, _, ., which performs the
reverse mapping. After training, these models can
reconstruct original sentences as & = g(f(x)). We
propose black-box adversarial testing for NMT us-
ing auxiliary data by selecting test sentences from
7T C X and generating adversarial cases § € A to
perturb inputs z’ = x + § such that f(z') diverges
significantly from f(x).

NMT Adversarial Example: An NMT adver-
sarial example is a sentence in

A={z' e X |3z e T},

8
here ||z" — z|| < € A St (Y, Yret) = YA St (¥, yref) <7’ ®)

where function f represents the NMT model. The
variables x and 2’ represent the original text and
the adversarial test case, respectively, while y and
y' stand for their respective translations. In detail,
y = f(z) and ¢ = f(a'). The function S(-,-)
gauges the similarity between two sentences. Addi-
tionally, v and 4 denote thresholds for acceptable
translation quality. Translation quality is deemed
unacceptable if 4" drops below ~.

F.2 Definition of Text Classification
Adversarial Examples

Definition of Text Classification Adversarial Ex-
amples: Let X = {x,x9,...,x,} denote a set of
text inputs, where each x; is a text document (e.g.,
sentence or paragraph). Let f(-) represent a text
classification model, where:

f: X—>Y

is a mapping from the input space X to the label
space Y, with Y = {y1, 42, ..., ym } representing
the set of possible class labels (e.g., positive, nega-
tive, neutral).

Given an input x € X and its corresponding true
label yiue = f(z), an adversarial example T is a
perturbed version of the input x that is intentionally
crafted to cause the model to misclassify it, while
remaining perceptually and semantically similar to
the original text. Formally, an adversarial example
is defined as:

T=x+0

where § is a small perturbation that satisfies:

16]] < e

Here, ||J]| represents the magnitude of the per-
turbation (e.g., measured in terms of the number of
word substitutions or sentence modifications), and
€ is a threshold that bounds the maximum allowable
perturbation.

Additionally, we impose a semantic similarity
constraint, ensuring that the perturbation § does not
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Table 6: The details of the methods employed in the baseline comparisons. The Perturbed Level indicates the target
of the attack methods, where “word” denotes the specific words targeted for perturbation, and “char” refers to the
characters within a word that are altered by the attack method.

Table 7: Information on the classification attack method used as the baseline.

Methods  Perturbed Level Gradient Soft-labels Hard-labels Knowledge
Bae Word X Ve Ve black-box

FD Char Ve v v white-box
Hotflip Char v v v white-box
PSO Word X v Ve black-box
TextBugger Char+Word 4 v v white-box
Leap Word X v v black-box
CT-GAT Word X Ve Ve black-box
HQA Word X v v black-box
CEMA Char+Word X X v black-box

Table 8: Information on the translation attack method used as the baseline.
Methods  Perturbed Level Gradient Soft-labels Hard-labels Knowledge
Hot-trans Char v X X white-box
kNN Word Ve X X white-box
Morphin Word X X 4 black-box
RA Word ve X X white-box
Seq2Sick Word v X v white-box
TransFool Word X X v black-box
CEMA Char+Word X X v black-box
alter the meaning of the input significantly. Thisis  subjectto ||z’ — x| <e and Sim(z,2’) >~

formalized as:

Sim(z, &) <~

where Sim(z, ) denotes a semantic similarity
measure (such as cosine similarity) between the
original input = and the adversarial example %, and
~ is a predefined threshold that controls the accept-
able level of semantic similarity. This ensures that
the adversarial example & remains semantically
close to x, while still leading to a misclassification.

The adversarial example & causes the model to
output a different class than the true label:

f(j) # Ywue and f(x) = Ytrue

Thus, the text classification adversarial example
Z satisfies the following optimization problem:

& = argming ¢ v L(f(2'), Yirue)

where £(+) is the loss function used to measure
the discrepancy between the predicted label f(z')
and the true label yye.

G The Experiment for Verifying
Independence

We employ the DWB, FD, TextBugger, Hotflip,
and PSO methods to generate adversarial examples
in the subset of the test dataset. Since the exact
success probabilities of each method’s attacks are
unavailable, we estimate these probabilities based
on the observed frequency of successful attacks.
In the table, we report the frequency P(AB) of
both methods successfully attacking, as well as the
individual success frequencies P(A) for Method
A and P(B) for Method B. Our findings indicate
that P(AB) closely approximates P(A) x P(B),
with the average deviation P(A) x P(B)— P(AB)
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Table 9: Experiment results with improving the similarity threshold and adding attack methods for victim model A

Similarity Threshold Method Number ‘ ASR(%)T ASR(%)1 BLEU] Similarityf

0.8 3 73.57
0.9 6 67.16
0.8 3 80.80
0.9 6 78.25

62.27 0.14 0.93
58.89 0.16 0.95
65.40 0.15 0.93
61.15 0.16 0.94

Table 10: The experimental results for verifying independence.

Method A Method B \ P(A) P(B) PA*P(B) P(AB) P(A)*P(B)-P(AB)
DWB FD 52.50% 40.50%  21.26%  19.00% 2.26%
DWB Textbugger | 52.50% 72.50%  38.06%  35.50% 2.56%
DWB Hotflip 52.50% 72.50%  38.06%  37.00% 1.06%
DWB PSO 52.50% 76.50%  40.16%  35.00% 5.16%

FD Textbugger | 40.50% 72.50%  29.36%  31.00% -1.64%

FD Hotflip 40.50% 72.50%  29.36%  31.50% -2.14%

FD PSO 40.50% 76.50%  30.98%  30.50% 0.48%
Textbugger Hotflip 72.50% 72.50%  52.56%  57.50% -4.94%
Textbugger PSO 72.50% 76.50%  55.46%  54.00% 1.46%
Hotflip PSO 72.50% 76.50%  55.46%  58.00% -2.54%
Average 39.07% 38.90% 0.17%

being just 0.17%. The detailed experimental results
are provided in Table 10. Event independence is
defined as the occurrence of event A having no ef-
fect on the occurrence of event B. Therefore, we
assume that the success of adversarial examples
generated by Method A does not influence the suc-
cess of those generated by Method B.

H The Proof of Theorem 4.2

We aim to prove that the probability of at least one
successful attack, denoted as P(A"), increases as
the number of attack methods w increases. Specifi-
cally, we want to show that:

P(AY) < P(A"TY), forall w>1, (9)

where A" represents the event that at least one
of the u attack methods succeeds, and A" repre-
sents the event that at least one of the u + 1 attack
methods succeeds.

Definitions

1. Success Probability of Attack Methods: -
Let p] be the success probability of the j-th attack
method of the victim text ;.

2. Event A": - A" denotes the event that at least
one of the v attack methods succeeds, i.e.,

A=A UAU---UA,, (10)

where A; is the event that the i-th attack method
succeeds.

3. Event AU: - A% denotes the event where none
of the u attack methods succeeds, i.e.,

Av=A NAyN---NA,. (11)

Therefore, the probability of at least one success
is:
P(A") =1 — P(A%).

4. Event A"T!: - Similarly, for v + 1 attack
methods, A%*! is defined as:

(12)

AT — AT U AU UAyyr,  (13)

and Avt1 represents the event where none of the
u + 1 attack methods succeeds:

Avtl = AN Ayn---NA. (14)

Therefore, the probability of at least one success
with v + 1 attack methods is:
P(A"T1) =1 — P(Awtl), (15)

Goal
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Figure 4: The results of Preceding Language Modifier

SST5-Bertl S5T5-Bert2 3

Figure 5: The results of adversarial training.

We want to prove that

P(A%) < P(A"TY), (16)

i.e., the probability of at least one success in-
creases as the number of attack methods w in-
creases.

Proof Process

Step 1: Probability of Failure with u Attack

Methods
The probability of failure with u attack methods
is given by:

P(Av) = P(A;NAyNn---NA). (17)

- Independent Events: If the attack methods are
independent, the failure probability is:

p(Aw) =TT@a -p). (18)

—.

<
Il
-

- Dependent Events: If the attack methods are
not independent, we have:

p(Aw) <T@ -p). (19)

—.

<
Il
-

Step 2: Probability of Failure with u + 1 Attack
Methods

The probability of failure with u+ 1 attack meth-
ods is:
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P(Avt) = P(A N Ayn---NAuq). (20

- Independent Events: If the attack methods are

independent, the failure probability is:

u+1

[T -»).

j=1

P(AvHT) = Q1)

- Dependent Events: If the attack methods are
dependent, we have:

u+1
pAT) < TJa - (22)
j=1
Step 3: Comparing P(A%) and P(A“*!)
We know:
P(A") =1~ P(Av), (23)
P(A"T) =1 — P(Autl), (24)

- Independent Events:

1-TJa- (25)

=1

<.

u+1
P(A™) = (26)
]:1
Since H“H(l —pl) < [[=(1- pl), we have:
P(A“TH > P(AY). (27)
- Dependent Events:

Similarly, since P(A%Ll) < Hyif(l —p!)and
P(A*) < [Tj_,(1 — p}), we conclude that:

P(A"T1) > P(AY). (28)
Conclusion
Thus, we have proven that:

P(A") < P(A*1), (29)

i.e., the probability of at least one success in-
creases as the number of attack methods w in-
creases.

Condition for Equality

Equality P(A%) = P(A“™!) holds under the
following conditions:

- The attack methods are completely independent
and have identical success probabilities p{ = Pos1
for all ¢, in which case adding an attack method

does not change the overall failure probability. -
The newly added attack method does not contribute
any additional success probability. This occurs
when the new attack method is redundant or has no
distinct contribution to the attack success.

Discussion of Small Probability Events

When the success probability of each attack
method p! is small (i.e., the attack methods have
low success rates), in most cases, adding more at-
tack methods leads to a significant increase in the
probability of at least one success. This is because
each additional attack method provides another op-
portunity for success, which, even with low individ-
ual probabilities, results in a cumulative increase
in the overall success probability.

Therefore, in practical scenarios where each at-
tack method has a small success probability, adding
more methods increases the likelihood of at least
one successful attack. This cumulative effect en-
sures that P(A") grows as u increases.

Remark In Section I of the appendix, we exam-
ine the case of non-independence. We find that, in
the non-independent scenario, using more methods
to generate adversarial examples increases the like-
lihood of successfully attacking the victim model.

Similarly, we can also prove P(B") <
P( Bu+1)

I Supplementary Explanation for the
Non-Independent Case in Section
Candidate Adversarial Example
Generation

The probability of successfully attacking the vic-
tim model using adversarial examples generated
by methods 1, 2, ..., n is greater than or equal to
the probability of successfully attacking the vic-
tim model using adversarial examples generated by
method 1 alone. This is because, when only method
1 is used, there is only one candidate adversarial
example per victim text. In contrast, when n meth-
ods are employed, there are n candidate adversarial
examples for each victim text, including the one
generated by method 1. Therefore, the probability
of successfully attacking the victim model using
adversarial examples generated by n methods is
greater than or equal to the probability of success-
fully attacking the victim model using adversarial
examples from method 1 alone. The probabilities
are equal only when method 1 achieves the max-
imum success rate for all victim texts. However,
the SSTS and Emotion datasets contain 2,210 and
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2,000 victim texts, respectively, making it unlikely
that method 1 will achieve the maximum success
rate across all victim texts. Thus, we conclude that,
in most cases, the probability of successfully attack-
ing the victim model using adversarial examples
generated by n methods is greater than when using
adversarial examples generated by method 1 alone.

Furthermore, based on this property, we can de-
duce that, in most cases, the probability of success-
fully attacking the victim model using adversarial
examples generated by methods 1, 2, ..., n is greater
than when using adversarial examples generated by
methods 1, 2, ..., m, where n > m. In other words,
employing more methods to generate adversarial
examples increases the likelihood of a successful
attack on the victim model.

J Multi-model Multi-task Learning
(M3TL)

Multi-model Multi-task Learning (M3TL) is a
machine learning method that combines multiple
learning models with multiple tasks. It is a com-
bination of Multi-task Learning (MTL) and Multi-
model Learning, aiming to improve model perfor-
mance by jointly optimizing multiple tasks, espe-
cially when dealing with multiple related tasks.

J.1 Key Concepts
J.1.1 Multi-task Learning (MTL)

In traditional machine learning, each model typi-
cally handles a single task. In contrast, Multi-task
Learning (MTL) involves jointly training multiple
related tasks with a shared model. The goal is to al-
low the model to simultaneously optimize multiple
objectives by sharing representations, knowledge,
or parameters. Common applications include sen-
timent analysis and text classification, where the
same features can be used for multiple tasks (e.g.,
predicting sentiment labels and classifying news
articles). For instance, training a neural network to
simultaneously perform two tasks: image classifi-
cation and object detection.

J.1.2 Multi-model Learning

Unlike traditional single-model approaches, Multi-
model Learning uses multiple independent or com-
bined models to solve a problem. Each model may
focus on different aspects of the problem or ap-
ply different algorithms to address the same task.
For example, using multiple models such as neural
networks, decision trees, and support vector ma-

chines to handle the same task, thereby leveraging
the strengths of each model.

J.1.3 Multi-model Multi-task Learning
(M3TL)

M3TL is a method that combines Multi-task Learn-
ing and Multi-model Learning. The core idea is to
use multiple models (e.g., neural networks, deci-
sion trees, support vector machines, etc.) to learn
multiple related tasks, with these models sharing
some information or parameters. This means that
during training, M3TL models handle multiple
tasks and models simultaneously, enabling each
model to learn across multiple tasks while sharing
representations and knowledge between tasks.

K Low-quality Auxiliary Data

Initially, we treated the victim texts as auxiliary
data. Now, we assume that the attacker cannot
access the victim texts directly but can gather vic-
tim texts’ relevant information and collect relevant
internet data as the auxiliary data. For example,
the SSTS and Emotion datasets, both related to
sentiment analysis but differing in label space and
distribution. We use 100 unlabeled texts from the
Emotion validation set as auxiliary data for the
SST5 attack, and vice versa. The results in Table
11 show that despite limited auxiliary data and dis-
tribution differences, CEMA achieved a 66.45%
attack success rate and a BLEU score of 0.27. This
demonstrates that an attacker only needs partial
knowledge of the victim’s data and can collect rel-
evant information from the web to successfully
attack the multi-task system using CEMA.
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Table 11: Attack performance of Low-quality Auxiliary Data.

Victim Model A \ Victim Model B \ Victim Model C
. . . opus-mt . t5-small | Baidu Translate  Ali Translate
dis-sst5  dis-emotion (en-zh) (A) ro-sst5 (A) ro-emotion (A) (en-fi) (en-fr) (en-zh)
V]‘)C;t‘:‘ A];‘;’;S ASR(%)T ASR(%)t  BLEU, | ASR(%)}]  ASR(%)!  BLEUJ BLEU BLEU/
SST5 SST5 73.6 62.3 0.14 75.7 64.0 0.18 0.29 0.15
Emotion |  64.0 60.8 0.18 59.2 52.0 0.22 0.36 0.27
Emotion  EMotion | 80.8 65.4 0.15 60.4 59.6 0.23 0.35 0.29
SST5 66.4 36.0 0.21 48.8 46.4 0.36 0.44 0.42
Table 12: The results of six tasks
ASR(%) BLEU
Data dis-emotion ro-emotion dis-sst5 ro-sst5 | opus-mt t5-small
SST5 7591 74.90 67.04 62.82 0.18 0.22
Emotion 83.25 66.85 71.35 68.40 0.17 0.27

Table 13: The results of translation, summary, and text-to-image tasks.

Data Task Metric Score

Translation =~ BLEU 0.29
Pokemon Summary RDP  47%
Text to Image CDP  56%

Table 14: Performance of CEMA under different number setting of candidate adversarial examples.

Victim Model A Victim Model B
Data Example
Number dis-sst5 (A) dis-emoton (A) opumt(En-Zh) (A) ro-sstS (B) ro-emotion (B) t5-small(En-Fr) (B)
ASR(%)T ASR(%)T BLEU| ASR(%)T ASR(%)T BLEU|
SST5S 3 73.6 62.3 0.14 75.7 64.0 0.18
1 50.4 29.2 0.30 43.8 24.7 0.35
Emotion 3 80.8 65.4 0.15 60.4 59.6 0.23
1 29.2 34.8 0.31 39.2 47.2 0.39
Table 15: The results of few-shot and many-shot queries
Model | Victim Model A | Victim Model B

‘ dis-sst5  dis-emotion  opus-mt ‘ dis-sst5  dis-emotion opus-mt ‘ r0-8st5 ro-emotion  t5-small ‘ ro-sst5  ro-emotion  t5-small
Data | SST5 | Emotion | SST5 | Emotion
Shot-Size | ASR(%)? ASR(%)! BLEU] | ASR(%)! ASR(%)? BLEU| | ASR(%)! ASR(%)! BLEU| | ASR(%)! ASR(%)! BLEU|

2000 87.56 83.27 0.1 91.7 81.45 0.1 86.46 78.47 0.15 67.45 69.55 0.16
1000 83.04 76.76 0.11 88.25 76.15 0.12 84.16 73.49 0.16 66.35 67.05 0.17
100 73.57 62.27 0.14 80.8 65.4 0.15 75.66 64.01 0.18 60.4 59.60 0.23
50 63.71 45.64 0.15 71.05 53.55 0.18 71.69 59.38 0.19 58.65 57.9 0.24
10 38.38 32.06 0.19 43.35 37.7 0.21 59.28 46.51 0.21 46.15 41.75 0.27
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