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Abstract

Chain-of-Thought (CoT) significantly en-
hances the performance of large language mod-
els (LLMs) across a wide range of tasks,
and prior research shows that CoT can the-
oretically increase expressiveness. However,
there is limited mechanistic understanding of
the algorithms that a Transformer with CoT
(denoted as Transformer,cor in this paper)
can learn. Our key contributions are: (1)
We evaluate the state tracking capabilities of
Transformer_ c,r and its variants, confirm-
ing the effectiveness of CoT. (2) Next, we
identify the circuit (a subset of model com-
ponents, responsible for tracking the world
state), indicating that late-layer MLP neurons
play a key role. We propose two metrics,
compression and distinction, and show that
the neuron sets for each state achieve nearly
100% accuracy, providing evidence of an im-
plicit finite state automaton (FSA) embedded
within the model. (3) Additionally, we explore
three challenging settings: skipping interme-
diate steps, introducing data noises, and test-
ing length generalization. Our results demon-
strate that Transformer ¢t learns robust al-
gorithms (FSAs), highlighting its resilience in
challenging scenarios. Our code is available at
https://github.com/IvanChangPKU/FSA.

1 Introduction

Transformer-based large language models (LLMs
Touvron et al., 2023; OpenAl, 2023) revolution-
ize natural language processing (NLP) by demon-
strating significant progress across various tasks.
However, they still face challenges with basic cal-
culations (Zhou et al., 2023), complex reasoning
(Valmeekam et al., 2024; Han et al., 2024), and
regular languages (Bhattamishra et al., 2020). Ap-
proaches such as Chain-of-Thought (CoT) prompt-
ing (Wei et al., 2023) and scratchpads (Nye et al.,
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Figure 1: An illustration of one of the simplest state-
tracking problems, Z,. After training on sequences gen-
erated from the Z, transition rules, Transformercor
successfully recovers an implicit finite state automaton
(FSA) by differentiating between two internal states—
and ¢;—using two distinct and disjoint sets of neurons
in the late-layer MLPs. These neuron groups are visu-
ally distinguished using colors: neurons corresponding
to state are marked in , those for ¢ in red,
while neurons not contributing to either state are shown
in gray.

2021) address these limitations by generating inter-
mediate reasoning steps. To understand the success
of CoT, prior work has analyzed its expressiveness
from the perspective of formal language theory and
circuit complexity. Theoretical works (Zhang et al.,
2024; Qiu et al., 2024; Li et al., 2024) demonstrate
that incorporating a linear number of intermediate
steps increases the expressive power of transform-
ers, enabling them to represent all Finite State
Automata, which are a foundational class of au-
tomata.

However, theoretical expressiveness indicates
only upper and lower bounds on what an architec-
ture can express; it does not guarantee successful
learning during training in practice. For instance,
although recurrent neural networks (RNNs) are
theoretically more expressive than transformers in
Chomsky’s computational hierarchy—being capa-
ble of recognizing all regular languages, whereas
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transformers fail to recognize certain types (e.g.,
periodic finite-state languages) (Delétang et al.,
2023)—they often fail to outperform transform-
ers in practice. This discrepancy is primarily due
to issues such as vanishing gradients, which hin-
der learning long-term dependencies, and diffi-
culties in parallelization, which limit computa-
tional efficiency (Hochreiter and Schmidhuber,
1997; Vaswani et al., 2017; Brown et al., 2020).
Consequently, some studies investigate the ex-
pressiveness of these architectures through the
lens of learnability by measuring performance
in language modeling. For example, Liu et al.
(2023a) demonstrate that training transformers with
recency-biased scratchpads improves sequential ac-
curacy. However, even near-perfect next-token pre-
diction accuracy does not imply that generative
models reconstruct a true world model (Vafa et al.,
2024). This raises a critical question: Does CoT
help transformers recover a world model in the
form of FSAs, or do they merely learn short-
cuts?

To address this question, we extend the study of
learnability beyond accuracy improvements, per-
forming an internal mechanistic analysis of CoT’s
success. Specifically, we focus on state tracking, a
foundational task to evaluate expressiveness (Mer-
rill et al., 2024). In state tracking, a sequence of
updates modifies the world state, which is repre-
sented as an FSA. The goal is to determine the final
state after applying all updates sequentially. State
tracking is a core capability of generative models
and supports many downstream tasks — such as
entity tracking (Kim and Schuster, 2023), chess
(Toshniwal et al., 2022), and map navigation (Liu
et al., 2023b). Figure 1 illustrates Zs, one of the
simplest state tracking problems!, along with its
corresponding FSA and transition rules.

We begin by comprehensively evaluating the
state tracking capabilities of Transformer cor,
comparing it with other models (RNNs), trans-
former variants (e.g., those with recurrence (Fan
et al., 2021; Yang et al., 2022)), and CoT vari-
ants (e.g., implicit CoT (Goyal et al., 2024)). Em-
pirically, we show that Transformercor is the
only model capable of efficiently learning state
tracking for sequences of arbitrary lengths across
three groups: Zgo, A4 X Zs, and As, in both in-
distribution and out-of-distribution settings.

'The state tracking problem Z is equivalent to parity, a
formal language describing binary sequences with specific
evenness or oddness properties.

Next, to provide a mechanistic explanation
for this success, we apply interpretability tech-
niques to analyze the algorithms learned by
Transformer.cor. Using activation patching (Vig
et al., 2020), we identify the circuits (specific
model components) responsible for state tracking
and observe that Transformer_ ¢, relies heavily
on late-layer MLP neurons. These neurons can
be effectively grouped into states based on tran-
sition rules. To quantify this, we introduce two
metrics: compression and distinction. Compres-
sion measures the similarity of representations for
the same state under different input prompts, while
distinction quantifies the separation between differ-
ent states, even when their inputs are similar. We
find nearly 100% accuracy on both metrics at every
intermediate step, providing strong evidence that
the model reconstructs the world model (i.e., FSAs).
For instance, in Figure 1, Transformer c,r com-
presses inputs corresponding to two states (i.e.
and ¢;) by activating two distinct sets of neurons.

In real-world tasks that involve state tracking,
state transitions are often implicit, and reason-
ing structures tend to be imperfect. For example,
mathematical reasoning is related to state track-
ing, which involves keeping track of the problem
goal, and chain-of-thought annotations in existing
datasets—such as OpenWebMath—contain skip-
ping or noise. To evaluate robustness in challenging
scenarios, we assume three experimental settings:
skip-step reasoning, noisy scratchpads, and length
generalization. Through controlled experiments,
we show that Transformer, ¢,r learns robust al-
gorithms even in noisy environments, suggesting
that the underlying FSAs exhibit strong resilience.

In summary, this work is the first to ex-
tend the study of learnability and expressive-
ness through mechanistic interpretation on state
tracking, uncovering the underlying algorithms of
Transformer,cor. Our contributions are as fol-
lows:

1. We conduct a comprehensive evalua-
tion of the state tracking capabilities of
Transformer cor, demonstrating its unique
ability to track states of arbitrary lengths
across multiple groups (Zgo, A4 X Zs, and As)
in both in-distribution and out-of-distribution
settings.

2. Using interpretability techniques, including
activation patching, we analyze the learned al-
gorithms in Transformer,c,r. We identify
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the activation of late-layer MLP neurons and
classify them into states based on transition
rules, achieving nearly 100% accuracy in met-
rics of compression and distinction, which
confirms the model’s reconstruction of the
world model (FSAs).

3. We explore Transformer, ¢, in three chal-
lenging settings and find that it learns resilient
algorithms capable of effective state tracking
in noisy conditions.

2 Background

2.1 FSA and State Tracking

We adopt the conventional definition of a finite
state automaton (FSA) as a tuple A = (3, @, qo, 9),
where X is the alphabet, () is a set of states, qg is
the initial state, and ¢ is the transition function
(Hopcroft, 2007). Formally, state tracking can
be framed as solving a word problem on a finite
monoid (M, -), where the objective is to compute
the product my - mg - ... - m, € M (Merrill et al.,
2024). When M is finite, the computation can
be carried out by a corresponding finite state au-
tomaton (M, M, e, §), where the identity element
e acts as the initial state and the transition func-
tion is defined as d(mq, mo) = my - my for all
mi,mg € M.

As generative models, transformers augmented
with chain-of-thought generate state sequences
(q1...qn) € M* conditioned on input sequences
(my...my) € M*. Our work centers on word
problems in the context of groups, which are
monoids with inverses. We specifically investigate
two structures: the cyclic group Zj, defined by ad-
dition modulo k, and the alternating group Ay, a
subgroup of the symmetric group S comprising
all even permutations of %k elements.

2.2 Mechanistic Interpretation of MLPs

Geva et al. (2022) demonstrate that multilayer per-
ceptrons (MLPs) contribute additive updates to the
residual stream, which can be decomposed into
weighted sums of sub-updates. In particular, given
input x! at layer [, the MLP can be expressed us-
ing parameter matrices K!, V! € Rmp>dn where
dpmip is the MLP intermediate dimension and dy, is
the model dimension. Additionally, a non-linear
activation function f is applied as follows:

MLP! (x!) = f(K'x")V!

Expanding this further, it can be decomposed as:

dmlp dm]P
MLP! (x!) = Z f(x! k})v} = Zmév}
j=1 J=1

where k; € R’ and v; € R correspond to the
j-th row vectors of K! and V!, respectively. The
scalar mé = f(x!- le) represents the activation

coefficient for the neuron VJ!. Notably, when these

sub-updates mé»V} are projected into the vocabulary
space using the logit lens (Geva et al., 2021), they

can be interpreted in a human-understandable way.

3 Evaluating State Tracking Capability
Across Architectures

Besides Transformer  cot, there are various theo-
retical works (Zhang et al., 2024; Fan et al., 2024;
Yang et al., 2022; Fan et al., 2021) attempting to
inject recurrence into transformers, while another
line of work (Goyal et al., 2024; Hao et al., 2024)
proposing modifications of chain-of-thought (im-
plicit chain-of-thought in contrast to explicit chain-
of-thought). In this section, we will explore the
state tracking capability with an empirical lens: can
transformers with/without CoT, and their variants,
learn state tracking?

Datasets: As, A4 X Zs,Zgy. Following the for-
mal definition of state tracking in (Merrill et al.,
2024; Grazzi et al., 2024), we model state track-
ing as word problems, and consider three kinds of
groups with increasing difficulty: Zgg, an abelian
group encoding mod-60 addition, A4 X Zs, a non-
abelian but solvable group?, which is a direct prod-
uct group of one alternating group A4 (a subgroup
of the symmetric group S4 containing only even
permutations) and one cyclic group Zs, and As,
the alternating group on five elements, which is
the smallest non-solvable subgroup. With the same
number of elements 60, the three groups belong
to TCY, TC?, and NCl-complete respectively, with
varying difficulty mainly deriving from the com-
plexity of learning the group multiplication opera-
tion.

Architectures. We denote Transformer as a
GPT2 architecture (Radford et al., 2019) with
a bounded number of layers. When aug-
mented with chain-of-thought, it is denoted as

“Formally, a finite group G is solvable if it has a subnormal

series 1 = Go < G1 < ... < Gg = G such that each factor
G;/G;_1 is abelian.
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Figure 2: Model accuracy across sequence lengths for Zgg, Ay X Zs and As. The x-axis shows sequence lengths (2
to 100), and the y-axis shows sequence accuracy. Each line represents a different model (see legend). Dots indicate
in-distribution performance, while triangles indicate out-of-distribution performance (group elements sampled from
the full set, including mixed sequences not encountered during training, though within the same length range).

Transformercor. To compare with other models,
we also consider recurrent neural networks (RNNs
Jain and Medsker, 1999 and LSTMs Hochreiter and
Schmidhuber, 1997), S4 (Gu et al., 2022), Mamba
(Gu and Dao, 2024), implicit chain-of-thought:
transformers with pause (denoted as Pause) (Goyal
et al., 2024) and other variants of transformers:
standard recurrent transformer (denoted as Recur-
rent) (Yang et al., 2022), looped transformer (de-
noted as Looped) (Fan et al., 2024).

Task Formulation. In order to disentangle recur-
rence introduced by CoT from those arising from
architectural modifications (e.g., the standard re-
current transformer, where recurrence is inherent
to the model architecture), we employ two differ-
ent task formulations for evaluation: the Token-
Tagging (TT) task and the Language Modeling
(LM) task. In the TT task, each input token m; is
annotated with its corresponding world state ¢;. In
contrast, the LM task requires the model to autore-
gressively generate the sequence of state transitions
(q1--.qn). Specifically, only Transformercor
and implicit CoT (Pause) are evaluated using the
LM task, whereas other models and variants the TT
task. The reason of the difference is that, we use
the same set of labels whatever the task is, so as to
eliminate the label-related influences on supervised
training—similar to the “hint” setting in (Li et al.,
2024).

Experimental Setup. We utilize the Python
package Abstract Algebra® to randomly
generate three distinct types of group-based
datasets. Each dataset consists of input sequences

Shttps://github.com/alreich/abstract_algebra

(my...m,) and corresponding state sequences
(q1 - .. qn), where state transitions follow the mul-
tiplication operations of three different algebraic
groups: As, Ay X Zs,Zgo. For comparison, all
models are configured with a single layer and a
model dimension of 512. Each model is trained
on 1,000,000 sampled sequences of length n, for
successively larger values of n, and evaluated the
sequence accuracy on a held-out validation set. We
set a maximum of 500 training epochs and employ
early stopping once the validation accuracy reaches
99%.

In-Distribution Performance. We hold a com-
prehensive evaluation of models’ state tracking ca-
pability on word problems, with the same model
depth and dimension. Figure 2 gives different mod-
els’ performance across different input sequence
length and different groups. We draw several con-
clusions:

1. Consistent with theoretical study (Liu et al.,
2023a; Merrill et al., 2024), Transformer
and state-space models, such as S4 and
Mamba, are incapable of expressing arbitrary
length A5 word problems, in contrast to RNN
and LSTM.

2. CoT definitely extends the expressive
power of Transformer. In contrast to
Pause, which fails with longer sequences,
Transformer ¢or can efficiently learn word
problems of arbitrary length across multiple
groups.

3. Transformer o,y achieves a dual win in
both expressiveness and learnability. Unlike
architectural modifications such as Looped or
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Recurrent, Transformer ¢,r maintains the
original Transformer architecture without
modification, and thus preserves the inher-
ent advantages of the standard Transformer,
including the parallel training and smoother
gradient flow. While alternative architectures
may postpone accuracy degradation on longer
input sequences compared to the standard
Transformer, they ultimately fail to con-
verge on sequences of arbitrary length.

Out-of-Distribution Performance. Liu et al.
(2023a) analyze transformers’ failure in out-of-
distribution of parity, and argue that transformers
learn a shortcut solution, which compute the parity
by counting the number of 1s in the input sequences
and compute mod-2, thus failing to generalize to se-
quences with unseen sum of 1s. Zhang et al. (2024)
discuss the role of chain-of-thought in computabil-
ity, and point that CoT simulates the recurrent con-
nection by iteratively encode and decode back and
forth between states and tokens. The expressive-
ness of Transformer, ¢,7 in state tracking stems
from its ability to retrieve prior computations by
appending the previous step’s state to the end of
the scratchpad.

To investigate whether Transformer,cor
learns an algorithm based solely on the input
sequences (mj ... my) or combines input and
scratchpad as theoretical work expects, we divide
the elements of the three groups into proper
subsets. And we train the model on sequences with
m belonging to one proper subset, but evaluate
on the full set. We stress that, through restricting
the input sequences into separate subsets, the
possible state sequences remain the same, for the
reason that any subset can express the whole group
through group operation. If the model learns a
shortcut solution, that attends to only input, it can
not generalize to sequences with group elements
sampled from the full set, because the model has
not seen mixed input sequences in the training
set. As previously outlined, both LSTM and
Transformer,cor successfully learn all word
problems in-distribution, and we test their perfor-
mance out-of-distribution. Results in Figure 2
show that Transformer o,y achieves perfect
generalization on three groups Zgg, A4 X Zs, As
in contrast to LSTM, implying that the model
attends to not only input but also scratchpad. We
provide more experimental settings in Appendix B.
The out-of-distribution performance eliminates the

possibility that the model learns specific shortcuts
similar to those Liu et al. (2023a) find on Zs
group, but this does not rule out the possibility
that other shortcuts exist, which necessitates an
interpretation on the mechanism.

4 Mechanism Inside Transformers with
Chain-of-Thought: FSAs

Both transformers with chain-of-thought and recur-
rent neural networks achieve perfect performance
in-distribution, and the former even generalizes
well out-of-distribution. Due to the transformer’s
black-box nature, the mechanism behind its state
tracking implementation remains unknown. Conse-
quently, we cannot answer questions such as what
algorithm the model has learned to keep track of
the world state, and how well the model can gener-
alize. Considering that the word problems involve a
series of state transitions, the model’s state compu-
tation is dynamic and sequential while generating
intermediate steps. In this section, we first try to
analyze the circuit used by transformers with chain-
of-thought to keep track of the world state, and then
conduct a deeper component analysis to interpret
the mechanism.

4.1 Circuit Localization

To understand the mechanism of state tracking, we
will first localize the circuit (a subset of compo-
nents) using activation patching (Vig et al., 2020).
We formalize each word problem as a prompt
pi = (m1...myulq1...¢—1), where (mq...my)
is the problem description and ¢; is the resulting
state token at i-th step.* At each intermediate step,
we sample a prompt p; with its corresponding state
token g;, and then sample a counterfactual prompt
p; that yields a different state token ¢,. We perform
intervention experiments by replacing the activa-
tion of a specific MLP layer or attention head with
the pre-computed activation from pf, and then as-
sess how this affects the probabilities of answer
tokens. To assess the importance of a component
at i-th step, we compute the following intervention
effect (IE) metric (Nikankin et al., 2024), averaged
over all prompts. The IE measures the mean rela-
tive change in the model’s output probabilities for
both ¢; and ¢/:

IE(g; q{) _ 1 P*(q;) - P(Q;) P(QZ) - P*(QZ>

2 P(q;) P*(q:)

*In this paper, the scratchpad step index starts at 0.
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where P(¢) and P*(¢q) denote the model’s predicted
probability for token ¢ before and after the inter-
vention, respectively.

We localize the circuit in Transformer  cor re-
sponsible for tracking the world state at each in-
termediate step in As word problems. As shown
in Figure 3, the circuit responsible for state track-
ing primarily consists of MLPs rather than atten-
tion heads. Moreover, the circuit remains largely
consistent across steps: MLPO (McDougall et al.,
2023) at the position of m; and late-layer MLPs
at the last position consistently play a key role in
state tracking at the ¢-th step. Overall, given in-
put sequences (mj ...my) € M™* concatenated
with scratchpad tokens (q1 ...q;—1) € M*, itis
primarily the MLPs—particularly those in the later
layers—that implement the state transitions.

MLPs Heads

10

an
|
=
o

Layer

o N A O ©®

g2 g4 02 46 810
Head Index

ml m3 m5 m7 m9
Position

Figure 3: Activation patching results for A5 word
problems of length 10 at 4-th step, with the prompt
ps = (mq ...Mm10lq1 - - - q4) and the label g5. The color
intensity reflects the magnitude of the IE value. The
left and right subfigures represent MLPs and attention
heads, respectively, emphasizing that the circuit is pri-
marily composed of MLPO and late-layer MLPs.

4.2 MLP Neuron Analysis

Having identified the circuit, we then hold deeper
component analysis of how late-layer MLPs imple-
ment state tracking.

We begin by grouping all possible prompts into
distinct subsets based on their resulting states.
Specifically, any prompt (m; ... my|q1 ... gi—1) at
i-th step belongs to the same subset if it reduces
to the same state ¢; under the group operation.
For simplicity, we refer to such a subset as the Q
prompt subset, where Q denotes the resulting state.
To quantify the contributions of the MLPs, we com-
pute the contribution of each late-layer MLP to pro-
moting @ in the residual stream using the logit lens
(Geva et al., 2021), evaluated across all Q prompt
subsets. As shown in Figure 4, the last three layers

of MLP play a significant role, with MLP11 pri-
marily driving the state transition, contributing an
average of 72% to the logit increase.

Logit Increase
B
o

Layer

Figure 4: Average logit increase in the layer represen-
tation for different MLPs. The final three layers of the
MLP primarily contribute to promoting the resulting
state Q, with MLP11 contributing the most.

We distinguish prompts (my ... mplq1 ... gi—1)
according to the tuple (m;,g;_1)°, referred to as
(m, q) pairs for brevity. We then compute the ac-
tivation coefficient mé of the j-th MLP neuron in
layer [ across all such pairs. Late-layer MLP neu-
rons are selectively activated by a specific subset of
(m, q) pairs. Specifically, the top 60 most-activated
(m, q) pairs for a given neuron are distributed along
individual rows or columns in the two-dimensional
(m, q) grid. Notably, the transition rules dictate
that exactly 60 (m, g) pairs reduce to the state Q,
and these pairs are similarly distributed across rows
or columns in the grid. This observation prompts
the following research questions:

* Q1: Do the observed activation patterns indi-
cate a group of MLP neurons that activated by
one Q prompt subset, where the (m, ¢) pairs
reduce to the same state Q?

* Q2: Is it possible to classify MLP neurons
based on the resulting states to which their
activations correspond?

To address these research questions, we conduct
neuron classification experiments (see Appendix D)
to categorize all MLP neurons at layer /. Our find-
ings reveal that neurons in layers MLP11, MLP10,
and MLP9 can be mapped to specific states with
success rates of 90.0%, 79.6%, and 38.7%, respec-
tively. Notably, approximately 15.5% of MLP11
neurons achieve a perfect F1 score relative to the

3According to the transition rules, the resulting state ¢;

is determined by the input m; and the preceding state q;—1.
Hence, each prompt can be represented as a tuple (m;, ¢;—1).
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ground truth subset of (m, q) pairs, suggesting an
N-to-1 mapping between neurons and states.

For Q1, most neurons exhibit high F1 scores
with respect to the ground truth subset, indicat-
ing that these neurons are selectively activated by
the Q prompt subset. For Q2, we systematically
classify activated late-layer MLP neurons across
intermediate steps, achieving high success rates.
Notably, we observe that 15.5% of MLP11 neu-
rons exhibit an N-to-1 mapping to specific states.
These results suggest that transformers with chain-
of-thought primarily keep track of the world state
via the late-layer MLP neurons. These neurons
exhibit selective activation in response to specific
subsets of (m, q) pairs and contribute to promoting
the correct state token Q into the residual stream.
Furthermore, accurate state transitions are achieved
through the collective sub-updates of multiple neu-
rons associated with the target state Q. Beyond the
late-layer MLPs, we also analyze another critical
component of the circuit: MLPO, which primarily
achieves effective embedding of the input m;, facil-
itating subsequent state transitions. Further details
are provided in Appendix G.

4.3 Transformers with Chain-of-Thought
Recover FSAs

Near-perfect next-token prediction does not guar-
antee that a generative model has fully recon-
structed a world model. For instance, in the cu-
mulative Connect-4 task, a generative model with
uniform probability can still achieve near-perfect
next-token prediction (Vafa et al., 2024). To ad-
dress this, we focus on state tracking, where world
model FSAs can effectively compress distinct se-
quences converging to the same state while dis-
tinguishing sequences leading to different states,
regardless of their superficial similarity. This
subsection explores how the generative model
Transformerc,r, which achieves near-perfect se-
quence accuracy on word problems, recovers FSAs
by analyzing its internal structure at the granularity
of MLP neurons.

Our analysis builds on findings from Section 4.2,
which suggest that Transformerco,r performs
state tracking by activating specific groups of neu-
rons. To evaluate the model’s ability to recover
FSAs, we examine its sequence compression and
distinction capabilities. For compression, we as-
sess whether the model activates the same set of
neurons for prompts converging to the same state.
For distinction, we verify whether the model ac-

tivates distinct neuron sets for prompts leading to
different states. To quantify these properties, we
propose two metrics. For two prompts, p; and
p;, that converge to the same state, we define the
compression metric as:

|Npi N Npg ’

’Npi U Np; ’

Compression =
where Np,; and N,/ denote the sets of neurons ac-
tivated by prompts p; and pi, respectively. Con-
versely, for prompts p; and p} leading to distinct
states, we define the distinction metric as:

’Npi N Npﬁ’

|Npi U Np§|

Distinction = 1 —
We calculate compression and distinction met-
rics pairwise for all prompts, averaging them
at each intermediate step. Our results demon-
strate that Transformer,co,r effectively com-
presses prompts sampled from the Q prompt subset
while distinguishing prompts from different sub-
sets, achieving near-perfect world model recovery
with an average metric score of 0.991. This indi-
cates efficient capture of the underlying FSA struc-
ture. Extending our analysis beyond the group A4s,
we identify similar FSAs for Zgy and Ay x Zs,
as well as in larger-scale models, with detailed re-
sults in Appendix I. Collectively, we conclude that
Transformers with Chain-of-Thought recover
FSAs on state tracking, even at the granularity
of MLP neurons.

5 Robustness and Generalizability of
FSAs

Sections 3 and 4 have demonstrated positive results
in the recovery of FSAs. However, the word prob-
lems considered are too idealistic, with sequence
length controlled and noise excluded. In this sec-
tion, we will investigate the robustness and gener-
alizability of the FSAs within Transformer  cor,
considering intermediate step skipping, scratchpad
noise, and length generalization. We find that re-
fining the training data distribution can steer the
model toward better adaptation to the aforemen-
tioned scenarios, except for length generalization.
Addressing the latter may require exploring alter-
native approaches, such as modifying the model
architecture, improving training strategies, etc.
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5.1 Skipping Steps

In practical training datasets, such as OpenWeb-
Math®, reasoning trajectories include implicit or
skipped intermediate steps. For example, the length
of (q1...qn) may be less than n, with some in-
termediate steps skipped. In our experiment set-
tup, we introduce a skipping probability to omit
each intermediate state ¢; (except ¢,) and train
Transformercor on this dataset. To investigate
the model’s ability to perform intermediate step
jumps, we employ a linear classifier (Gurnee et al.,
2023) to probe the states embedded in the resid-
ual stream at the last position. Specifically, we
probe the token g; at the last position, given the
prompt (m; ... my|q1 .. .gi—1). From the results
in Figure 5, we can find that ¢;, ¢;+1, and g;42 are
all embedded in the residual stream, suggesting
that the model has learned single-step reasoning,
two-step reasoning (skipping one step), as well as
three-step reasoning (skipping two steps). Addi-
tionally, we propose possible mechanisms for skip-
ping and design experiments for further analysis, as
detailed in appendix K. Finally, we conclude that
incorporating skipping examples into the training
set facilitates the adaptation of the FSAs within
Transformer, ¢t to the scenario.
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Figure 5: Probing results for state g; at 4-th step. We
can find the positive results appearing two positions
earlier, demonstrating that the model has learned skip-
step reasoning, including the ability to skip one or two
intermediate steps.

5.2 Noise in Scratchpad

We analyze the impact of injecting noise into the
scratchpad states (qj . .. g;—1), where at least one
state is false. We categorize noise into two types:
(1) any false state except ¢;—1, and (2) a false g;_1.
We evaluate the accuracy of model’s next-token
prediction under these conditions. For the first type

https://github.com/keirp/OpenWebMath

of noise, where noise affects any state other than
¢i—1, the model maintains near-perfect next-token
prediction accuracy. The reason is obvious: the
model depends primarily on the input m; and the
preceding state ¢;_; for the state transition at the
i-th step, while disregarding intermediate states
prior to g;—1. For the second type of noise, where
qi—1 is false, the model’s performance declines
significantly, with next-token prediction accuracy
falling to approximately 0.017.

Here, we aim to address the scenario by ad-
justing the dataset distribution. Specifically, we
train the model using data containing the second
type of noise in the scratchpad states and achieve
a substantial improvement in robustness: the ac-
curacy increases from 0.017 to 0.896. To investi-
gate whether the model accurately recovers the
correct state tracking from noise, we employ a
linear classifier (Gurnee et al., 2023) at the final
position. Specifically, given a corrupted prompt
(my...mylq1...¢—1) (Where ¢;—1 denotes an in-
correct state), we probe the correct next state g;,
the false previous state ¢;—1 and the true previous
state ¢;—1. We find that the activation sustains pos-
itive probing results for ¢;_; across layers until
the final one, where it demonstrates a high aver-
age accuracy of 0.943 for ¢; and 0.379 for ¢;_;.
In autoregressive models, the residual stream at
the preceding position of ¢;_2 in the sequence
(my...mplq1...Gi—1) encodes the correct input
state ¢;—1. Based on this, we propose a possible
mechanism that the model’s attention heads attend
to the activation at the preceding position, thus
retrieving the correct input state ¢;_; and conse-
quently updating the state to ¢;. We have also
designed experiments to analyze the hypothesis,
as detailed in Appendix L. We conclude that re-
fining dataset distribution can help in maintain-
ing the accuracy and reliability of the FSAs inside
Transformercor.

5.3 Length Generalization

Lastly, we explore length generalization, a key chal-
lenge in developing transformer-based LLMs. To
enhance length generalization, we replace GPT2’s
original absolute positional embedding with NoPE
(No Positional Embedding), which has been shown
in prior work (Kazemnejad et al., 2024) to outper-
form other explicit positional embedding methods,
including both absolute and relative approaches.
Notably, in our experiments, NoPE exhibits a cer-
tain degree of length generalization, whereas ab-
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solute and relative positional embeddings show
negligible generalization. We choose LSTM for
comparison for the reason that it efficiently learns
all investigated word problems on sequences of
arbitrary length.

Table 1 illustrates the length generalization ca-
pabilities of various models on unseen sequence
lengths during training. LSTM achieves perfect
generalization, while transformers with chain-of-
thought exhibit weak performance. Analyzing the
failure from the perspective of MLP neurons, we
identify an intriguing “U-turn” phenomenon: the
precision of activated neurons, which, after ini-
tially decreasing, exhibits an increase during the
final few steps of inference. Further details are pro-
vided in Appendix M. We conclude that improving
the length generalization ability of the model re-
quires other approches, such as modifications to
model architecture, loss functions, or optimization
algorithms.

length
Models 20 21 22 23 24 25 30
LSTM 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Transformer cor 099 0.98 0.87 0.53 0.24 0.09 0.00

Table 1: Comparison of length generalization perfor-
mance between LSTM and Transformer c,r. Models
are trained on sequences of mixed lengths up to 20 and
tested on seen (20) and unseen (>20) lengths.

6 Related Work

Theoretical studies (Merrill et al., 2024; Liu et al.,
2023a) integrate circuit complexity and algebraic
formal language theory to categorize different mod-
els and word problems into distinct computational
complexity classes, such as TC? and NC!. In par-
ticular, Merrill et al. (2024) demonstrate that NC'-
complete word problems cannot be expressed by
models within the TC? class. In contrast, our work
investigates Transformer c,r through the lens of
mechanistic interpretability, revealing a dual advan-
tage in expressiveness and learnability, while also
uncovering FSA structures within the model.

Vafa et al. (2024) argue that next-token predic-
tion is a fragile metric for evaluating generative
models and propose novel evaluation metrics for
world model recovery, drawing inspiration from
Myhill-Nerode boundary theory (Myhill, 1957;
Nerode, 1958). Their metrics—such as distinc-
tion recall and precision—evaluate how effectively
a model distinguishes between prefixes that lead to

different states. In contrast, our proposed metric
operates at the level of individual MLP neurons,
measuring how the model internally differentiates
between input sequences. This offers a more fine-
grained, mechanistic perspective on the model’s
internal dynamics.

7 Conclusions

In this work, we investigate the learnability of
Transformerc,r through the lens of mechanis-
tic interpretability in state tracking. We begin by
reaffirming the success of Transformer,cor in
both in-distribution and out-of-distribution settings.
Next, we identify the key components of the cir-
cuit, specifically the neurons in the last layers of
the MLP, which play a critical role. We find evi-
dence of an implicit FSA within the model, where
each state is compressed by a distinct group of
neurons. Finally, we evaluate the model in three
challenging settings and show that the learned
FSAs are robust to noise and skipping but strug-
gle with generalization to significantly longer se-
quences. This suggests the need for architectural
or optimization improvements. Our findings reveal
that Transformer ot achieves near-perfect per-
formance in next-token prediction while internal-
izing an FSA-like structured state representation,
bridging the gap between expressiveness and learn-
ability. This work provides insights into structured
reasoning for sequential tasks.
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Limitations

In this paper, we define state tracking as word prob-
lems involving cyclic and symmetric groups, which
form the basis of our conclusions. Our study fo-
cuses solely on GPT2 models, leaving the explo-
ration of additional models, such as Llama, for
future research. Furthermore, while we have made
efforts to address more realistic word problems,
state tracking in real-world tasks is intricate, mak-
ing it challenging to separate state tracing abilities
from other skills.
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A Symbol Description

In this section, we briefly introduce the symbols
used in this article as in Table 2.

B Separating Elements in Groups

In Section 3, we separate all m into proper subsets
to explore the models’ performance. As Table 3
shows, we divide m in Zgg, A4 X Zs and As ac-
cording to values, orders and permutation types,
respectively. We then prove that the division is rea-
sonable, for the reason that every proper subset can
generate the whole group.

Theorem 1 Every separated proper subset can
generate the whole group under group operation.
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Symbol

Description

A4 X Z5
Pi
qi

qi—1

Finite set of characters

Finite set of states in the automaton

Start state, an element of the state set Q

State-transition function

A monoid

Set of all possible sequences from M

The starting state

Cyclic group of order k

Symmetric group of order k

A complexity class in computational complexity theory, consisting of problems
solvable by uniform constant-depth threshold circuits with a polynomial number
of gates.

A complexity class containing problems solvable by uniform logarithmic-depth
Boolean circuits with a polynomial number of gates and bounded fan-in.
An abelian group encoding mod-60 addition

The alternating group on five elements

A non-abelian but solvable group

Prompt at the ith step

Resulting state at the ith step

Resulting state ¢;

The ith input of word problems

The preceding state of word problems

(mi, qi-1)

Error state

Counterfactual prompt at the ith step

Counterfactual result state at the ith step

Pre-intervention probability distribution

Post-intervention probability distribution

Input at layer [

The weight matrix at layer [

The weight matrix at layer [

the MLP intermediate dimension

the model dimension

Non-linear activation function

the j-th row vectors of K!

the j-th row vectors of V!

Activation coefficient at the jth neuron

Set of activated neurons on prompt p;

Set of activated neurons on prompt p;

Table 2: Symbols used in this paper
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Proof B.1 For Cyclic group, every element is a
generator, so that proper subsets can generate h €
Zg0.

For alternating group, the 3-cycle and 5-cycle in
As can both generate the group.

For direct product group, we continue the proof
as follows:

The elements of order 15 in the direct product
group Ay xZs are those elements of the form (g, h),
where g € Ay is a 3-cycle (order 3) and h € Zs
is a nonzero element (order 5). Although these
elements of order 15 form a proper subset of the
entire group, their projections onto the factors Ay
and 75 separately generate the full groups:

e The 3-cycle in Ay can generate Ay (since Ay
is generated by its 3-cycles).

* Any nonzero element in Zs is a generator, thus
can generate the entire Zs.

By the generation theorem of direct product groups,
if a subset has surjective projections onto each
factor, then the group it generates must be the entire
direct product. Thus, all elements of order 15 can
generate the entire group Ay X Zs.

We train the model with sequences sampled
from one subset, and evaluate on sequences with
m sampled from the group. We emphasize that
although the model did not encounter mixed se-
quences during training, the proper subset is able
to generate the entire group. Therefore, all pos-
sible state transitions are included in the data.
Transformercor success in out-of-distribution
shows that the learned algorithm does not rely on
finding a certain pattern in the input sequence.

Surprisingly, LSTM fails to generalize in the
task. We hypothesize that the disparity in out-of-
distribution performance stems from the difference
in task formulation: the LM task can integrate all
elements of the group into the sequence by concate-
nating each possible state after the input sequence.

C More Experimental Details

In Section 4, we train a GPT2-small model with 12
layers, 12 heads, and a hidden dimension of 768
on a synthetic group dataset. Specifically, we use 2
NVIDIA A100 GPUs, employing mixed-precision
bfloat16 for improved computational efficiency.
For one group experiment, each run takes approx-
imately 50 minutes. We configure the AdamW
optimizer with a weight decay of 0.01 and mo-
mentum parameters 5 = (0.9,0.999), alongside a

constant learning rate of 0.0001 and a batch size of
512. The GPT2-small model is trained on a mix-
ture of word problems with n ranging from 2 to
20, and optimized via gradient-based methods with
a cross-entropy loss function. Early stopping is
implemented once the test accuracy reaches 99%,
after which the model is used for MI experiments.

D Classification Algorithms

We provide the late-layer MLP neurons classifica-
tion procedures as follows:

1. Utilize the priori transition rules to pre-
compute all ground truth sets of (m, ¢) pairs.

2. Measure all activation coefficient mé across
all (m, q) pairs.

3. Utilize the logit lens to calculate the logits of
tokens embedded in v}, and convert to a 2D
pattern, where the cell in index (m, q) is the
logit of the result state Q@ = m - q.

4. Multiply the intermediate results of the pre-
vious two steps element-wise, resulting in ef-
fective logit contribution of the neuron to the
corresponding state for each (m, ¢) pair.

5. Extract the top 60 (m, q) pairs from the acti-
vation pattern as the prediction.

6. Compute the F1 scores between prediction
and all labels. The neuron can be classified
to state with F1 score no less than threshold
6=0.27

E Expected F1 Score of Randomly
Activated Neurons

In Section 4.2, we empirically set the value of 4 as
0.2 to classify MLP neurons, which is non-trivial
compared with random F1 score 0.017. And we
provide detailed calculation process of randomly
activated neurons’ F1 score as follows.

Let S be a set containing 3600 elements: S =
{0,1,2,...,3599}, and let L be the label sub-
set consisting of the first 60 elements: L =
{0,1,2,...,59}. We randomly sample 60 ele-
ments from S to form a subset z: + C S and
|z| = 60. Our goal is to compute the expected val-
ues of precision, recall, and F1 score for the subset
x with respect to the label subset L.

Define T' = |z N L| as the number of correctly
selected elements. Since x is chosen uniformly
at random from S, and given that L contains 60

"Here the value of 6 is an empirical setting, significantly

higher than the random value of 0.017. See Appendix E for
details on computing the random value.
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Group Proper Subsets

As Identity and Double Transpositions:
0,3,8, 11, 12, 13, 14, 27, 30, 33, 41, 43, 47, 53, 55, 59

3-Cycles:

1,2,4,5,6,7,9, 10, 15, 19, 22, 24, 28, 29, 37, 39, 40, 49, 51, 52

5-Cycles:

16, 17, 18, 20, 21, 23, 25, 26, 31, 32, 34, 35, 36, 38, 42, 44, 45, 46,

48, 50, 54, 56, 57, 58

A4 x Zs Order 15:

6,7,8,9,11, 12, 13, 14, 21, 22, 23, 24, 26, 27, 28, 29, 31, 32, 33,
34,36, 37, 38, 39, 46,47, 48, 49, 51, 52, 53, 54

Other Orders:

0, 15, 40, 55, 5, 10, 20, 25, 30, 35, 45,50, 1, 2, 3, 4, 16, 17, 18,
19, 41, 42, 43, 44, 56, 57, 58, 59

Zgo < 30:

0,1,2,3,4,5,6,7,8,9,10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,
21, 22,23, 24, 25, 26, 27, 28, 29

> 30:

30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46,
47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59

Table 3: Division of elements for three groups in out-of-distribution.

elements, 7" follows a hypergeometric distribution.

Its expected value is:
|z|-|L] 60 x60
|S] 3600
The precision and recall are defined by
lznL] T
|| 60
_JznL] T

E[T] =

Precision =

|L| 60
Thus, their expected values are
T] E[T] 1
%) -

Recall

E[Precision] = E [

1
E[Recall] = 50"

The F1 score is the harmonic mean of precision
and recall:

Fl — 2 - Precision - Recall

Precision + Recall *

Since Precision = Recall = %, we substitute to
obtain
T T T2
F1:2'@'@ :2'3600 :z
T , T 2T :
5 T 60 50 60
Hence, the expected F1 score is
T 1
E[Fl|=E | —| = — ~ 0.01667.
[F1] [60} 60

F Activated Neurons Analysis

Having classified neurons into states as described
in Section 4.2, We can compute the precision and
recall of the activated neurons, averaged over all Q
prompt subsets, during the model’s single-step state
transitions. Specifically, we select the top- K acti-
vated neurons based on the activation coefficient
mé and calculate precision and recall using the clas-
sified neurons as ground truth labels. The results
presented in Figure 6 indicate that across interme-
diate steps, the model activates MLP11 neurons
with high average precision (0.797) but relatively
low average recall (0.253). We emphasize that the
high precision accounts for the model’s accuracy
in solving word problems, whereas the low recall
suggests that the neurons activated by a given Q
prompt subset can vary across different steps.

G MLPO in Circuit

Activation patching results in Section 4.1 show that
the circuit mainly consists of MLPO and late-layer
MLPs. Given a prompt (mj...mylq1 ... qi—1),
the late-layer MLPs implement state transition in
the postion ¢;_1, while the MLPO mainly achieves
effective word embedding at the position of m;. As
Figure7 shows, the MLPO promotes input m; into
the residual stream, which will then be transferred
to the last position of ¢;_; by attention heads for
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Figure 6: Averaged precision and recall of top-K acti-
vated neurons across different intermediate steps.

subsequent state transitions.

8
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m

Figure 7: Average input m logit increase in the layer rep-
resentation for MLPO. The MLPO mainly implements
effective word embedding in the circuit.

Logit Increase
N
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H Attention Heads

The activation patching results in Section 4.1 re-
veal that the circuit is primarily composed of MLPs,
which predominantly encode state transitions. Ad-
ditionally, attention heads within the circuit facili-
tate the flow of information across positions. We
identify the principal attention heads using the ac-
tivation patching results shown in Figure 3 and
analyze their activation patterns. The findings, pre-
sented in Figure 9, reveal two distinct attention
patterns:

1. Across all steps, specific attention heads di-
rectly transfer information from the position
of m; to the position of ¢;_1.

2. The model develops a secondary pattern: in-
formation from positions m; . . . m, is relayed
backward to the position of ““:”’, which sepa-
rates the input and scratchpad and marks the
start of state tracking, thus enabling the model
to attend to this relay position during infer-
ence.

I Automta still exists on other groups
with large model scale.

We have found a FSA within GPT2-small on As as
in Section 4.3, in this section, we will extrapolate
this conclusion to other groups and larger model
size. We first conduct analogous experiments on
Ay x Zs and Zgg. We find that MLP11 neurons can
still be classified according to transition rules, and
the model retains the ability to compress and distin-
guish different input sequences, achieving average
compression and distinction metrics of 0.992 and
0.997, respectively. Moreover, we explore whether
FSAs still exist with model size larger. Specifi-
cally, we repeat the experiments, increasing the
model size from GPT2-small (124M) to GPT2-
large (744M), and find FSAs still exist. Results are
shown in Figure 10.

J Noisy State Tracking

We make an assumption that skipping, noise, and
length generalization are present in real-world sce-
narios. For example, consider the following ex-
ample sampled from the OpenWebMath corpus.
The CoT reasoning misses a step in computing the
derivative of 2z in the second to last line. Neverthe-
less, given the vast scale of the pretraining corpus,
it is hard to quantify the proportion of noisy reason-
ing. Due to the existence of noise and the difficulty
from vast corpora, we investigate the robustness of
FSAs through controlled experiments.

What is the derivative of f(x) =
() (In())?

Mar 3, 2017

fl(z)=e* (2lnz+ 1)

Explanation:

The derivative of Inx is %
The derivative of €9 is 9% . ¢ (x)
The derivative of h(x) - l(x) is h/(z) -
l(z)+ h(x) - U'(x)
Then

7'(z)

— (ezx)/ ngz + 2T .

1
2 2 1
=e* 2 -lnw+e*-

K Skipping Steps

According to the probing results in Figure 5, we
propose two possible mechanisms for skipping in
Transformer cor: one is to use continuous lay-
ers to achieve skip-step state transitions, and the
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other is to use a single layer to achieve skip-step
transitions. The key difference is that the former
depends on the skipped states, while the latter does
not. To explore what algorithms the model uses in
skipping, we design intervention experiments by
suppressing skipped tokens. Specifically, given the
prompt (mj ... my|q1 ...qi—1), we evaluate the
probing changes for g;11 at the last position, while
suppressing token ¢;. We observe that suppress-
ing g; significantly reduces positive probing results
to nearly zero at the final position with skipping
probabilities varying from O to 1, suggesting that
Transformer,c,r implements skipping through
continuous layers.

L Noise in Scratchpad

Given a corrupted prompt (mq ... my|q1 ... ¢i—1)
(where §;_1 represents an incorrect state), we probe
the incorrect previous state ¢;_1, the correct previ-
ous state ¢;_1, and the correct next state q; at the
last position. The results in Figure 11 show that
the activation maintains positive probing results
for ¢;—1 across layers, up to the final one, where
it exhibits a high average accuracy of 0.943 for ¢;
and 0.379 for ¢;_1.

In addition, we propose one possible mechanism
that at the ¢-th step, the model mitigates the influ-
ence of the incorrect input state ¢;_; in the final
layer through attending to the preceding position.
This allows it to recover the correct input state ¢; 1
and accurately update to g;. To verify this, we mask
the position of ¢;_s in the final layer and analyze
the resulting changes in probing accuracy for state
q; at the last position. The results in Figure 11 show
that after masking, the average score drops from
above 0.9 to nearly zero, indicating that attending
to g;—o in the last layer is crucial for accurate state
transitions. In contrast, we hold ablation experi-
ments with a model trained without noise, and we
observe minimal change in the probing accuracy
for state ¢; while masking. This suggests that the
FSA may develop adaptive attention mechanisms
to deal with noise in the scratchpad.

M Length Generalization

Numerous factors contribute to poor length gener-
alization in models. Here, we analyze the model’s
failure to generalize to longer sequences from the
perspective of MLP neurons. We evaluate the preci-
sion and recall of activated neurons (see Section F)
on word problems with sequence lengths exceed-

ing those in the training set. As shown in Figure 8,
both precision and recall drop significantly when
the scratchpad steps surpass the maximum steps
encountered during training. Notably, when the
sequence length slightly exceeds the training range,
a “U-turn” phenomenon emerges in precision dur-
ing the final inference steps, which vanishes as
the length increases further. To investigate this
“U-turn" phenomenon, we conducted experiments
with models trained on various length ranges. Our
findings reveal that this effect occurs within a mar-
gin of approximately 150% of the training length,
beyond which it disappears. The phenomenon sug-
gests that activating the correct neurons may not
be the primary factor limiting length generaliza-
tion. In conclusion, enhancing the model’s length
generalization capability likely requires alternative
approaches, such as modifications to the model ar-
chitecture, loss function, or optimization algorithm.

0.8 .
—e— Precision
0.7 --=- Recall

0.6
0.5
s
= 04,
2
0.31

.II-.—I*I‘I-i
0.21 e Y -
. I~...._._' |

0.1
0.04

5 10 15 20 25 30
Scratchpad Step
Figure 8: MLP11 neurons precision and recall across
intermediate steps on word problems with length 30.
The model is trained on sequences with length ranging
from 2 to 20.
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Figure 9: Attention patterns of the principal attention heads. Specific attention heads send information directly from
m; to ¢;—1. Besides, the model learns another pattern: it passes information backward from m; to m,, backwards
until the relay position of “:”, so that the model can attend to the relay position during inference.

13619



0.5
> x
[} [}
° °
£ £
I 0 = 0
IS IS
o <}
a a
-0.5
-1
1000 2000 3000 1000 2000 3000
Prompt Index Prompt Index
(a) (b)
1
0.5
> >
[} [}
° °
£ £
B 0 I 0
IS IS
o <}
a a
-0.5
-1

1000 2000 3000 Q 1000 2000 3000
Prompt Index

Prompt Index

(©) (d)

Figure 10: (a): Compression and distinction metrics for MLP11 on As. (b): Compression and distinction metrics for
MLP11 on A4 X Zs. (c): Compression and distinction metrics for MLP11 on Zgg. (d): Compression and distinction
metrics for MLP35 on As with larger model size (GPT2-large). The entire square’s dark color can be interpreted as
the metric being nearly 1 for any pairwise combination of prompts.
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Figure 11: (a): Probing results for ¢;_;. (b): Probing results for ¢;_;. (c): Probing results for ¢;. (d): Probing
results for ¢; while masking the preceding position. The model activation maintains high probing performance for
gi—1 across layers, reaching a final layer average accuracy of 0.943 for ¢; and 0.379 for ¢;_1. However, masking the
position of g;_» leads to a sharp drop in the probing score—from above 0.9 to nearly zero.
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