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Abstract

In the era of rapidly evolving large language
models (LLMs), state-of-the-art rumor detec-
tion systems, particularly those based on Mes-
sage Propagation Trees (MPTs), which repre-
sent a conversation tree with the post as its root
and the replies as its descendants, are facing
increasing threats from adversarial attacks that
leverage LLMs to generate and inject malicious
messages. Existing methods are based on the
assumption that different nodes exhibit vary-
ing degrees of influence on predictions. They
define nodes with high predictive influence as
important nodes and target them for attacks.
If the model treats nodes’ predictive influence
more uniformly, attackers will find it harder to
target high predictive influence nodes. In this
paper, we propose Similarizing the predictive
Influence of Nodes with Contrastive Learning
(SINCon), a defense mechanism that encour-
ages the model to learn graph representations
where nodes with varying importance have a
more uniform influence on predictions. Ex-
tensive experiments on the Twitter and Weibo
datasets demonstrate that SINCon not only pre-
serves high classification accuracy on clean
data but also significantly enhances resistance
against LLM-driven message injection attacks.

1 Introduction

The rapid advancement of large language models
(LLMs) has revolutionized natural language pro-
cessing, enabling impressive capabilities in text
generation (Li et al., 2024; Huang et al., 2024),
summarization (Zhu et al., 2023; Xu et al., 2024),
and contextual reasoning (Deng et al.; Kwon et al.,
2024). However, these advancements also intro-
duce new security challenges (Zhan et al., 2023),
particularly in the domain of rumor detection on
social media.
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Figure 1: The rumor detection model is attacked

by LLM-generated malicious message injection. The
message injection attack, generated by an LLM, intro-
duces new nodes and edges, altering the topology and
semantics of the MPT. This causes the rumor detection
model to fail in effectively detecting the rumor.

Recent studies have revealed that Message Prop-
agation Trees (MPTs), modeled as conversation
trees with the root representing the source post and
subsequent nodes representing retweets or com-
ments, are vulnerable to malicious message injec-
tion attacks when used in rumor detection mod-
els that leverage graph neural networks (GNNs)
to analyze message propagation patterns (Liu and
Wu, 2018; Zhang and Li, 2019; Song et al., 2021).
Attackers can exploit LLMs to generate and in-
ject deceptive messages into MPTs, significantly
altering their topological and semantic structure.
As a result, even state-of-the-art rumor detection
models can be misled into classifying rumors as
non-rumors, undermining their effectiveness in mit-
igating misinformation (Sun et al., 2024b; Li et al.,
2025). As shown in Figurel, the attacker lever-
ages LLM to conduct a message injection attack on
MPTs, successfully bypassing the rumor detector.

Previous methods for attacking MPT-based ru-
mor detection models rely on the assumption: dif-
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ferent nodes in an MPT contribute unequally
to the model’s prediction, with important nodes
having a greater predictive influence than unim-
portant ones (Madry et al., 2017; Zou et al., 2021;
Luo et al., 2024). Therefore, based on the node
importance scores obtained through attribution ap-
proaches, the attack can be viewed as an iterative
process where the most important nodes are tar-
geted first. Consequently, the imbalance in predic-
tive influences of nodes within the MPT leads to
a critical vulnerability. Attackers can design tar-
geted attacks that focus on high-influence nodes,
triggering a chain reaction that disrupts the overall
propagation structure.

Building on the aforementioned assumption, the
success of attacks against MPT-based rumor detec-
tion models becomes clear. In a MPT, nodes can
be categorized into important nodes, which carry
more influential information for prediction, and
unimportant nodes, which contribute less. Attack
methods that target important nodes first are able to
perturb the most critical information at each step,
thereby making the model more susceptible to de-
ception. Therefore, a counterintuitive question nat-
urally arises: Would the model be more robust if
both important and unimportant nodes exerted
a similar degree of influence on its predictions?

To explore the aforementioned question, We
propose Similarizing the predictive Influence of
Nodes with Contrastive Learning (SINCon), a self-
supervised regularization method designed to en-
hance model robustness against adversarial mes-
sage injection attacks. SINCon mitigates the ef-
fect of localized perturbations by ensuring that
both high- and low-influence nodes contribute more
evenly to model predictions. Specifically, we de-
fine important and unimportant nodes as the top and
bottom 10% of nodes ranked by influence scores
within the MPT. To regularize the model, we intro-
duce two data augmentation strategies: one that
masks important nodes and another that masks
unimportant nodes. SINCon then leverages a con-
trastive learning objective to (1) reduce the dispar-
ity in model predictions between these two aug-
mented MPTs, ensuring that nodes of different
influence levels have a more uniform impact, (2)
maintain similarity between the augmented MPTs
and the original MPT, preventing excessive infor-
mation loss, (3) minimize the agreement between
the original MPT and other distinct MPTs within
the same batch, avoiding the trivial solution of pat-
tern collapse and encouraging the model to learn

more discriminative and robust representations.

We conduct extensive experiments on Twitter
and Weibo datasets, evaluating SINCon against
state-of-the-art MPT-based rumor detection models
under LLM-generated malicious message injection
attack. Our results demonstrate that by integrating
SINCon into the training process, we effectively re-
duce the model’s sensitivity to adversarial message
injections, making it significantly more resilient to
LLM-driven attacks while maintaining high perfor-
mance on clean data.

Our main contributions can be summarized as
follows:

* We identify the imbalance in node influence
within MPT-based rumor detection models,
which makes them vulnerable to malicious
message injection attacks.

* We introduce SINCon, a contrastive learning
method that balances node influence, reducing
the model’s vulnerability to attacks.

* Extensive experiments on Twitter and Weibo
datasets show that SINCon improves model
robustness to LLM-driven attacks while main-
taining high performance on clean data.

2 Related Work

MPT-based Rumor Detection. Rumor detection
on social media aims to identify and prevent the
spread of misinformation. Recent methods use
GNNs to capture information from MPTs (Wu
et al., 2020; Xu et al., 2022; Zhang et al., 2023b;
Wu et al., 2023; Tao et al., 2024a; Liu et al., 2024a).
An MPT-based rumor detection model typically
has three components: (1) message encoding, (2)
GNN and (3) a readout function. Different stud-
ies use varied approaches for these components,
such as word frequency counts (Malhotra and Vish-
wakarma, 2020; Khoo et al., 2020; Sun et al., 2022;
Wu et al., 2023; Liu et al., 2024b) or dense embed-
dings for encoding (Liu et al., 2024c; Tao et al.,
2024b; Zhang et al., 2024b; Sun et al., 2024a; Cui
et al., 2022), and GCN or GAT for learning prop-
agation patterns (Wu et al., 2022; Xu et al., 2022;
Zhang et al., 2024a; Gong et al., 2024). The read-
out function often combines strategies like mean or
max aggregation. In this paper, we mainly applied
several state-of-the-art MPT-based rumor detection
models to investigate their robustness.

LLM-Generated Attacks. Large Language Mod-
els (LLMs) are capable of generating highly coher-
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~, of MPTs, where B = 2: (1) we define the

top 10% of nodes with the highest and lowest influence scores in an MPT as important and unimportant nodes,
respectively, based on Eq. 12. (2) To regularize the model, we introduce two data augmentation strategies: one that
masks important nodes and another that masks unimportant nodes. (3) reduce the disparity in model predictions
between these two augmented MPTs, maintain similarity between the augmented MPTs and the original MPT,
minimize the agreement between the original MPT and other distinct MPTs within the same batch.

ent and contextually relevant text (Liu et al., 2023;
Yang et al., 2024; Zhu et al., 2024; Valmeekam
et al., 2023). However, while large language mod-
els demonstrate significant capabilities, they are in-
creasingly drawing attention due to their generation
of malicious information (Kreps et al., 2022). Re-
cent research has shown that content generated by
LLMs is often indistinguishable from content cre-
ated by humans (Zhao et al., 2023; Uchendu et al.,
2023).Some works considered the use of LLMs
for rumor generation (Huang et al., 2022; Lucas
et al., 2023; Pan et al., 2023). In this work, we aim
to investigate methods for detecting such LLM-
generated rumors and propose a defense mecha-
nism to mitigate their impact on rumor detection
systems.

Adversarial Attacks and Defenses in Rumor De-
tection. Rumor Detection Model adversarial at-
tacks include evasion attacks (Luo et al., 2024) and
poisoning (Li et al., 2023), as well as global (Fang
et al.,, 2024) and targeted types (Zhang et al.,
2023c). With the rapid development of LLM tech-
nology, LLMs have become tools for attackers (Hu
et al., 2024; Xu et al., 2023). These attacks ex-
ploit the capabilities of LLMs to craft misleading
messages or manipulate the structure of MPTs, re-
sulting in subtle alterations to node features or edge

relationships that deceive the model into making
incorrect predictions. Adversarial samples are com-
monly used in various studies to train GNNs with
enhanced robustness via adversarial training tech-
niques (Gosch et al., 2024; Zhai et al., 2023; Zhang
etal., 2023a). However, due to the scarcity of adver-
sarial samples, the effectiveness of these methods
is often limited. In this work, we introduce the tech-
nique of similarizing the influence of nodes with
Contrastive Learning to enhance the robustness of
rumor detection models.

3 Preliminaries

3.1 MPT-based Rumor Detection

Message Propagation Tree. Let G = {G; }'g‘
be a set of MPTs, where each MPT G; =
(X, Ay) Consists of a set of messages X; =
(210,287 27}, and an adjacency matrix
A; € {0, 1}”“”Z indicating reply or retweet re-
lations. Here, :Ug) is the source post and {z; )} Lo
representing comments, replies, or retweets related
to the source post, n; denotes the number of mes-
sages in the ¢-th MPT. Each MPT has a binary label
Yi € {Yr, Ynr }>» Where y,. and y,,, represent rumor
and non-rumor classifications, respectively.

We split the dataset into Giin and Giegt, corre-
sponding to the training and testing sets of MPTs,
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respectively. The goal of MPT-based rumor detec-
tion is to train a binary classifier fy(G), parame-
terized by 6, using Giin. The classifier fp(G) is
trained on the training set G,in by minimizing the
loss:

Lap(fo(@) = > L(fo(Gi)ywi), (D

Gi € gtra'm

with optimal parameters
0* = arg min Laup(fo(G)). )

The trained model predicts §; = fp«(G;) for un-
seen MPTSs in Gieg.

MPT-based Rumor Detector. Messages are en-
coded into feature vectors using an encoding func-

tion £(-):

0) 1.(0
HO = ¢(x) =" nf’,... a0 )
A GNN is then applied to learn both propagation
patterns and content. For each message z,, the
feature update at layer [ is:

h) =g (=D (hg—n,

AGG, ey (107D, 0ID)) )
)

where ¢(-)¥) and ~(-)?) are the activation func-
tions at the [-th layer of the GNN, z, € N(z,)
is the 1-hop retweets or comments of message x,,,
and AGG(-) represents the aggregation operation.
A readout function R(-) aggregates these features
into a summary representation:

s=RMHD). (5)
Finally, the prediction is given by:
7 = Softmax(s). (6)

3.2 Message Injection Attack

Objective of the Attack. We denote G, C Gy
and G, C G as the set of rumor and non-rumor
MPTs in the testing MPT set Gy, respectively.
The goal of the attack is to deceive the rumor de-
tector into misclassifying a rumor MPT G € G, as
a non-rumor MPT by injecting a set of malicious
messages Xk into the MPT, with the constraint
|Xa] < A and dip(z,,) = 1,Vx, € Xyk. The
budget A refers to the maximum number of mali-
cious messages that can be injected into the MPT.

This constraint ensures that the attack remains in-
conspicuous. The attacker minimizes the negative
testing loss:

min Y —Lap(f5(G), )

GeGr

where G' = (X', A’) is the MPT with injected
malicious messages.

Message Pair and Root-Centric Homophily. The
attack effectiveness relies on disrupting the MPT
homophily distribution. The message pair ho-
mophily between messages z,, and z, is defined

- 0) LOT
. h;’ -h
Slm(l‘u, .Iv) = ﬁ (8)
Hhu HQHhU H2
The root-centric homophily measures the similarity
between the source post 1 and other messages in

the MPT:

. 1
Simyoot(G) = - Z

zie{z;}i_y

sim(xj,:vl). (9)

Iterative Malicious Message Generation. To
generate malicious messages, we employ system
prompt which is demonstrated in Appendix A.A.1.
The process begins with the system prompt p and
the source post z, producing an initial malicious
message :

Zak = LLM(z1, p). (10)

If the root-centric homophily of the generated mes-
sage exceeds a threshold ), the prompt is refined
iteratively:

Tox = LLM (2a, p'), (11)
where p’ contains the homophily information, as
detailed in Appendix A.2.

Connecting Malicious Messages. The more a
message and its neighboring messages are com-
mented on or retweeted, the higher the influence
that message holds in the final summary represen-
tation s (Luo et al., 2024).The generated malicious
messages are connected to existing messages in
the MPT based on their influence score, which is
calculated as:

Ixu - d;r . dw

u v

Ty € N(xy) U{zy}, (12)

where I, represents the influence score of node
Zy, and dg,, denotes the degree centrality of node
x,. The malicious message is then connected to the
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message with the highest influence score, updating
the adjacency matrix A to A’.

Attack Procedure. For each rumor MPT G € Gy,
the LLM-based Message Injection Attack generates
malicious messages and injects them into the MPT.
If the prediction of the MPT is a non-rumor § =
¥,.r» the message injection stops for that MPT.

4 Method

The architecture of SINCon is illustrated in Figure
2. Recall that the goal of SINCon is to similarize
the influence of nodes. To formally define this goal,
we first define the 10% of nodes in an MPT with the
highest and lowest influence scores as the impor-
tant and unimportant nodes, respectively, according
to Eq.12. We then propose two data augmentation
operations, ™ (-) and t“P(-), which respectively
means mask important and unimportant nodes in
a MPT. Therefore, under the training scenario of
Eq.1, the primary goal of SINCon can now be for-
mulated as:

mein HQimp - Qump” : (13)

Qimp = E {,P(G) - P(Gimp)}7
GlmpNtlmp(G)

Qump = E [P(G) _ 'p(GumP)} ,
GUmp ~_ump (G)

Here, G'™ is an augmentation sampled from
#mP(@), and G'™ is an augmentation sampled
from t"™P(G). P(-) represents the model’s pre-
dicted probability distribution over the possible
output classes for the input MPT. QmP and QUmP
measure the extent of model confidence decrease
when information in the important and unimportant
nodes is mask, indicating the overall influence of
the information in nodes of different importance
on prediction.

The complete objective of SINCon can be further
decomposed into two perspectives:

Objective 1: The influence of different nodes
should be similar, thus the model should treat the
MPT with information in nodes of different impor-
tance mask (G'™ and G"™P) similarly.

Objective 2: The influence of different nodes
should be slight, thus the model should treat the
MPT with different information mask (G'™ and

G"™P) similarly to the original MPT that contains
complete information (G).

To achieve Objective 1 and Objective 2, and fur-
ther the goal of SINCon, we use a contrastive loss
objective from the perspective of MPT representa-
tion. To define the contrastive loss objective, for
convenience, we first define the calculation S':

SED _ exp (sim[sl-“ sl-]/7'> , (14)

(:9) LR
where k,l € {imp,ump, -}, respectively indicate
the augmentation sampled from ¢I™P(.), the aug-
mentation sampled from ¢"™P(-), and the normal
example. 7, j are the example indices, sim[r;, r;] =
r, r;/|r:|||lr;|| is the cosine similarity, and 7 is a
temperature parameter similar to the NT-Xent loss
(Chen et al., 2020; Oord et al., 2018).

Then the contrastive loss function for an example
in a mini-batch G; € {G;}2, is defined as:

LSINCon (Gu ‘9)

Spositive

= E —log — 2 || (15)
G™ ™ () [ Zle Snegative]

G;}mPNtump (Gv)

where

Spositive = Sy "+ + S (16)

Sneguive = S5 L[S +85" |

Let B be the batch size, and 1.y be an indicator
function that equals 1 if the condition (-) is true;
otherwise, it equals 0. Specifically, to calculate
the loss for each mini-batch, we first obtain the
augmentations G;"* from t"™(G;) and the aug-
mentations Giimp from ¢™P(G;) for each example
in the mini-batch.

To achieve Objective 1, we use the term
S ((ZH?)p “MP) in the numerator. This constraint maxi-
mizes the similarity between the representations of
the augmentations with important and unimportant
nodes removed, making the different degrees of
incomplete information in the augmentations have
a similar impact on the prediction.

To achieve Objective 2, we use the terms S ((Z;l)m P)
and S ((Z;[)np) in the numerator. These constraints

maximize the similarity between the original MPT
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and the two augmentations, ensuring that the in-
complete information in the remaining nodes of
the augmentations has a similar influence as the
complete information in the normal MPT.

Intuitively, the semantics of different examples
should be distinct. Following the constraints in
Spositive> the semantics of the augmentations of dif-
ferent examples should also be different. Therefore,
the three terms in Syegaiive indicate that, given an
example within a mini-batch, both the other ex-
amples and the augmentations derived from other
examples are treated as negative examples.

The final loss of SINCon regularization is com-
puted across all examples in a mini-batch. When
SINCon is used in the normal training scenario
Eq.1, the overall objective is:

Hbin Etotal (9)

= Lsup(fo(G)) + a1 (Lsup(fo(G™P))
+ ﬁsup(fG(Gump))) + O¢2£SINC0n(G)a

(18)

where o1 and ap are the parameters balancing the
supervised part and the contrastive regularization
part.

5 Experiment

5.1 Datasets

We use two real-world rumor datasets, Twitter (Ma
et al., 2017) and Weibo (Ma et al., 2016), to
evaluate the SINCon approach. These datasets
are sourced from two popular social media plat-
forms—Twitter and Weibo. The Twitter dataset
consists of English rumor datasets with conversa-
tion threads in tweets, providing a rich context for
analysis. On the other hand, the Weibo dataset com-
prises Chinese rumor datasets with a similar com-
position structure. These datasets are annotated
with two labels: Rumor and Non-Rumor, which
are used for the binary classification of rumors and
non-rumors. Detailed statistics for both datasets
are provided in Appendix A.5.

We employ two metrics to validate the effec-
tiveness of the proposed method: accuracy under
attack (AUA.) and Accuracy (ACC.). Note that
the higher the AUA. is, the more successful the de-
fense method is. In contrast, a low ACC indicates
a reduced performance of the rumor detector after
the attack. Our primary goal is to evaluate the per-
formance of SINCon on both clean data and data
subjected to Message Injection Attacks. therefore,
we take the ACC and AUA. as our primary metrics.

5.2 Settings

In our preliminary experiments, we employed
the state-of-the-art Message injection attack, i.e.,
HMIA-LLM (Luo et al., 2024), to attack four MPT-
based state-of-the-art rumor detectors:

e BiGCN (Bian et al., 2020): A GNN-based
rumor detection model utilizing the Bi-
directional propagation structure.

* GACL (Sun et al., 2022): A GNN-based
model using adversarial and contrastive learn-
ing, which can not only encode the global
propagation structure, but also resist noise and
adversarial samples, and captures the event in-
variant features by utilizing contrastive learn-
ing.

* GARD (Tao et al., 2024a): A rumor detec-
tion model introduces self-supervised seman-
tic evolvement learning to facilitate the acqui-
sition of more transferable and robust repre-
sentations.

We simulated two attack scenarios for defense:
one where the attacker uses the same model for
both generating the attack content and launching
the attack, and another where the attacker employs
a surrogate model to generate the attack content,
then to attack the target model (i.e., the model gen-
erating the attack content is not necessarily the
same as the target model). We conducted experi-
ments on both the standard rumor detection model
(Normal) and the model enhanced with SINCon
(w/ SINCon) to evaluate ACC. and AUA..

In executing HMIA-LLM, We followed the set-
tings from the original study (Luo et al., 2024),
employing ChatGPT (gpt-3.5-turbo) to generate
malicious messages, with a root-centric homophily
threshold A\ = 0.35 and a budget of A = 50. The
dataset is partitioned with a 40% test and 60% train-
ing ratio, randomly shuffled to avoid order bias,
balanced for label distribution using a stratified
approach, and divided into five folds for cross-
validation, with each fold serving as the test set
once. Our experiments were conducted on a re-
mote machine server with 1 NVIDIA RTX 3090
(24G) GPU. We set aj=1e-5, as=1e-2 for Twitter,
and a1=1e-4, ag=1e-4 for Weibo.

5.3 Opverall Performance

The experimental results Tablel shows that SIN-
Con significantly enhances the robustness of

12575



Twitter Weibo
Surrogate Model Target Model Method AUA ACC AUA ACC
. Normal  0.7604 0.8979 0.6457 0.9137
BiGCN w/SINCon 0.8833 0.9021 0.8697 0.9089
. Normal  0.6250 0.9000 0.7325 0.8999
BiGCN GACL w/ SINCon 0.8458 0.8750 0.8930 0.8999
Normal  0.6417 0.8854 0.9096 0.9258
GARD w/SINCon 0.7750 0.8729 0.9237 0.9232
‘ Normal  0.8417 0.8979 0.5779 0.9153
BiGCN  y/SINCon 0.8729 0.8708 0.7865 0.8898
Normal  0.5354 0.8750 04931 0.9200
GACL GACL w/SINCon 0.8250 0.8583 0.8543 0.9041
Normal  0.6604 0.8917 0.9015 0.9359
GARD w/SINCon 0.8333 0.8750 0.9174 0.9258
. Normal 07792 0.9000 0.5646 0.9110
BiGCN  /SINCon 0.8333 0.8917 0.7969 0.8898
Normal  0.5667 0.9042 04995 0.9142
GARD GACL w/SINCon 0.8500 0.8875 0.7797 0.8898
Normal  0.6854 0.8917 0.7188 0.9306
GARD w/SINCon 0.7708 0.8792 0.8231 0.9168

Table 1: We compare model accuracy under attack (AUA.) and accuracy (ACC.). The bold values of AUA. and
ACC. represent the strongest robustness and the highest accuracy, respectively. Normal refers to the standard rumor
detection model, while w/ SINCon denotes the rumor detection model enhanced with SINCon.

MPT-based rumor detection models against LLM-
generated message injection attacks.

As shown in Tablel, when combined with other
rumor detection models, SINCon only introduces
a slight negative effect on the accuracy of clean
(Normal) data. Our analysis indicates that the max-
imum decrease in accuracy is 2.55%, with some
cases showing no decrease at all, and an average
decline of 1.38%. Overall, SINCon results in a
modest reduction in model accuracy on clean data,
a drop that primarily stems from the introduction
of augmented samples used to implement the con-
trastive learning regularization.

SINCon significantly enhances the robustness of
the model. As shown in Table 1, across various ru-
mor detection models, SINCon markedly improves
performance when facing LLM-driven malicious
message injection attacks, enabling the model to
better resist adversarial perturbations. The analy-
sis demonstrates that AUA achieves a maximum
improvement of 36.12%, a minimum improvement
of 1.59%, and an average improvement of 16.63%.

This approach substantially strengthens the model’s
robustness in adversarial environments while main-
taining high accuracy on clean data. Overall, the
experimental results in Table 1 clearly demonstrate
the exceptional effectiveness of SINCon in enhanc-
ing the model’s resilience against LLM-generated
malicious message injection attacks.

5.4 Ablation Study
5.4.1 Data Augmentation Operation

We conducted an ablation study to further ex-
plore the impact of the "Similarizing the Influence
of Nodes" data augmentation operation on SIN-
Con. Specifically, we replaced the data augmenta-
tion operationst"™?(-) and t“"*?(-) in SINCon with
a new data augmentation strategy that randomly
masks nodes. This experiment was carried out us-
ing two different model combinations on both the
Twitter and Weibo datasets. As shown in Table 2,
the performance (ACC. and AUA.) of the influence-
based data augmentation strategy significantly out-
performs the random node masking approach on
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Twitter Weibo
Surrogate Model Target Model =~ Method AUA. ACC. AUA. ACC.
. SWICon 0.8833 0.9021 0.8697 0.9089
BiGCN  y/random 08178 0.8204 0.8019 0.8427
BiGCN SWICon 0.8458 0.8750 0.8930 0.8999
GACL w/random 0.8146 0.7646 0.8120 0.8056

Table 2: Experimental results of SINCon with different data augmentation operation. w/ random means the
augmentations of each MPT are sampled randomly rather than based on attributions.

both datasets. These results provide additional evi-
dence that the method of similarizing the influence
of nodes plays a crucial role in enhancing the ro-
bustness of SINCon in rumor detection models,
effectively counteracting the impact of adversarial
attacks. This finding further solidifies our hypoth-
esis that balancing node influence improves the
model’s overall performance and resilience.

5.4.2 Hyperparameter o

oy affects the weight of the supervised loss for
the augmented data. In this experiment, we per-
formed a sensitivity analysis on the hyperparameter
ay. Specifically, we adjusted the value of o and
compared the model’s performance under different
settings. The experiments were conducted using
BiGCN surrogate and target models for ablation
studies. Figure 3 shows the trend of changes in
ACC. and AUA. values of the model on the Twitter
and Weibo datasets under different oy values.

As shown in the experimental results, adjust-
ing o has a certain impact on the performance of
SINCon, both on the Twitter and Weibo datasets.
The ACC. in Normal and Normal+SINCon are
similar, but when «; is too large or too small,
Normal+SINCon performance slightly decreases.
Similarly, for AUA., the performance of Nor-
mal+SINCon drops when «; is extreme. This is
because the model tends to overfit the original MPT
during the training process.

5.4.3 Hyperparameter o

This weight affects the result of SINCon by af-
fecting the weight of contrastive loss in the total
loss. In this experiment, we conducted a sensitivity
analysis of the hyperparameter ap to assess its im-
pact on model performance. The experiment used
BiGCN-based surrogate and target models, and by
adjusting the value of a, we observed the varia-
tions in model performance (ACC. and AUA.) on

0.92
. 0.86
O 0.80
< 0.74 Normal
0.68 Normal+SINCon
0.62
0.92
. 0.86
<0380
<074
0.68
0.62

le-7 le-6 le-5 le-4 le-3 le-2 le-1  le-7 le-6 le-5 le-4 le-3 le-2 le-1
Twitter Weibo

Figure 3: Sensitivity analysis of hyperparameters o .
Experiments conducted with both the Surrogate Model
and Target Model as BiGCN.
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Figure 4: Sensitivity analysis of hyperparameters cs.
Experiments conducted with both the Surrogate Model
and Target Model as BiGCN.

the Twitter and Weibo datasets. From the experi-
mental results shown in Figure 4, it is evident that
a2 has a noticeable impact on model performance.
« affects the weight of the Lsincon 1n the total loss
function. First, regarding ACC, both excessively
large and small values of «o result in a certain de-
gree of performance degradation. Compared to
ACC., a9 has a more significant effect on AUA..
The results indicate that by balancing the influence
of nodes in the MPTs, SINCon greatly enhances
robustness against LL.M-based message injection
attacks.
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6 Conclusion

In this paper, we proposed SINCon, a defense
mechanism for enhancing the robustness of MPT-
based rumor detection models against adversar-
ial message injection attacks. By leveraging con-
trastive learning, SINCon ensures that both impor-
tant and unimportant nodes exert more uniform in-
fluence on the model’s predictions, effectively miti-
gating the impact of localized perturbations caused
by malicious message injections. Through exten-
sive experiments on Twitter and Weibo datasets, we
demonstrated that SINCon significantly improves
the model’s resilience to LLM-driven attacks while
maintaining high classification accuracy on clean
data.

7 Limitations

SINCon significantly enhances the performance of
rumor detection models against LLM-driven mes-
sage injection attacks, though at the cost of a slight
decline in performance on clean data(an average of
1.48%). Future research could further explore how
to optimize data augmentation strategies and loss
function design, aiming to improve the model’s
defensive robustness while maintaining high accu-
racy on clean data. Moreover, this paper primarily
focuses on LLM-driven malicious message injec-
tion attacks. However, in real-world environments,
the methods of attack are becoming increasingly
diverse. Future research should further examine
the performance of SINCon against other types
of attacks and explore more generalizable defense
mechanisms.
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Threshold 0 0.05 0.1

0.15 0.2 0.25

ACC AUA ACC AUA ACC

AUA  ACC AUA ACC AUA ACC AUA

Twitter 0.875 0.8729 0.8875 0.8775 0.9021 0.8833 0.9 0.8788 0.9 0.8775 0.8979 0.8688
Weibo 0.9137 0.7604 0.9068 0.8077 0.9089 0.8697 0.9068 0.8697 0.9021 0.8479 0.893 0.8425
Table 3: Performance comparison at different thresholds on Twitter and Weibo datasets
Surrogate Model Target Model Method Twitter Weibo
ACC. AUA. ACC. AUA.
BiGCN BiGCN SINCon 0.9021 0.8833 0.9089 0.8697
BiGCN BiGCN w/o contrastive loss  0.8896 0.8479 0.8273 0.7500
BiGCN GACL SINCon 0.8750 0.8458 0.8999 0.8930
BiGCN GACL w/o contrastive loss  0.8500 0.8104 0.8141 0.8077
BiGCN GARD SINCon 0.8729 0.7750 0.9232 0.9237
BiGCN GARD w/o contrastive loss  0.8583 0.7542 0.8200 0.8274

Table 4: Ablation Results of Contrastive Loss on Twitter and Weibo Datasets, “w/o contrastive loss” indicates the

SINCon variant without the contrastive learning loss.

A Appendix

A.1 system prompt p

Instruction: Your mission is to construct a sen-
tence that bears the least semantic similarity
to the user’s inputs while maintaining a simi-
lar overarching topic. Cosine similarity will be
used to evaluate the dissimilarity.

A.2 iterative prompting p’

Instruction: The similarity between the gen-
erated sentence and the input sentence is
{simpoot(G) }

Please generate a new sentence.

A.3 Datasets

Statistics Twitter Weibo
Users# 491229 2746818
Posts# 1101985 3805656
MPTs# 992 4664
Rumors# 498 2313
Non-Rumors# 494 2351
Avg. time length/MPT  1582.6 Hours 2460.7 Hours
Avg # of posts/MPT 1111 816
Max # of posts/MPT 62827 59318
Min # of posts/MPT 10 10
Language English Chinese

Table 5: Statistics of the datasets.

A.4 Sensitivity analysis under different
masking thresholds

we have conducted sensitivity tests with different
thresholds , using both the Surrogate Model and
Target Model as BIGCN. The experimental results
are summarized in the Table 3. As shown in the
results, the model achieves optimal performance
when the selected proportion is 10%. We have now
included these additional experiments and analyses
in the revised manuscript to enhance the complete-
ness of our study.

A.5 Ablation Study on Contrastive Learning

The results show the performance variations when
the contrastive loss is removed in Table 4. As
indicated by the results, the removal of the con-
trastive loss leads to varying degrees of perfor-
mance degradation across the experiments. These
findings demonstrate that by balancing the influ-
ence of nodes within the MPTs, SINCon signif-
icantly enhances the model’s robustness against
LLM-based message injection attacks.
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