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Abstract

With the impressive reasoning and text gen-
eration capabilities of large language models
(LLMs), methods leveraging multiple LLMs
to debate each other have garnered increas-
ing attention. However, existing debate-based
approaches remain limited in effectiveness in
structured and detailed domains represented by
code generation due to several reasons: 1) Re-
liance on different instances of the same LLM
for debate, neglecting the potential benefits of
integrating diverse models with varied internal
knowledge for more comprehensive code gen-
eration, 2) under-utilization of test cases, and
3) reliance on third-party LLM moderators for
result consolidation and decision-making, prob-
ably introducing hallucinations and judgment
errors. To address these challenges, we propose
DebateCoder to collect intelligence of LLMs
via test case-driven debate for code generation.
In DebateCoder, test cases serve as a medium
for models to analyze code and identify bugs,
while opposing models generate test cases to
challenge each other’s code during the debate
process. These test cases, along with their exe-
cution results, are elaborately leveraged to re-
fine and enhance the code through a novel con-
trastive analysis process. Furthermore, Debate-
Coder leverages test case outcomes to assess
code quality and determine convergence crite-
ria. Unlike previous approaches, DebateCoder
emphasizes the collaborative improvement of
both models through competitive debate and
interactive analysis. Abundant experimental
results on two datasets demonstrate the effec-
tiveness of DebateCoder.

1 Introduction

Code generation is a critical yet challenging task
that requires domain-specific knowledge and log-
ical reasoning for continuous problem-solving.
While the development of large language models
(LLMs) has significantly advanced various natural
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language processing (NLP) tasks, raw NLP LLMs
often encounter difficulties when addressing pro-
gramming problems that necessitate a deep under-
standing of algorithms and precise code develop-
ment. This challenge arises primarily due to the
inherent differences between the open-ended na-
ture of the NLP domain and the more structured
requirements of code generation domain (Du et al.,
2024). To overcome these limitations, existing ap-
proaches focus on adapting target LLMs to spe-
cialize in the code generation domain. Techniques
such as fine-tuning large language models on ex-
tensive code corpora (Li et al., 2023b; Luo et al.,
2023) or employing inference-time computational
steps are commonly used, where the model itera-
tively refines its written program through repeated
reasoning and search processes to identify more op-
timal solutions (Lu et al., 2023; Shinn et al., 2024).
While these methods have notably enhanced the
code generation capabilities of individual LLMs,
they remain constrained by the limitations inher-
ent to a single model, as its performance is bound
by its internal coding capacity. This restricts the
model’s ability to engage in knowledge sharing or
collaborative interactions with other models.

Recently, there has been a growing body of work
leveraging multiple LLMs in a Mixture-of-Experts
(MoE) framework, with debate-based methods
gaining increasing attention (Liang et al., 2023;
Long et al., 2024; Subramaniam et al., 2024). In a
debate process, typically two or more models en-
gage in a back-and-forth argumentative exchange,
iteratively refining their responses, while a moder-
ator evaluates the arguments and provides a con-
sensus conclusion. While this approach helps over-
come the limitations of a single LLM, when applied
to the code generation domain, several problems
remain unresolved: Firstly, debating models face
challenges in accurately identifying flaws in each
other’s solutions, as two similar pieces of code
may yield vastly different outputs, making it dif-
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ficult to pinpoint the underlying issues. Secondly,
the reliance on third-party moderators often intro-
duces errors and biases in judgment, which can
lead to suboptimal final solutions. Thirdly, exist-
ing approaches fail to establish a clear connection
between the generated code and the arguments put
forth during the debate. These methods focus pri-
marily on criticizing or debating the code itself,
without incorporating execution feedback, thereby
limiting opportunities for further solution refine-
ment. Lastly, while test cases are a valuable tool
for validating code correctness, current LLM de-
bate frameworks do not effectively integrate them
into the debate process.

To address the above challenges, in this paper,
we propose DebateCoder, a test case-driven frame-
work that incorporates a dual-model debate process
for code generation. To effectively guide iterative
and comprehensive thinking, DebateCoder refines
the generated code through a competitive and col-
laborative debate process, where each model is en-
gaged in a debate where they critique each other’s
code and then refine their own code through a com-
prehensive contrastive analysis process. To build
the link between code scripts and debate arguments,
during the debate, each model generates test cases
to challenge the other model’s solution. These test
cases are then executed, with the resulting feedback
used to drive the iterative refinement of the code.
This contrasts with traditional methods that rely
either on the internal feedback of a single model or
a third-party moderator to make judgments, which
can often be biased or error-prone.

To harness the collective intelligence of the two
debate sides, DebateCoder fosters mutual improve-
ment through a continuous co-evolutionary process.
Rather than having each model merely “debate” or
critique the other, both models actively participate
in improving each other’s code through targeted
test case generation and execution. By doing so,
DebateCoder effectively leverages the collective
intelligence of both models, making the generated
code more robust and accurate.

Furthermore, DebateCoder avoids the pitfalls of
open-domain debate-based approaches by elimi-
nating the need for a third-party moderator. The
convergence criteria for the debate process are de-
termined solely by the execution results of the test
cases, ensuring that the final code solution is cor-
rect and optimized. This method significantly re-
duces the potential for judgment errors and hal-
lucinations, which are common in existing LLM

debate frameworks.
In summary, our main contributions can be sum-

marized as follows:

• DebateCoder framework. We propose De-
bateCoder, a framework that integrates the col-
lective intelligence of different debate sides
within the code generation domain. To the
best of our knowledge, DebateCoder is the
first framework to combine the intelligence of
both debate sides through an interactive debat-
ing process driven by test case generation.

• Test cases as the medium for debate. We
leverage test case generation as the medium
for the interactive debate, boosting the oppo-
nents to co-evolve through mutual test case
generation and verification.

• Adaptable convergence criteria for code
generation. Instead of relying on a third-party
moderator, we use test case execution results
to re-determine the convergence criteria for
the debate process. Extensive Experimental
results also validate the effectiveness of the
DebateCoder framework.

2 Related Work

2.1 LLM for Code Generation

Large language models (LLMs) have gained
widespread application in code generation domain
due to their impressive abilities in both coding and
reasoning. Current approaches can be generally
categorized into three main groups: the first type
involves fine-tuning pre-training LMs on extensive
code corpora to enhance the models’ understanding
of code (Luo et al., 2023; Li et al., 2023b; Fried
et al., 2022; Roziere et al., 2023; Bi et al., 2024;
Hui et al., 2024). Due to high computational costs
and scarcity of specialized training datasets, an-
other line of work apply tuning-free methods like
few-shot learning (Wang et al., 2022; Madaan et al.,
2022) and retrieval-augmented generation (RAG)
(Nashid et al., 2023; Du et al., 2024), which intro-
duce domain knowledge into the model through
external knowledge bases or prompts. A third line
of work focuses on enhancing the model’s internal
reasoning process. Techniques such as Chain-of-
Thought (CoT) (Yang et al., 2024b; Jiang et al.,
2024; Li et al., 2023a), Tree-of-Thought (ToT) (Yao
et al., 2024; La Rosa et al., 2024), and Monte Carlo
Tree Search (MCTS) (Li et al., 2024; Zhang et al.,
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2023; Hu et al., 2024; Hao et al., 2023) are used to
guide the model’s problem-solving process. Other
work prompts the model through a self-play pro-
cess to reflect on previously generated contents to
learn from itself (Haluptzok et al., 2022; Chen et al.,
2023a; Lu et al., 2023; Chen et al., 2023b; Madaan
et al., 2024; Shinn et al., 2024), or generates test
cases as extra supervision signal (Chen et al., 2022;
Huang et al., 2023). Despite achieving promising
results, these models primarily focus on the rea-
soning process of a single model, overlooking the
potential of leveraging the mutual intelligence of
different models to further enhance performance in
the code generation domain, which is the focus of
this work.

2.2 Multi-Agent Debate for Reasoning

Multiple large models engaging in interactive de-
bate can combine their respective arguments to
push the system’s performance limits (Lang et al.,
2025). For instance, MAD (Liang et al., 2023)
introduces a debate scenario with a moderator
LLM guiding the models to provoke new think-
ing through a clash of viewpoints. MEP (Long
et al., 2024) applies multiple models playing dif-
ferent roles and integrates their outputs, MapCoder
(Islam et al., 2024) leverages multiple LLMs to
emulate the developing cycle of human develop-
ers, while DebateGPT (Subramaniam et al., 2024)
allows models to summarize each other’s perspec-
tives and perform data cleaning to ensure high-
quality reasoning. DebateLLM (Du et al., 2023)
iterates the models through the exchange of view-
points. Existing work focuses on stubborn debate
with a moderator in open domain, overlooking the
collective improvement through a mutual promo-
tion during the debate. In this paper, we focus on
enhancing the debate process in code generation
domain via comprehensive and collaborative model
interaction driven by test cases.

3 Methodology

The framework of our proposed DebateCoder is
illustrated in Figure 1. Our design has the following
five key stages. Detailed prompts of each stage can
be found in Figure 5 in the appendix part.

3.1 Zero-shot Solution Generation

In this stage, each model independently generates
an initial solution to the given programming prob-
lem, which can be formulated as:

CA =MA(Pzeroshot(Q)),

CB =MB(Pzeroshot(Q)),

where Q is the problem description, Pzeroshot de-
notes the zero-shot prompt construction process.
M(·) represents LLM generation, and C(·) is the
generated code.

3.2 Self-Evolvement

The description section of a programming prob-
lem typically provides a certain number of sample
test cases. These sample test cases may fail the
zero-shot solutions, and thus can be leveraged for
code refinement. In order to help both models
identify and overcome shortcomings in their ini-
tial solutions, each model independently refines its
zero-shot solution by leveraging these example test
cases through self-evolvement.

Specifically, corresponding inputs and outputs
are extracted from sample test cases. The initial
solutions (CA and CB) generated in the zero-shot
stage are executed against these test cases. Then the
result pairs are collected for error analysis, where
both debate models analyze the discrepancies be-
tween expected outputs and generated outputs for
each failed test case.

Based on insights from the error analysis, each
model generates an updated solution by incorpo-
rating feedback from the failed test cases into the
solution refinement prompt. This results in the
improved solutions, C∗

A and C∗
B .

3.3 Test Case Generation

The test case generation stage is a pivotal com-
ponent of the DebateCoder framework, bridging
the interactive refinement of solutions between the
models. In this stage, each model generates test
cases targeted at challenging the correctness and
robustness of the opposing model’s solution. Con-
cretely, this stage consists of three sub-steps.

• Problem analysis. Each model is prompted to
compare the opposing model’s solution with its
own refined solution from the self-evolvement
stage, aiming to identify areas where the oppos-
ing solution might fail.

• Test case construction. Using insights from
problem analysis, each model generates a test
case specifically designed to highlight poten-
tial weaknesses or edge cases in the opposing
model’s solution, which can be formulated as:
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Figure 1: Framework overview. DebateCoder employs an iterative refinement to improve code generation by
leveraging two models in a collaborative and competitive debate process via five key stages (marked as A to E).

TA2B =MA(Ptestcase(Q,C∗
B, IB)),

TB2A =MB(Ptestcase(Q,C∗
A, IA)),

where Q is the problem description, C∗
A

and C∗
B are the refined solutions from the

self-evolvement stage, Ptestcase represents the
prompt construction for test case generation, I(·)
denotes insight from problem analysis process,
and TA2B and TB2A are the test cases generated
by Models A and B to challenge each other.

The generated test case is capsulated in a JSON
format dictionary, with "Input" as the key and
the test case string as the value.

• Test case validation. To ensure that generated
test cases are logically consistent with the prob-
lem constraints and can be completely executed
on the challenger model’s solution, they are veri-
fied for validity. Specifically, we check the out-
put information of TA2B on C∗

A and TB2A on
C∗
B . If an error is reported, a correction process

is conducted to regenerate the test cases.

By encouraging models to challenge each other via
executable test cases, DebateCoder drives iterative
refinement with actionable feedback.

3.4 Test Case Execution
To ensure that during the debate the models effi-
ciently leverage previously generated test cases and
achieve incremental performance improvements, in
every iteration epoch, the test case from the op-
posing debate model along with execution results
on the challenger’s solution is stored in a test case
pool. The whole process can be formulated as:

ResA = Exe(C∗
B, InputB2A),

ResB = Exe(C∗
A, InputA2B),

poolA ← ⟨InputB2A, ResA⟩,
poolB ← ⟨InputA2B, ResB⟩,

where pool(·) is the memory pool to store test cases
raised by opposing debate model, Input(·) and
Res(·) denote test case input and corresponding
execution results. Exe is the Python executor.

3.5 Solution Update
In this stage, each model integrates insights from
test case execution to improve its solution, lead-
ing to progressively more robust generation results,
which can be decomposed into two sub-stages:

• Error analysis. Each model examines the dis-
crepancies between the execution results of both
models’ solutions on the opposing model’s test
cases. This process is done using a novel con-
trastive analysis approach, in which each model
is additionally given the opposing model’s so-
lution and execution results. Then, the model
aims to comprehensively compare the execution
results and logic differences between the two
pieces of code, and perform error analysis based
on this. Through this step, our framework not
only identifies weaknesses but also learns from
the strengths in the counterpart’s code and gener-
ates targeted test cases.

• Solution refinement. Using the error analysis
results, each model generates specific feedback
on how its solution can be improved. Then, by
incorporating the feedback derived from the test
cases and execution results, each model updates
its solution. The refined solutions C ′

A and C ′
B

are expected to correct the identified issues, en-
hancing robustness against edge cases introduced
by the opposing model. The process can be math-
ematically expressed as:

C ′
A =MA(Prefine(Q,TB2A, ResA, IA)),

C ′
B =MB(Prefine(Q,TA2B, ResB, IB)),

where Prefine represents the prompt for solution
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refinement, TB2A and TA2B are test cases gener-
ated by the opposing models, ResA and ResB
are execution results, and C ′

A and C ′
B denote the

updated solutions.

3.6 DebateCoder: Convergence Criteria
Different from previous work where a moderator
LLM is used to determine the termination of debate,
we split dataset test cases into public and private
test cases by half, and leverage the following con-
vergence criteria to determine whether to stop at
the end of each debate epoch:

• Maximum iteration limit. The process halts
if the number of iterations exceeds a predefined
maximum threshold.

• Complete validation pass. The process stops
immediately if both solutions pass all test cases
in the public test case set, demonstrating robust-
ness and correctness.

• Public set performance. If performance on the
public test case set improves, the refined solu-
tions are retained. If performance deteriorates,
an early stopping mechanism is triggered where
the refinement process is stopped when the solu-
tions show repeated performance degradation on
the public set for a predefined number of epochs.

4 Experiment

In this section, we conduct a series of experiments
to answer the following research questions (RQs):

RQ1 How does our proposed DebateCoder per-
form against the baselines?

RQ2 What is the trend of the model’s performance
with a different number of debate epochs?

RQ3 Is DebateCoder compatible with open-source
large language models?

RQ4 Do generated test cases and convergence cri-
teria bring performance gain, realizing the
collective intelligence of debate sides?

RQ5 What is the concrete difference between typ-
ical debate-based methods and DebateCoder
in code generation domain?

4.1 Setup
4.1.1 Datasets
We evaluate DebateCoder and the competing meth-
ods on the popular benchmark datasets APPS

(Hendrycks et al., 2021) and CodeContest (Li et al.,
2022). APPS dataset has three levels of difficulties,
namely introductory, interview, and competition,
and the first 100 problems in each level are used
for evaluation. For CodeContest dataset, we split
the test problems into basic and advanced levels
according to their difficulty tags, getting over 100
basic problems and around 60 advanced problems.
Following previous works (Austin et al., 2021;
Chen et al., 2021; Dong et al., 2023), pass rate and
pass@1 are used as the evaluation metric for code
generation correctness, where pass rate represents
the average percentage of private test cases that
the generated programs pass across all problems,
while pass@1 indicates the percentage of problems
in which the generated programs successfully pass
all private test cases.

4.1.2 Baselines
We compare with a series of competitive meth-
ods to validate the effectiveness of our pro-
posed DebateCoder, including methods that in-
volve self-refinement and iterative reasoning: self-
play (Madaan et al., 2022), Reflexion (Shinn et al.,
2024), CoT (Yang et al., 2024b), and two debate-
based methods: MEP (Long et al., 2024), MAD
(Liang et al., 2023) along with code generation
methods CodeT (Chen et al., 2022), LDB (Zhong
et al., 2024) and AgentCoder (Huang et al., 2023).

4.1.3 Implementation
We select Claude-3.5-sonnet and GPT-4o-mini as
the two opposing backbones of debate. For the
debate-based methods, MEP, MAD, and Debate-
Coder, the number of maximum debate epochs is
set to 10. We adjust the prompt for MEP and MAD
to fit the code generation task. We split half of the
problem test cases as the public test cases for con-
vergence criteria, following the settings in previous
work (Li et al., 2024; Chen et al., 2022), and use
the other half as a private set.

4.2 Overall Performance (RQ1)
In this section, we compare our proposed Debate-
Coder with various code generation baseline mod-
els. Their performance is listed in Table 1. Our
code is available1.

From the results, one can observe that: (1) De-
bateCoder outperforms all the baseline models,
demonstrating the effectiveness of our proposed de-
bate framework that leverages test case generation

1https://github.com/Otsuts/DebateCoder
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Table 1: Major results. For each backbone, the best result(s) are marked in bold, and the second best result(s) are
underlined. Each method is run over three times to get the best result for a fair comparison.

APPS CodeContest
Arch Method Pass Rate Pass@1 Pass Rate Pass@1

Intro. Inter. Comp. Intro. Inter. Comp. Basic Advance Basic Advanced

claude-3.5-sonnet

zero-shot 0.6456 0.6297 0.4816 0.4500 0.4200 0.3300 0.4990 0.4664 0.3750 0.2581
self-play 0.7756 0.7463 0.5316 0.5700 0.5400 0.3500 0.5085 0.4871 0.3882 0.3871
Reflexion 0.7719 0.7417 0.5403 0.5100 0.5300 0.3500 0.5396 0.5314 0.3975 0.3838
MAD 0.7487 0.7099 0.4933 0.5000 0.4500 0.3600 0.5186 0.5078 0.3906 0.3188
MEP 0.7568 0.7358 0.4983 0.5200 0.4500 0.3400 0.5107 0.5056 0.3856 0.3281
zero-shot CoT 0.6710 0.6363 0.5025 0.4900 0.4800 0.3700 0.5086 0.4945 0.3862 0.3614
CodeT 0.6777 0.6584 0.5000 0.4600 0.4500 0.3200 0.5587 0.5621 0.4521 0.4186
LDB 0.6815 0.6242 0.5267 0.5400 0.5500 0.3900 0.6017 0.5141 0.5323 0.4419
AgentCoder 0.7560 0.7258 0.5283 0.5100 0.4800 0.3300 0.5500 0.5603 0.4052 0.3593
DebateCoder 0.7932 0.7736 0.5681 0.5700 0.5500 0.4100 0.6174 0.6003 0.5620 0.4688

gpt-4o-mini

zero-shot 0.5773 0.5780 0.3467 0.2900 0.2900 0.1600 0.3028 0.2814 0.1830 0.1250
self-play 0.6419 0.6882 0.4006 0.3700 0.4300 0.2000 0.3850 0.3511 0.2434 0.1452
Reflexion 0.6381 0.6352 0.3833 0.4000 0.4100 0.1800 0.3381 0.2871 0.1908 0.1625
MAD 0.5591 0.6479 0.3488 0.3800 0.3200 0.1900 0.3366 0.2942 0.2157 0.1406
MEP 0.6181 0.6080 0.3600 0.3900 0.3200 0.1600 0.3499 0.2879 0.2449 0.1450
zero-shot CoT 0.5580 0.5360 0.3387 0.3900 0.3400 0.1500 0.3437 0.3149 0.2222 0.1416
CodeT 0.6187 0.5798 0.3933 0.4500 0.3300 0.1800 0.4049 0.3671 0.3168 0.2500
LDB 0.6011 0.5765 0.3800 0.4200 0.4100 0.1600 0.3065 0.3352 0.2093 0.1628
AgentCoder 0.6368 0.5805 0.3566 0.3800 0.3300 0.1600 0.3833 0.2926 0.2007 0.1875
DebateCoder 0.7236 0.6980 0.4457 0.4500 0.4300 0.2000 0.4556 0.3920 0.3856 0.2500

for flaw detection and code refinement. (2) Among
the baseline models, self-play, CodeT and LDB
achieve the best performance in most settings, indi-
cating that iterative self-reflection driven by gener-
ated test cases provides valuable feedback that sig-
nificantly boosts model performance. However, our
model incorporates a process where the two mod-
els engage in mutual debate and co-improvement
based on the test cases, leading to better results.
(3) Our method also surpasses the debate-based
method MEP and MAD in open domains, suggest-
ing that DebateCoder is better suited for the code
generation domain.

4.3 Performance Change Over Debate Epochs
(RQ2)

In this section, we study the performance gain over
every epoch of the whole debate process on the
APPS dataset. We record the average debate epochs
before the debate terminates in Table 2.

Table 2: Average debate epochs.

APPS(Intro.) APPS(Inter.) APPS(Comp.)

# Average Epochs 2.01 2.04 1.54

Based on this, we plot the pass rate change
curves of both debate models across each epoch
in Figure 2. Since the performance of both sides
converges in the later rounds, we only recorded the
performance trends for the first 6 epochs. Due to
space limitations, the specific data is presented in

Performance Change Over Debating Epochs on APPS Dataset

Epochs
zero-shot self-evolvement 1 2 3 4 5 6

0.8

0.7

0.6

0.5

0.4

Pa
ss
R
at
e
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Inter. Average Epoch
Comp. Average Epoch

Figure 2: Performance change over debate epochs.

Table 4 in the appendix part.
From the table and figure, it can be seen that De-

bateCoder demonstrates good convergence, with
performance stabilizing around the first two debate
epochs. Furthermore, one can observe that through
self-evolvement, the debate models can learn from
the visible high-quality sample test cases, result-
ing in stable performance improvements. Building
on this, our model can continue to achieve steady
performance growth through test case generation,
even without additional visible test cases.

4.4 Compatibility Study (RQ3)

In this section, we implement DebateCoder based
on two open source LLMs, Qwen-32b-Instruct
(Yang et al., 2024a) and Yi-34b-Chat (Young et al.,
2024), and compare them with baselines mentioned
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in Section 4.1.2 on APPS dataset.

Table 3: Performance of open-source models on APPS.
For each backbone, the best result(s) are marked in bold,
and the second best result(s) are underlined.

APPS
Arch Method Pass Rate Pass@1

Intro. Inter. Comp. Intro. Inter. Comp.

Qwen-32b-
Instruct

zero-shot 0.6295 0.5348 0.3317 0.4300 0.2300 0.1600
self-play 0.7677 0.7134 0.3633 0.4800 0.4300 0.1800
Reflexion 0.5937 0.5600 0.3750 0.4700 0.3600 0.2100
MAD 0.6337 0.5506 0.3535 0.4400 0.2500 0.1600
MEP 0.7113 0.5624 0.3788 0.4400 0.2900 0.1800
CodeT 0.6336 0.6089 0.3750 0.4500 0.3500 0.1900
LDB 0.6329 0.5831 0.3300 0.4500 0.4700 0.2000
AgentCoder 0.6553 0.6186 0.3850 0.4300 0.3500 0.2200
DebateCoder 0.7709 0.7176 0.3983 0.4900 0.4900 0.2300

Yi-34b-Chat

zero-shot 0.3968 0.3813 0.2650 0.2400 0.1800 0.1200
self-play 0.5309 0.5710 0.3000 0.3400 0.3300 0.1600
Reflexion 0.4868 0.4863 0.3022 0.3000 0.2700 0.1600
MAD 0.4340 0.5129 0.2245 0.2700 0.2200 0.0900
MEP 0.4632 0.5264 0.2837 0.2900 0.2700 0.1400
CodeT 0.4270 0.5121 0.2950 0.2500 0.2600 0.1500
LDB 0.4464 0.4352 0.2283 0.2700 0.2600 0.1200
AgentCoder 0.5177 0.5080 0.2483 0.3500 0.3000 0.1300
DebateCoder 0.6689 0.6750 0.3216 0.4400 0.3400 0.1800

From the experimental results, it can be seen
that DebateCoder achieves the best performance,
surpassing all baseline models. This demonstrates
that the performance of our model is independent of
the base model and exhibits robustness, verifying
the effectiveness of DebateCoder.

4.5 Ablation Study (RQ4)

In this section, we conduct ablation experiments
to evaluate the effectiveness of each component of
DebateCoder. We modify the proposed framework
into a series of variants, as outlined below:

• Best-of-N (①). The backbone large language
model is prompted to perform N iterations of
zero-shot code generation, and the best result
will be selected as the final score.

• DebateCoder-Same (②). The same backbone
model is used for both debate sides, with all
other settings remaining unchanged.

• DebateCoder-Moderator (③). Similar to
MAD (Liang et al., 2023), a third-party mod-
erator is introduced to assess the quality of
responses from both debate models in each
round and provide the final refined code.

• DebateCoder-Explain (④). The test case
generation component from the original
framework is replaced with direct analysis and
refinement of the generated code.

We compare the variants with our proposed De-
bateCoder mentioned in Section 3, denoted here as
DebateCoder-Testcase (⑤). Results are presented

in Figure 3. The following conclusion can be drawn
from the results:
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Figure 3: Ablation study: performance of variants of
DebateCoder.

Impact of DebateCoder’s debate paradigm
(①,② VS ⑤). Although the claude-3.5-sonnet
model outperforms gpt-4o-mini in code capabili-
ties, when both debate sides are switched to claude-
3.5-sonnet, the performance of DebateCoder actu-
ally decreases. This suggests that different models
possess distinct internal knowledge of code-related
problems. DebateCoder effectively integrates and
promotes the knowledge of these models, achieving
the effect of collective intelligence. Similarly, our
approach also outperforms multiple generations
that rely on previously generated outputs. This
demonstrates that the framework is well-suited for
code generation tasks.

Impact of test cases (④ VS ⑤). One can ob-
serve that the use of test cases further improves the
model’s performance, indicating that the approach
of DebateCoder, which uses generated test cases
to identify issues in the opponent’s code and re-
fines the code based on feedback from test case
execution, is effective.

Impact of the third-party moderator (③ VS
⑤). Existing debate-based methods mainly rely
on a third-party moderator model to evaluate re-
sponses and summarize issues from both sides.
However, as shown in the figure, DebateCoder
achieves better results by using test case execu-
tion results to determine convergence conditions
and control the number of debate rounds.

4.6 Case Study (RQ5)

Existing debate-based methods are primarily
applied in open-domain knowledge question-
answering tasks, where the debate models identify
overlooked or erroneous flaws in previously gener-
ated results through rebuttal processes, and a third-
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Affirmative 
Side

Moderator

Affirmative 
Side

Question:You are given a sequence consisting of n integers. You are making a sequence of moves. During each move you must take either 
the leftmost element of the sequence or the rightmost element of the sequence, write it down and remove it from the sequence. Your task is to 
write down a strictly increasing sequence, and among all such sequences you should take the longest as the final result.

1. This problem can be solved using dynamic programming.
I  will give my solution: <Generated code>.        

2. This solution is incorrect for the given problem. The key
issue is that we can only take elements from either end
of the sequence (leftmost or rightmost), not from any
position. Let me propose a correct solution:  <New code>
This solution:
(1) Uses a recursive approach to try all possible
combinations of taking elements from the left or right.
(2) <Other points of improvements>

3. I agree that we can only take elements from the ends of
the sequence. However, I believe we can optimize your
solution using dynamic programming to avoid the expon-
ential complexity of recursion. Here's my proposed
solution:  <New code>
Key improvements over your solution: <Points of
improvements>

4. The negative side's solution is superior for the following 
reasons: 1. Time Complexity: The negative side's solution 
uses dynamic programming with O(n^3) complexity, which 
is significantly better than the affirmative side's exponential 
O(2^n) recursive solution. 2. Memory Efficiency: Although 
it uses more memory for the DP table, it's still polynomial 
O(n^3) and won't cause stack overflow issues like the 
recursive solution might for large inputs. 3. Scalability: The 
DP solution can handle larger test cases more efficiently, 
making it more practical for real-world use. Final Code:
<Final Code> 

1. Here's my current solution: <Generated code>

2. Here's my current solution: <Generated code>

4. A test case that fails your code:{"Input": "4\n2 1 1 2\n"}

3. Deficiencies in the current solution: The current solution 
uses dynamic programming to solve the problem. However,
there are a few issues with the implementation: <Issues>

5. Summary of Deficiencies in the Current Solution
(1) Handling Duplicates: The current solution does not
handle cases where there are duplicate numbers correctly.
In the provided test case , the correct output
should......
 (2) Inefficiency with Multiple Valid Paths: ......
(3)  Complex Logic: ......

6. A test case that will fail your code: {'Input': '4\n1 2 3 3'}

7. Advice and improved code: <New code with advice>

8. Advice and improved code: <New code with advice>

Negative
Side

Model A

Model A

Model A

Model A

Model B

Model B

Model B

Model B

a. Stubborn debating w/ a third-party moderator 
b. DebateCoder: 

Test case driven debating w/o moderator

Figure 4: Case study of MAD and DebateCoder on a dynamic programming problem of APPS. Key points of model
response are underlined.

party moderation model is introduced to evaluate
the outcomes. This paradigm, however, has the
following issues when adapted to code generation
domain: (1) a lack of effective mechanisms to deter-
mine the correctness of code and obtain execution
results, making it difficult to accurately identify
flaws in the opponent’s code; (2) the third-party
moderator model suffers from judgment biases and
hallucination problems. These issues result in poor
performance when such methods are adapted to the
code generation domain.

In this section, to reveal the core difference be-
tween the typical debate-based method and Debate-
Coder, we use a case study comparing the detailed
behavior of the open-domain debate-based method
MAD and DebateCoder on a specific programming
problem. The problem descriptions and model re-
sponses are summarized in Figure 4.

It is evident that in MAD, the debate sides iden-
tified issues with the dynamic programming imple-
mentation (Response 2) and the algorithm’s time
complexity (Response 3). However, they failed to

detect the primary error in the code (incorrect input
data handling), leading to an incorrect result. In
contrast, DebateCoder identified the error in input
data handling (Response 5) through the execution
results of generated test cases (Response 4) and
constructed targeted test cases (Response 6). The
final modified result successfully passed most data
points. This validates the effectiveness of Debate-
Coder in the code generation domain.

5 Conclusion
In this paper we propose DebateCoder, a test case-
driven framework for code generation that employs
dual-model debate for code generation. By utiliz-
ing test cases for models to critique and refine each
other’s code, DebateCoder integrates the collective
intelligence of different debate sides and addresses
the limitations of typical debate-based methods,
ensuring both correctness and optimization of gen-
erated code. Experiment results highlight the po-
tential of DebateCoder to improve the reliability
and efficiency of code generation tasks.
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Limitations

While DebateCoder introduces a novel test case-
driven approach for large language model (LLM)
debate in code generation, certain limitations re-
main that could be addressed in future research:

Restricted to Two-Model Debate Our current
framework focuses on the debate between two
LLMs, leveraging their complementary knowledge
to refine code generation. However, extending the
debate to a multi-agent setting, where more than
two models with varying architectures or training
paradigms engage in a structured discussion, could
further enhance the robustness and coverage of
edge cases.

Debating Granularity: Code-Level vs. Thought-
Level DebateCoder emphasizes debating over en-
tire generated code snippets, with test cases serv-
ing as the primary medium for critique. While
effective, this approach does not explicitly model a
thought-level debate process, where models criti-
cally analyze intermediate reasoning steps before
arriving at a final code solution. Introducing step-
wise thought validation and thought-level debate
could provide finer-grained feedback and improve
overall reasoning capabilities.

Lack of Adaptivity Through Learning Debate-
Coder currently operates purely during inference
time, without mechanisms for parameter updates.
As test case results are non-differentiable, the
framework does not support end-to-end gradient-
based learning. Future extensions could investigate
how to incorporate reinforcement learning tech-
niques to enable adaptive improvement over time
by using test outcomes as reward signals.

These limitations highlight areas where Debate-
Coder can evolve. We believe that addressing them
could further enhance the framework’s adaptability
and effectiveness across various structured reason-
ing tasks.
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A Appendix

A.1 Performance Change Over Debate
Epochs

In Section 4.3 we study performance gain over ev-
ery epoch of the whole debate process. We record
the table corresponding to Figure 2 in Table 4.

Table 4: Performance change over debate epochs.
’self-evolve’ represents the refined program after self-
evolvement stage in Section 3.2.

Arch Debate-epoch APPS(Intro.) APPS(Inter.) APPS(Comp.)

claude-3.5-sonnet

zero-shot 0.6456 0.6297 0.4816
self-evolve 0.7257 0.7161 0.5200
1 0.7824 0.7620 0.5393
2 0.7849 0.7630 0.5646
3 0.7843 0.7636 0.5681
4 0.7849 0.7677 0.5656
5 0.7887 0.7686 0.5681
6 0.7932 0.7686 0.5681

gpt-4o-mini

zero-shot 0.5773 0.5780 0.3467
self-evolve 0.6251 0.6240 0.3552
1 0.7113 0.6907 0.4157
2 0.7099 0.6954 0.4118
3 0.7143 0.6973 0.4234
4 0.7218 0.6976 0.4234
5 0.7219 0.6984 0.4234
6 0.7236 0.6984 0.4234

A.2 Detailed prompt of each stage
In Section 3, we introduced the overall framework
of DebateCoder. We list the detailed prompts of
each stage corresponding to Figure 1 in Figure 5.

Please use {language} to write a correct 
solution to a programming problem. 

You should give executable completed
 code and nothing else. The problem:\n{task}

A

You are a skilled programmer. 
Given a {language} programming problem and your 

current solution.We execute the solution on some 
demo testcases and get the results along with the 
correct answer. Please analyse the results and give
 useful advice to improve the solution to pass the 

testcases. The problem: {problem}. 
The current solution: {current_solution}.

 Execution results: {failed_cases}.
 Give me your advice and improved code.

B

You are an programming expert. 
I'll give you a {language} programming problem, 

a solution to refer to and another imperfect solution. 
Your task is to analyse the solution and tell me 

briefly the problems and drawbacks in it. 
The problem: {task}. 

Reference solution: {correct_sol}. 
Solution to be improve: {wrong_sol}.

C1

You are an excellent programmer. 
I'll give you a {language} programming problem

 and an imperfect solution. An expert gives 
some problems and drawbacks in it. 

Your task is to analyse the imperfect code, 
and generate one test case that will fail the solution. 

Your test case must be in a json format, 
with the input being a string. 

An example of test case is: {demo_testcase_input[0]}
. The problem: {task}. 

Solution to be improve: {wrong_sol}. 
Just give me your test case and no other explanations.

C2

Given a {language} programming 
problem, a current solution and several 

testcases, we execute the solution on the testcase and
 getthe results. Also we have another person's code 
and his execution results for you to compare yours. 
Your task: 1. Briefly summarize the deficiencies in
 the current solution, 2. Give useful advice along 
with your correct code to improve the solution to 
make it correct and better. The problem:{task}. 

The current solution: {current_sol}. 
Another person's solution: {correct_sol}. 

Execution results:{failed_cases}

E1

Given a {language} programming problem and 
your current solution. We also have the solution by 

another person. An expert give some advice on 
how to improve it. Please improve your current 

solution base on the advice. The problem:{task}. 
The current solution: {current_sol}. 

Another solution: {correct_sol}. 
The expert suggestions: {advice}. 

Give me ONLY the improved code and nothing else.

E2

Figure 5: Prompts of each stage in DebateCoder.
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