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Abstract

Large language models (LLMs) excel in var-
ious tasks but remain vulnerable to jailbreak
attacks, where adversaries manipulate prompts
to generate harmful outputs. Examining jail-
break prompts helps uncover the shortcomings
of LLMs. However, current jailbreak methods
and the target model’s defenses are engaged in
an independent and adversarial process, result-
ing in the need for frequent attack iterations
and redesigning attacks for different models.
To address these gaps, we propose a Reverse
Embedded Defense Attack (REDA) mecha-
nism that disguises the attack intention as the
“defense”1 intention against harmful content.
Specifically, REDA starts from the target re-
sponse, guiding the model to embed harmful
content within its defensive measures, thereby
relegating harmful content to a secondary role
and making the model believe it is performing
a defensive task. The attacking model consid-
ers that it is guiding the target model to deal
with harmful content, while the target model
thinks it is performing a defensive task, cre-
ating an illusion of cooperation between the
two. Additionally, to enhance the model’s con-
fidence and guidance in “defensive” intentions,
we adopt in-context learning (ICL) with a small
number of attack examples and construct a cor-
responding dataset of attack examples. Exten-
sive evaluations demonstrate that the REDA
method enables cross-model attacks without
the need to redesign attack strategies for differ-
ent models, enables successful jailbreak in one
iteration, and outperforms existing methods on
both open-source and closed-source models.

1 Introduction

Large language models (LLMs), such as ChatGPT
(OpenAI, 2022), have demonstrated remarkable
performance in various downstream tasks, includ-
ing education, reasoning and programming (Tinn

1The “defense” involves outputting countermeasures
against harmful content.

Figure 1: Other methods are highly adversarial towards
the target model, whereas our approach disguises the at-
tack intent as a defensive intent against harmful content,
aligning attack and defense towards a common objec-
tive: generating countermeasures for harmful content.

et al., 2023; Luo et al., 2022). However, these mod-
els still face challenges that impact their reliabil-
ity. Research has shown that LLMs might produce
toxic or misleading content (Gehman et al., 2020;
Zhang et al., 2023). To alleviate these problems,
more and more researchers are focusing on address-
ing the safety concerns of LLMs.

Current research on model safety primarily fo-
cuses on areas such as backdoor attacks (Kandpal
et al., 2023), prompt injection (Perez and Ribeiro,
2022), and privacy leakage (Nasr et al., 2023).
Among these, jailbreak attacks have emerged as
a noteworthy attack method that poses safety is-
sues for LLMs (Wei et al., 2024). A jailbreak
attack involves an attacker crafting carefully de-
signed prompts to bypass the LLM’s protective
mechanisms, leading to the generation of harm-
ful or illegal content. Existing jailbreak methods
are generally categorized into two types: white-
box attacks and black-box attacks, differentiated
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by whether access to the model’s internal structure,
parameters, and gradient information is required to
guide the generation of attack prompts. However,
these methods suffer from several common limita-
tions: 1) attack prompts must be regenerated for
different models and 2) multiple attack iterations
are often required. This raises a key question: “Is it
possible to design an automatic attack method that
is highly generalizable and capable of generating
successful attack prompts in a single step?”

To address these gaps, this paper introduces
an innovative attack method, Reverse Embedded
Defense Attack (REDA). Traditional methods pri-
marily designs attacks from the input side of the
model, inducing models to output harmful content,
with even iterative prompting designed to output
only harmful content. These attacks are highly ad-
versarial with the model’s defense, necessitating
re-attacks for different models and involving nu-
merous attack iterations. In contrast, REDA starts
from the model’s output side, adopting a reverse
perspective by embedding disguised defensive in-
tentions within the output. By generating expla-
nations and countermeasures for harmful content,
REDA guides the model to assume a “performing
defense tasks” role. This shifts harmful content
from being core information to auxiliary informa-
tion, enabling a more covert and effective attack.
Furthermore, to enhance the model’s guidance of
“defense”, we introduce several reverse attack exam-
ples through in-context learning (ICL). To this end,
we construct a dataset of reverse attack prompts.
Finally, to mitigate the intent of requesting harmful
content, we change the expression form of the jail-
break target from interrogative sentences to declar-
ative sentences, such as removing words like “how
to”. Experimental results demonstrate that, com-
pared to existing methods, our approach can jail-
break the model in just one iteration and does not
require re-attacking for different models, achieving
SOTA performance.

In summary, the contributions of this paper are:
1) We propose the REDA that generates success-

ful attack prompts in one step without requiring
regeneration for different models.

2) We build a dataset containing 260 QA pairs
across 13 categories of jailbreak prompts.

3) We discover that declarative prompts show
stronger attack potential than interrogative ones.

4) Experimental results show REDA achieves
the highest attack efficiency, providing valuable
guidance for improving model defense strategies.

2 Related Works

In-Context Learning. Brown (2020) first intro-
duced the concept of ICL, demonstrating that mod-
els could directly learn and complete specific tasks
during inference by providing a few examples,
without the need for additional gradient updates.
This method significantly enhanced the flexibility
of models, allowing them to quickly adapt to vari-
ous task requirements. Additionally, research has
shown that the order and relevance of the examples
to the task are crucial factors in the performance of
ICL (Lu et al., 2022).

Jailbreak Attack. Jailbreak attacks involve craft-
ing specific prompts to bypass the safety mecha-
nisms of LLMs, thereby causing the model to gen-
erate unintended or harmful content (Mowshowitz,
2022; Yu et al., 2023; Zou et al., 2023; Liu et al.,
2024; Wei et al., 2024; Shen et al., 2024; Xu et al.;
Zeng et al., 2024; Zhou et al., 2024). While LLMs
generally perform reliably under typical scenarios,
jailbreak attacks have revealed potential risks, such
as the generation of misleading, unsafe, or unethi-
cal content (Chao et al.; Deng et al., 2024). In this
paper, we classify jailbreak attacks into two types:
white-box and black-box attacks. The main dif-
ference is that white-box attacks require access to
internal model information, such as weights, while
black-box attacks do not. Details of these cate-
gories are provided in Appendix A.

3 Problem Statement

We focus on the jailbreaking of LLMs, aiming
to design semantically interpretable and effective
prompts under black-box constraints. Given a
prompt P = x1:n, where x1:n is the tokenized
sequence of P , the model generates a response
R = xn+1:n+L of L tokens, sampled from the
probability distribution:

q∗T (xn+1:n+L|x1:n) =
L∏

i=1

qT (xn+i|x1:n+i−1), (1)

where, qT represents a mapping from a list of to-
kens of arbitrary length to the set of probability
distributions over tokens.

Our objective is to find a prompt P that results
in a response R exhibiting undesirable behavior,
formally expressed as:

JUDGE(P,R) = 1, where R ∼ qT (P), (2)
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Figure 2: The overall architecture of our work. Firstly, we design a reverse attack prompt template that retains
structural elements and special characters, enabling task-specific generation of prompts and reducing the prominence
of harmful content. Secondly, incorporating in-context learning with relevant QA pairs further refines the prompts
by enhancing the model’s understanding of defensive contexts. Additionally, to mitigate the attacker’s intent in the
prompt, we transform the prompt from an interrogative sentence into a declarative sentence. Finally, the content is
reconstructed into complete reverse attack prompts.

where, JUDGE(·) is a binary function determining
whether the prompt-response pair (P,R) consti-
tutes a successful jailbreak attack.

4 Method

We propose REDA that embeds countermeasures
against harmful content in the output, then uses sev-
eral examples to enhance the guidance, and finally
diminishes the intent of the attack content request.
Specifically, our approach comprises three main
components: the Reverse Attack Pperspective
(RAP), Example-Guided Enhancement (EGE),
and Request Intent Mitigation (RIM). The frame-
work is illustrated in Figure 2.

4.1 Reverse Attack Perspective

Traditional attack methods adopt a forward ap-
proach, designing attack prompts from the input
side of the model to guide it to generate harmful
content, with such harmful content occupying a
prominent position in the output. In some cases,
they even require the target model to produce only
harmful content. However, this strategy easily ex-
poses the attack, as the model’s defense mecha-
nisms can detect the conspicuous harmful infor-
mation in the output. Additionally, these attacks
are independent of and highly adversarial to the
model’s defenses, necessitating numerous attack
iterations and re-attacks on different models.

To bypass these defenses, we propose a “reverse
attack perspective”, which focuses on reducing the
prominence of harmful content and minimizing the
adversarial interactions with the target model’s de-
fense mechanisms. Unlike traditional methods, re-
verse attacks use a carefully designed prompt struc-
ture to embed harmful content within secondary
information, making it less conspicuous. As il-
lustrated in Figure 3 (right), we employ prompt
tokens such as “##Role##” and “##Task##” to de-
ceive the model into believing its task is to defend
against harmful content. The target model is first
instructed to explain harmful content, then gener-
ate specific examples, and finally provide coun-
termeasures. In this process, the target model be-
lieves it is outputting a defensive strategy, but it
simultaneously produces the harmful content we
intend. This “benevolent deception” significantly
diminishes the visibility of harmful content, as the
model perceives itself as performing a legitimate
task rather than generating malicious information.
Through this design, we use specific tokens (e.g.,
“<DANGEROUS_KNOWLEDGE_PROCEDURAL_STEPS>” ,
“<EXAMPLE_OF_DANGEROUS_KNOWLEDGE>” , and
“<COUNTERMEASURES>”) to control the output struc-
ture, positioning harmful content in a less promi-
nent role, thereby reducing its conspicuousness.
These tokens indicate the procedural steps of harm-
ful content, a representative example, and corre-
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Figure 3: An initial process of generating reverse attacks. The left side represents the reverse attack prompt template
that retains structural elements and special characters, while the right side shows an example generated from the
template on how to rob a bank.

sponding countermeasures, respectively.
Another advantage of the reverse attack perspec-

tive is that it does not require manually crafting
specific attack prompts. As shown in Figure 3
(left), we provide a template with a reverse attack
example, allowing the attack model (ChatGPT) to
automatically generate content based on the task
while maintaining the template’s structure and spe-
cific tokens. Moreover, the model exhibits high
engagement during reverse attack generation, as it
believes it is providing a defensive strategy rather
than generating harmful content. This collabora-
tive behavior enables single-step prompt genera-
tion, avoiding the risk of the model rejecting the
creation of harmful content. By adopting the re-
verse attack perspective, we not only reduce the
prominence of harmful content but also enhance
cooperation between the attack and target models.

As shown in Figure 5, we analyze the attention
scores generated by the model and highlight the top
10 words with the highest scores using color cod-
ing, where darker colors indicate greater attention
from the model. Through visual analysis, we found
that the model’s attention was primarily focused
on words related to defense and prevention, such
as "consultant," and "preventing," This indicates
that the model successfully shifted its attention to
defense mechanisms rather than elaborating on dan-
gerous knowledge (e.g., "how to rob a bank").

4.2 Example-Guided Enhancement

To enhance the model’s guidance of “performing
defense tasks”, we introduce several reverse at-
tack examples with two primary objectives. First,
as shown in Figure 6, the QA pairs in the ex-
amples are structured according to the reverse at-
tack perspective, specifically following the care-

fully predefined format by using special tokens
(e.g.“<COUNTERMEASURES>”). This structured for-
mat convinces the model that the generated con-
tent consists of countermeasures against harmful
knowledge, rather than directly producing harmful
information. Second, by introducing the exam-
ples, we can further guide the model to produce
well-structured answers and ensures the generated
content maintains high readability.

To effectively implement these two objectives,
we construct a reverse jailbreak attack dataset C,
which encompasses 13 different categories of dan-
gerous knowledge and contains a total of 260 QA
pairs. Detailed information about the dataset is pro-
vided in Appendix B. After building the dataset, we
use the Jaccard similarity (Jaccard, 1901) to mea-
sure the similarity between the input query T =
{x1, . . . , xn} and any query Q = {y1, . . . , ym} ∈
C. The Jaccard similarity is computed as follows:

J(T,Q) =
|{x1, . . . , xn} ∩ {y1, . . . , ym}|
|{x1, . . . , xn} ∪ {y1, . . . , ym}| , (3)

where, T ∩Q represents the intersection of queries
T and Q, while T ∪ Q denotes their union. We
select the top four QA pairs from dataset C that are
highly similar to the query T .

4.3 Request Intent Mitigation
In most existing methods, attack prompts are typ-
ically presented in the form of interrogative sen-
tences, such as those beginning with “How to”. We
posit that interrogative sentences are more likely
to be identified for malicious intent because they
explicitly convey a request for information or ac-
tions. For example, “How to rob a bank” directly
expresses a demand for specific procedural steps,
making it more likely to be identified as a poten-
tial threat by the model’s security mechanisms. In
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contrast, declarative sentences (e.g., “Rob a bank”)
present actions as informational descriptions rather
than direct requests, significantly weaken the re-
quest intent associated with harmful content.

Additionally, most of the pre-training data for
LLMs is sourced from the web, where declara-
tive sentences vastly outnumber interrogative sen-
tences. Thus, models exhibit higher probabilistic
confidence in generating responses to declarative
prompts compared to interrogative ones. This sit-
uation is also confirmed by the ablation experi-
ment in Section 6.3, as shown in Table 2. This
transformation effectively minimizes the likelihood
of triggering the model’s detection mechanisms
while enhancing the ability to bypass security fil-
ters. Finally, using the content generated in the pre-
vious sections, we constructed our final jailbreak
prompt, as shown in Figure 1, which illustrates
our final reverse jailbreak prompt—a stealthy, one-
step-generated jailbreak attack prompt. To better
understand our method, we provide a specific case
study, referring to Appendix H for details.

5 Experiments and Analysis

5.1 Settings

Our experiments are conducted uniformly on two
RTX A100 GPUs, each with 40GB of memory.
The maximum output length for the models is set
to 1024 tokens. For the open-source models, the
temperature parameter is configured at 0.9, while
for the closed-source models, the temperature re-
mains at its default setting. For comparison meth-
ods, we use the default experimental parameters
recommended by their official documentation. To
ensure fairness, we apply the same evaluation cri-
teria for all baseline comparisons. In addition, the
configurations of the open-source models are simi-
lar to those of the baseline methods without apply-
ing any additional settings.

5.2 Datasets

We use the test dataset provided by (Liu et al.,
2024), comprising 120 questions related to harmful
behaviors. Of these, 80% are sourced from open
datasets with questions crafted by developers or
generated via crowdsourcing, ensuring high read-
ability (Deng et al., 2023; Yu et al., 2023). To
enhance topic diversity and category balance, Liu
et al. (2024) added 20% of expert-written questions.
Additionally, all harmful behavior questions are
standardized to interrogative form, typically start-

ing with words like “How” and “What”, to make
the inputs more reflective of real-world scenarios.

5.3 Compare Methods
To evaluate the effectiveness of our proposed
method, we compare it with several existing ap-
proaches, including the white-box attack methods
GCG (Zhu et al., 2024) and AUTODAN (Zhu et al.,
2024), as well as the black-box attack techniques
GPTFUZZER (Yu et al., 2023) and DRA (Liu et al.,
2024). For detailed descriptions of these methods,
please refer to Appendix C.

5.4 Models
To evaluate the effectiveness of REDA, we test
seven models, including four open-source mod-
els and three closed-source models. Open-source
models include Vicuna-13B-v1.5-16k (Zheng et al.,
2023)2, Llama-3.1-8B-Instruct (AI, 2023)3, Qwen-
2-7B-Instruct (Yang et al., 2024)4, and GLM-4-9B-
Chat (GLM et al., 2024). Closed source models
are ChatGPT-API (GPT-3.5)5, SPARK-API (Spark-
Max) 6, and GLM-API (GLM-4)7.

5.5 Evaluation
We use attack success rate (ASR) and average query
count (AQC) as evaluation metrics to assess the
overall effectiveness and efficiency of all methods.
Currently, there is no universally accepted standard
for determining whether a target model has been
successfully attacked, making it a challenging task.

Existing methods can be broadly categorized
into two distinct types. The first type relies on a
list of rejection keywords for evaluation, as seen
in methods like GCG and AutoDAN. If the output
of the target model does not contain the specified
keywords (e.g., “Sorry, I can’t”), the attack is con-
sidered successful. However, this approach often
results in false positives, where the absence of key-
words incorrectly indicates success. The second
type involves using a referee model for judgment.
For example, Chao et al. (2023) used ChatGPT to
assess the relevance between the input prompt and
the LLM’s output, with success defined by a close
relationship. However, continuous prompt updates
during an attack may cause divergence from the

2https://huggingface.co/lmsys/vicuna-13b-v1.5-16k
3https://huggingface.co/meta-llama/Llama-3.1-8B-

Instruct
4https://huggingface.co/Qwen/Qwen2-7B-Instruct
5https://chatgpt.com/
6https://xinghuo.xfyun.cn/
7https://bigmodel.cn/
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Table 1: The attack efficiency results of various methods across seven models. ASR represents the Attack Success
Rate, and AQC indicates the Average Query Count for successful attacks. The best results are highlighted in bold.

Method
Vicuna LLama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API

ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC

White-box
GCG 95.83% 180.94k 16.67% 288.36k 50.83% 368.20k 47.50% 439.84k

Not applicable as gradient needed
AutoDAN 91.67% 2.89 54.17% 15.11 4.17% 9.00 83.33% 5.93

Black-box

GPTFUzzer 88.33% 3.62 67.50% 2.98 12.50% 2.87 86.67% 2.09 46.67% 8.09 46.67% 2.91 30.83% 2.00

DRA 90.83% 3.84 54.17% 21.00 0.00% 21.00 94.17% 1.74 93.33% 1.88 76.67% 4.46 92.50% 3.60

Ours 96.67% 1.00 84.17% 1.00 90.83% 1.00 96.67% 1.00 98.33% 1.00 99.17% 1.00 98.33% 1.00

original query, leading to false positives, and using
ChatGPT can be costly. Mazeika et al. (2024) fine-
tuned RoBERTa and Llama2-13b, respectively, as
referee models to assess attack success, but the for-
mer lacks a relational assessment of input-output.

We believe that a comprehensive consideration
of multiple factors is necessary for the evaluation.
Therefore, we integrate the advantages of the afore-
mentioned methods and divide the evaluation pro-
cess into two steps. First, we determine whether
the target model’s output contains the rejection
keywords specified in GCG and AutoDAN. Then,
the Llama2-13b classifier fine-tuned by Mazeika
further assesses whether the output successfully
achieves jailbreak. Only when both steps are satis-
fied is the jailbreak considered successful.

For each method, we first generate a successful
attack prompt and reinput it into the target model to
produce the jailbreak result, which we then evaluate
with our two-step method. In our approach, we ad-
ditionally post-process the baseline model’s output
by removing “<COUNTERMEASURES>” and any sub-
sequent content to prevent countermeasures from
affecting the evaluation result.

6 Experiment Results Analysis

6.1 Attack Effectiveness

Table 1 presents the final results of our two-step
evaluation method applied across seven models,
with detailed step-by-step results provided in Ap-
pendix D. By implementing a reverse attack mecha-
nism, our method demonstrated high compatibility
in both the generation of attack prompts and the
production of target outputs, achieving the highest
ASR and the lowest AQC (one step).

In open-source models, despite Llama3.1 show-
ing strong defensive capabilities, our method still
achieves an ASR of 84.17%, while GCG’s ASR is
only 16.67%, with a query count of 288.36k. This
result indicates that Llama3.1 excels in defending
against token-based attacks, while also showcas-

ing the superiority of our method in overcoming
token-level defenses. On the Qwen-2 model, GCG
ranks second with an ASR of 50.83% under low
attack efficiency, and the highest ASR achieved by
other methods is only 12.50%, with DRA’s ASR
even reaching 0.00%. This highlights Qwen-2’s
strong defense against prompt-level attacks. How-
ever, Qwen-2 still cannot resist our attack. Despite
being a prompt-level attack, the core of our ap-
proach lies in manipulating the output structure
and defense perspective, effectively diminishing
the prominence of harmful content while enhancing
the dominance of defense strategies. By concealing
the presence of harmful information while main-
taining high semantic clarity, we manage to by-
pass detection mechanisms. Moreover, our method
achieves 96.67% ASR on both Vicuna and GLM-4
models, further demonstrating the versatility and
adaptability of our approach in addressing both
token-level and prompt-level defenses.

In closed-source models, GPTFUZZER per-
forms poorly with limited adaptability, mainly be-
cause its attack strategy relies on predefined mu-
tation operations (such as modifying vocabulary),
which cannot be adjusted in real-time based on
the model’s feedback. As a result, it struggles to
bypass complex defense mechanisms. In contrast,
DRA dynamically optimizes the attack strategy,
adjusting the attack prompts based on feedback
after each attack, demonstrating superior perfor-
mance with higher adaptability. It achieves ASR
of 93.33%, 76.67%, and 92.50% across different
models, showing its greater efficiency.

However, both GPTFUZZER and DRA do not
fully account for the semantic structure of the
prompts and outputs, as well as the salience of
harmful content. This makes them susceptible to
detection by the model through semantic analysis
and harmful content recognition when facing com-
plex defenses. In contrast, our method optimizes
the semantic structure of the prompts and reduces
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Figure 4: The attack efficiency of various methods when transferring successfully generated prompts from the
Vicuna model to other target models. The best results are highlighted in bold.

the explicit characteristics of harmful content, ef-
fectively evading detection by defense mechanisms
and improving attack success rates. As a result,
our method performs excellently in closed-source
models, achieving 98.33%, 99.17%, and 98.33%
ASR in three closed-source models, with an aver-
age ASR of 98.61%, demonstrating its efficiency
and robustness. Furthermore, we utilize the GLM-
4 model to illustrate the average query time (AQT)
required by each method to achieve a successful
attack, and compared the sum of prompts’ cumu-
lative length (SPL) across all rounds to achieve a
successful jailbreak using the Llama model. Ex-
perimental results show that our method requires
only 3.12 seconds and achieves the smallest SPL
(1,942.45), outperforming all other methods, with
the detailed content provided in Table 6 and 7.

6.2 Transferability

We further investigate the transferability of each
method, examining whether jailbreak prompts gen-
erated successfully on one LLM model can effec-
tively transfer to other models. As shown in Figure
4, we assess the performance of each method on
various target models using attack prompts that
were initially successful on the Vicuna model.

For white-box methods, GCG and AutoDAN ex-
hibit limited transferability, showing low ASR on
most target models. This limitation likely stems
from the dependency of white-box methods on gra-
dient information from the original model. How-
ever, AutoDAN performs better on closed-source
models than on open-source models, particularly
with ChatGPT. This enhanced performance may
be attributed to its meticulously designed initial
templates and the incorporation of prompt-level
disguised attacks. In contrast, black-box methods,

which do not require access to internal model in-
formation, display a clear advantage in terms of
transferability. GPTFuzzer achieves relatively high
transfer ASR on the Qwen-2 and GLM-4 models,
reaching 85.53% and 90.79%, respectively; how-
ever, it performs poorly on other models, with a
notably low transfer rate of 14.37% on Llama3.1-
8B, indicating a lack of generalizability. Similarly,
DRA shows strong transfer success on Qwen-2 and
GLM-4 models, at 73.08% and 85.58%, but ex-
hibits lower transferability on other models, achiev-
ing only a 16.35% transfer rate on ChatGPT-API.
These results highlight the limited cross-model gen-
eralization of current methods, often necessitating
new attack prompts tailored to each model.

In contrast, our method shows exceptionally high
transferability across all target models, achieving
the highest attack success rates on every model
tested, with an average transfer success rate of
96.20%. Notably, it reaches transfer success rates
of 99.12%, 100.00%, and 99.12% on ChatGPT-
API, Spark-API, and GLM-API, respectively. This
indicates that attack prompts generated by our
method exhibit strong cross-model adaptability,
maintaining high consistency and effectively ad-
dressing the generalization limitations of existing
methods.

6.3 Ablation Study

To thoroughly analyze the effectiveness of each
component in our method, we conduct an ablation
study by systematically removing or adjusting spe-
cific modules: Request Intent Mitigation (RIM),
Example-Guided Enhancement (EGE), and Re-
verse Attack Perspective (RAP). Table 6.3 presents
the results for each variation, reporting both the
ASR and the AQC.
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Table 2: Ablation study results showing ASR and AQT. The best results are highlighted in bold.

Vicuna Llama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API
Method

ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC

Ours 96.67% 1 84.17% 1 90.83% 1 97.50% 1 98.33% 1 99.17% 11 98.33% 1

w/o RIM 89.17% 1 55.00% 1 90.00% 1 93.33% 1 97.50% 1 95.00% 1 96.67% 1

w/o EGE 81.67% 1 9.17% 1 94.17% 1 96.67% 1 89.17% 1 89.17% 1 96.67% 1

w/o RIM+EGE 54.17% 1 6.67% 1 10.83% 1 98.33% 1 85.00% 1 82.50% 1 94.17% 1

origin 0% 1 0% 1 2% 1 1.67% 1 9.17% 1 8.33% 1 2.50% 1

Impact of RIM. Excluding the RIM module
leads to a noticeable ASR decrease, particularly
in models like Llama-3.1, where ASR falls from
84.17% to 55.00%. This indicates that transform-
ing queries from interrogative to declarative form
effectively reduces the salience of harmful content.
Interrogative sentences often imply a request intent,
which can trigger the model’s defense mechanisms
and lead to response refusal. Therefore, convert-
ing queries into declarative sentences effectively
reduces request intent and enhances the ASR.

Impact of EGE. The removal of the EGE mod-
ule has a significant impact on ASR, especially
in certain models. For instance, in the Llama-3.1
model, ASR sharply decreases from 84.17% to
9.17%. These underscore the importance of EGE
in enhancing the model’s ability to comprehend
disguised intent, as examples incorporate counter-
measures against harmful content. This module
proves crucial for effective and adaptable attacks
across different models. Interestingly, we observe
that removing the EGE module actually increases
the ASR on the Qwen model. We hypothesize that
this may occur because certain harmful knowledge
embedded in the examples is recognized by the
model, thus triggering its defense mechanisms.

Impact of RAP. Comparing the configuration
with only the RAP to the baseline shows a dramatic
drop in ASR across models, further confirming
the critical role of the RAP in the overall method.
For instance, in the GLM-4 model, ASR decreases
from 98.33% to 1.67%; in ChatGPT-API, from
85.00% to 9.17%; and in Spark-API and GLM-API,
ASR drops from 82.50% and 94.17% to 8.33% and
2.50%, respectively. These results indicate that the
reverse attack mechanism plays a crucial role in
jailbreak attacks across multiple models.

In addition to the aforementioned experiments,
we are conduct extended experiments to explore
the impact of the value of k in top-k selection and
the influence of sample selection methods in ICL.

Detailed information is provided in Appendix G.
Overall, ablation study shows that reverse attack

mechanism, in-context learning, and Request In-
tent Mitigation are key to achieving high ASR with
minimal queries. Additionally, post-processing im-
proves attack efficiency, optimizing performance.

7 Conclusion & Future Work

Conclusion. This paper introduces a novel
method for jailbreaking LLMs using a reverse at-
tack perspective. By embedding harmful content
within countermeasures and shifting it from a pri-
mary to a secondary role, the approach significantly
reduces its prominence while maintaining human
readability. We further enhance the method with
in-context learning, supported by a dataset of 260
QA pairs across 13 categories, and transform inter-
rogative prompts into declarative forms to reduce
detection risks. This single-step, model-agnostic
method achieves the highest ASR with minimal
AQC and AQT, uncovering critical vulnerabilities
in large language models and offering valuable in-
sights for improving their safety.

Future Work. Currently, our attack prompts are
designed in English. In the future, we aim to ex-
plore non-English prompts, extending the method
to diverse multilingual environments, multilin-
gual models, and domain-specific contexts (e.g.,
medicine, law, and education) to validate its gen-
erality and practical value. Furthermore, as there
is still no unified standard for jailbreak evaluation,
we will continue researching this area to promote
the development of more standardized and robust
evaluation methodologies.
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Limitations

Language Limitation. Currently, our attack
prompts are designed in English, and their effec-
tiveness in non-English environments has not been
fully verified. Future research needs to explore
their applicability in multilingual environments,
multilingual models, and specific domains (such as
medicine, law, and education) to further prove the
generality and practical value of the method.

Uncertainty in Evaluation Standards. There is
a lack of unified evaluation standards for jailbreak-
ing, which may inevitably impact the accurate as-
sessment of model security. Different evaluation
approaches could lead to varied conclusions regard-
ing model security. Future research should urgently
focus on developing more standardized and robust
evaluation methods to ensure a more precise and
reliable assessment of model security.

Ethics Statement

Jailbreak attacks involve the generation of harmful
or illegal content, which may raise ethical and legal
issues. When researching and applying jailbreak at-
tack techniques, we have carefully considered and
relevant ethical and legal guidelines. We pledge not
to publish any harmful or illegal content obtained
through successful jailbreaking on the internet.As
for the AI assistant, we utilize ChatGPT to identify
textual errors and polish paper.
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Appendix

A Supplementary Related Work

A.1 White-Box Attacks

A white-box attack refers to a method where attack-
ers gain access to a model’s internal structure, pa-
rameters, and gradient information, allowing them
to bypass safety mechanisms, and generate harm-
ful or unintended outputs. Zou et al. (2023) first
proposed the Greedy Coordinate Gradient (GCG)
method, a gradient-based jailbreak attack. GCG
appends adversarial suffixes to prompts and uses
greedy iterative optimization to refine their posi-
tions, ultimately leading the model to generate
harmful or unintended content. While GCG has
demonstrated strong performance across various
advanced LLMs, the adversarial suffixes it gen-
erates are often difficult to interpret, limiting the
practical applicability of adversarial prompts. To
address this issue, Jones et al. (2023) introduced
the Autoregressive Randomized Coordinate Ascent
(ARCA) method, which formalizes jailbreak at-
tacks as a discrete optimization problem aimed at
generating suffixes that guide the model to produce
specific outputs. Subsequently, Zhu et al. (2024) de-
veloped AutoDAN, an interpretable gradient-based
jailbreak attack, incrementally optimizing adver-
sarial suffixes to balance attack effectiveness and
readability. Compared to GCG, AutoDAN gen-
erates semantically coherent suffixes that bypass
perplexity filters and achieve higher success rates in
black-box models. Additionally, Wang et al. (2024)
proposed the Adversarial Suffix Embedding Trans-
lation Framework (ASETF), which first optimizes
continuous adversarial suffixes, maps them into
the target model’s embedding space, and then uses
a translation model to convert them into readable
adversarial prompts.

A.2 Black-Box Attacks

A black-box attack refers to inducing LLMs to
generate harmful or unintended outputs through
external interactions with the model, without need-
ing access to the model’s internal parameters or
gradient information. Some researchers use com-
plex scenario templates to embed malicious content
and bypass the model’s safety mechanisms. For
example, Li et al. (2023b) leveraged the person-
alization capabilities of LLMs, manipulating the
target model within nested scenarios to successfully
bypass safety constraints and generate harmful re-

Figure 5: The model’s attention scores are shown by
highlighting the top 10 words, where darker colors mean
higher attention.

sponses. Similarly, Ding et al. (2023) developed
the ReNeLLM framework, which rewrites harmful
prompts and embeds them in scenarios, thus guid-
ing the LLM’s responses toward specific objectives.
Additionally, other researchers bypass content mod-
eration systems by encrypting or rewriting prompts
in low-resource languages, exploiting LLMs’ weak-
nesses in processing uncommon languages or en-
coded information, which leads to harmful outputs.
Furthermore, other studies employ specially trained
adversarial LLMs to generate or optimize jailbreak
prompts, often using sophisticated algorithms to
create prompts that evade safety detection. More-
over, research has shown that iterative modifica-
tions to existing prompts using genetic algorithms,
selecting the best-performing variants, can induce
harmful behavior in models, even after they have
undergone adversarial safety training.

B Jailbreak Dataset for EGE

Category Number Total
Physical or Psychological Harm 20

260

Cyberbullying 20
Pornography 20
Illegal Beliefs and Organizations 20
Misinformation 20
Financial Crimes 20
Gambling 20
Illegal Manufacturing 20
Cyber Sabotage 20
Piracy and Infringement 20
Political and Hate Speech 20
Terrorism and Extreme Violence 20
Theft and Fraud 20

Table 3: The overall structure of the jailbreak dataset
we constructed contains 13 categories, with 20 pairs of
data in each category, totaling 260 pairs of QA.

This section provides a detailed description of
the reverse attack dataset for EGE. As shown in
Table 3, this dataset consists of 13 categories, in-
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Table 4: The results of Detection of Negative Prefix Keywords across all models. ASR represents the Attack Success
Rate, and AQC indicates the Average Query Count for successful attacks. The best results are highlighted in bold.

Method
Vicuna Llama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API

ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC

White-box
GCG 96.67% 191.48k 95.83% 454.66k 67.50% 377.26k 63.33% 453.51k

Not applicable as gradient needed
AutoDAN 91.67% 3.75 75.83% 19.30 90.83% 9.00 83.33% 5.93

Black-box

GPTfuzzer 88.33% 3.61 85.83% 3.40 96.67% 2.49 89.17% 2.08 62.50% 7.68 66.67% 2.68 86.67% 3.61

DRA 90.83% 4.35 90.00% 21.00 100% 21,00 98.83% 1.88 95.00% 1.87 85.83% 5.91 95.83% 3.75

Ours 96.67% 1.00 100.00% 1.00 90.83% 1.00 100.00% 1.00 100% 1.00 99.17% 1.00 98.33% 1.00

Figure 6: An example from our constructed jailbreak
dataset. “Origin-Question” represents the original jail-
break prompt and “Question” represents the jailbreak
prompt updated by REDA.

cluding “physical or psychological harm, “cyber-
bullying”, “pornography”, “illegal beliefs and or-
ganizations”, and “misinformation”. Each cate-
gory contains 20 questions, totaling 260 jailbreak
question examples. Approximately 60% of the
dataset was sourced from Zou et al. (2023), while
the remaining 40% was independently created by
us, introducing several new categories such as il-
legal beliefs and organizations, financial crimes,
gambling, and piracy and infringement. Although
part of this dataset could have been used as a test
set, to enhance the validity of our experiments, we
opted not to test on our own constructed jailbreak
questions. Instead, we utilized other verified open
datasets. Additionally, during the dataset construc-
tion, we ensured that no overlap occurred between
these questions and the subsequent test datasets,
maintaining the independence of the dataset and
ensuring the accuracy of experimental results.

Next, based on the reverse attack perspective
outlined earlier, we generate attack prompts for

each question, with most cases requiring only a
single step. After generating, we input them into
ChatGPT to obtain corresponding answers for each
instance. As illustrated in Figure 6, the sample
contains the following elements: “Origin-Question”
represents the original question, which is also used
for calculating similarity with the user’s question;
“Question” refers to the attack prompt generated
from the reverse attack perspective; and “Answer”
represents the corresponding answer generated.
The latter two elements are incorporated into the
final attack prompt. Once all questions get the ex-
pected answers, the complete jailbreak question
dataset is finalized.

C Compared Methods

Zou et al. (2023) introduce GCG, a gradient-based
jailbreak attack method called GCG. The method
involves appending an adversarial suffix to the
prompt and iteratively performing the following
steps: calculating top-k replacement options for
each position in the suffix, randomly selecting a
replacement, determining the optimal substitution,
and updating the suffix to complete the attack.

Zhu et al. (2024) propose AutoDAN, an inter-
pretable gradient-based jailbreak attack method,
which operates by sequentially generating adver-
sarial suffixes. In each iteration, AutoDAN uses
a single token optimization algorithm to generate
new suffix tokens, balancing jailbreak effectiveness
with text readability. The resulting optimized suf-
fix is not only semantically meaningful but also
capable of bypassing perplexity filters, thereby im-
proving the attack’s success rate.

Yu et al. (2023) introduce GPTFUZZER, an au-
tomated attacking framework. This framework in-
corporates a seed selection strategy to optimize
initial templates, employs mutation operators to
ensure semantic consistency, and utilizes an evalua-
tion model to assess effectiveness. It demonstrates
exceptional performance in bypassing model de-
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fenses and has achieved significant success across
different LLMs in various scenarios.

Liu et al. (2024) propose DRA, a method that
conceals harmful instructions through disguise,
prompting the model to reconstruct the original
harmful directive in its output. DRA employs
techniques inspired by shellcode attacks, including
instruction disguise, payload reconstruction, and
context manipulation. The method achieves high
success rates across both open-source and closed-
source LLMs, demonstrating the efficacy of covert
prompts in bypassing internal security measures
and triggering harmful completions.

D Stepwise Results For Attack
Effectiveness

D.1 Detection of negative prefix keywords

As shown in Table 4, we conduct negative prefix
keyword tests on the final attack prompts across
seven models. The results demonstrate that our
method is the most effective, achieving the high-
est ASR with the lowest AQC. The average ASR
reaches an impressive 98%.

Specifically, for white-box attack methods such
as GCG, it achieves a high ASR of 96.67% on
Vicuna and 95.83% on Llama3.1. However, its
AQC is as high as 7.1k, leading to low attack effi-
ciency. Moreover, its performance on other models
is mediocre, with ASRs of 67.50% and 63.33%,
respectively, and similarly high AQCs. This inef-
ficiency is mainly due to its reliance on a greedy
search strategy. In contrast, AutoDAN performs
better on the Vicuna model, achieving an ASR of
91.67% with an AQC of only 2.89, making it more
efficient than GCG. However, AutoDAN’s perfor-
mance on Llama3.1 is relatively average, with an
ASR of only 75.83% and a higher AQC of 9.

For black-box attack methods, such as GPT-
FUZZER, its ASR on the Vicuna model is 88.33%,
the lowest among all methods. Its performance
on the other three open-source models is accept-
able, with ASRs of 85.83%, 96.67%, and 89.17%,
while maintaining relatively low AQCs. How-
ever, its performance on closed-source models is
less impressive, particularly on ChatGPT-API and
SPARK-API, where the ASRs are only 62.50%
and 66.67%, respectively. In comparison, DRA
performs relatively well in the Detection of Neg-
ative Prefix Keywords task, achieving ASRs of
90.83%, 90.00%, 100.00%, and 98.83% on the
four open-source models. Its performance on the

three closed-source models is also relatively strong,
with ASRs of 95.00%, 85.83%, and 95.83%, re-
spectively. Although DRA performs exceptionally
well, our method outperforms it significantly. Ex-
cept for Qwen-2, our method achieves the highest
ASR with the lowest AQC (one step) on all other
models. On Llama-3.1, GLM-4, and ChatGPT-API,
our method achieves an ASR of 100.00%, with an
average ASR of 98.00%, demonstrating outstand-
ing performance.

D.2 Judgment of the referee model
As shown in Table 5, we conduct referee model
tests on the final attack prompts across seven mod-
els. The results demonstrate that our method con-
sistently exhibits superior performance, achieving
the highest ASR with the lowest AQC. The average
ASR reaches an impressive 94.88%, highlighting
exceptional attack efficiency.

Specifically, for white-box attack methods such
as GCG, its ASR on the Vicuna model is relatively
high at 95.83%. However, its AQC is also ex-
tremely high, reaching 180.95k, indicating low at-
tack efficiency. Additionally, GCG performs poorly
on the Llama-3.1 model, achieving an ASR of only
16.67%, rendering it almost ineffective. Similarly,
AutoDAN achieves an ASR of only 9.17% on the
Qwen-2 model, demonstrating poor performance.
This explains why these methods perform poorly
in the two-step combined judgment process. Ana-
lyzing the model outputs reveals that many results
include the symbol “!”, which represents explicit
rejections by the model. The single-step negative
prefix detection method incorrectly classifies such
outputs as successful jailbreaks, exposing signif-
icant flaws in its scientific validity. This under-
scores the critical importance of multi-step com-
bined judgment for improving evaluation accuracy.

For black-box attack methods, such as GPT-
FUZZER, its ASR on the Vicuna model is relatively
low at 88.33%, the poorest among all methods.
However, GPTFUZZER performs well on Llama-
3.1 and GLM-4, with ASRs of 71.67% and 95.00%,
respectively, both ranking second. Nonetheless, its
performance on Qwen-2 is equally poor, with an
ASR of only 15.00%, similar to AutoDAN. Further-
more, GPTFUZZER demonstrates weaker perfor-
mance on closed-source models, achieving ASRs
of 60.00%, 53.33%, and 35.83% on ChatGPT-API,
SPARK-API, and GLM-API, respectively.

In contrast, DRA performs on Vicuna, Llama-
3.1, and GLM-4, with ASRs of 91.67%, 56.67%,
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Table 5: The results of Judgment of the referee model across all models. ASR represents the Attack Success Rate,
and AQC indicates the Average Query Count for successful attacks. The best results are highlighted in bold.

Method
Vicuna Llama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API

ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC ASR AQC

White-box
GCG 95.83% 180.94k 16.67% 288.36k 65.83% 388.69k 63.33% 445.45k

Not applicable as gradient needed
AutoDAN 91.67% 3.55 60.00% 15.43 9.17% 13.73 83.33% 5.93

Black-box

GPTfuzzer 88.33% 3.87 71.67% 3.48 15.00% 2.83 95.00% 2.12 60.00% 8.17 53.33% 3.06 35.83% 2.00

DRA 91.67% 3.75 56.67% 21.00 0.00% 21.00 95.83% 1.72 97.50% 1.87 90.83% 4.50 95.83% 3.49

Ours 96.67% 1.00 84.17% 1.00 90.83% 1.00 96.67% 1.00 98.33% 1.00 99.17% 1.00 98.33% 1.00

and 95.83%. However, its AQC on Llama-3.1
reaches 21.00, indicating inefficiency. Notably,
DRA achieves an ASR of 0.00% on Qwen-2,
with no successful attacks judged by the referee
model, significantly impacting its overall evalua-
tion. This result reflects Qwen-2’s robust defenses,
particularly against semantic-level attacks. De-
spite these shortcomings, DRA performs well on
closed-source models, achieving ASRs of 97.50%,
90.83%, and 95.83% on ChatGPT-API, SPARK-
API, and GLM-API, respectively, while maintain-
ing low AQCs of 1.87, 4.50, and 3.49, showing
high attack efficiency.

While the aforementioned methods exhibit cer-
tain strengths, they are clearly outperformed by
our method. Our approach achieves the highest
ASR across all models, with AQC consistently
maintained at 1. Even on models with stronger de-
fenses, such as Llama-3.1 and Qwen-2, our method
achieves ASRs of 84.17% and 90.83%, respec-
tively, significantly surpassing other methods and
showing exceptional performance and adaptability.

E Average Query Time

As shown in Table 6, the Average Query Time
(AQT) for white-box attacks is much higher, par-
ticularly for GCG, which requires 6676.31 seconds
per successful attack. This is mainly due to its
gradient-based strategy, which involves multiple it-
erations of backpropagation and input adjustments,
leading to high computational cost. Similarly, Au-
toDAN’s AQT of 264.91 seconds is due to its re-
liance on adaptive optimization to search for opti-
mal attack paths, which also increases time costs.

In contrast, the AQT for black-box attacks is
much lower, with GPTFUZZER and DRA having
AQT values of 8.34 and 14.66, respectively. These
methods avoid using internal model information or
gradient calculations. However, they do not fully
consider the semantic structure or the salience of
harmful content, making them more prone to de-

tection by defense mechanisms, which increases
the number of iterations needed. In contrast, our
method takes these factors into account. Whether
in attack generation or target output generation, the
model actively cooperates with our “defense work”,
allowing our attack to bypass the defense mecha-
nisms smoothly, ultimately achieving the optimal
result with an AQT of only 3.12.

Table 6: Average Query Time (AQT) for Each Method
Upon Successful Attack on GLM-4-9B-Chat.

Attack Type Method AQT (s)

White-box
GCG 6676.31

AutoDAN 264.91

Black-box
GPTFuzzer 8.34

DRA 14.66
Ours 3.12

F Cumulative Length Of A Successful
Attack Prompt

We believe that the length of the prompt should
not be judged solely by the length of the final step.
It should also take into account the total length
of all the prompts needed to achieve a success-
ful jailbreak. Based on this, we used the LLama
as an example to compare the SPL (The sum
of prompts’s cumulative length across all rounds
needed to achieve a successful jailbreak.) and the
ASR across different methods.

As shown in the table, GCG has the largest
SPL (27,200.78), but its ASR is only 16.67%. In
contrast, our method achieves the smallest SPL
(1,942.45) among all methods, while simultane-
ously ranking first in ASR at 84.17%. The most im-
portant factor is a well-structured prompt with high
jailbreak efficiency, where a shorter SPL can lead
to higher attack success rates. From a research de-
sign perspective, we construct prompt structures to
disguise attack intentions as defense mechanisms.
Through role-playing and a specific framework,
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we embed reverse attack prompts with correspond-
ing answers to guide the model’s output. While
lengthy, these prompts are meticulously designed
to: (1) simulate comprehensive defense scenarios,
(2) trigger the model’s cooperation mechanism, and
(3) provide rich contextual information. Compared
to shorter alternatives, this approach reduces mis-
understandings and ineffective outputs, enabling
successful jailbreak in a single round.

Table 7: The sum of prompts’ cumulative length (SPL)
and attack success rate (ASR) for each method to
achieve a successful attack on Llama-3.1-8B-Instruct.

Attack Type Method SPL ASR (%)

White-box
GCG 27200.78 16.67

AutoDAN 18855.35 54.17

Black-box
GPTFuzzer 2060.35 67.50

DRA 9930.40 54.17
Ours 1942.45 84.17

G Parameter Exploration

We conduct two additional experiments to explore
the impact of the top-k selection parameter and the
sample selection methods in ICL on the ASR.

G.1 The example number of EGE

Top-K denotes the number of similar examples
used in EGE, and we compare settings with k = 1,
2, and 4 to examine its effect on ASR.

As shown in Table 8, ASR generally increases
with higher top-k values. For instance, in the
Llama-3.1 model, ASR reaches its peak when top-
k is set to 4, suggesting that a broader selection
range facilitates the generation of more potential
attack paths. Specifically, with top-k set to 4, the
Vicuna model achieves an ASR of 96.67%, which
is significantly higher than the ASRs of 95.00%
and 93.30% observed with top-k values of 1 and
2, respectively. This trend is also evident in other
models; for example, in the Llama-3.1 model, the
ASR with top-k set to 4 improves by nearly 10%
compared to top-k = 1. Interestingly, we observe a
unique pattern in the Qwen model, where the high-
est ASR of 94.17% is achieved with top-k set to 1.
This observation aligns with our previous hypothe-
sis that Qwen may recognize harmful knowledge
embedded in ICL examples. When top-k is reduced
to 1, the amount of such risky knowledge decreases,
leading to a naturally higher attack rate.

G.2 Sample Selection Methods

In this exploratory experiment, we investigate the
impact of various sample selection methods on the
ASR. For sample selection methods, we choose
Jaccard (Jaccard, 1901), Random (Wu et al., 2023),
Sentence-BERT (Reimers and Gurevych, 2019),
BM25 (Robertson et al., 2009; Li et al., 2023a), and
their combinations, Jaccard + Sentence-BERT and
BM25 + Sentence-BERT, across different models.

G.2.1 Select Methods
Jaccard (Jaccard, 1901) calculates similarity based
on the overlap between words in the query and sam-
ple. It is a basic yet effective technique for measur-
ing lexical similarity, particularly useful when high
overlap is desired. The Jaccard Similarity between
two input sentences A and B is defined as:

J(A,B) =
|A ∩B|
|A ∪B| , (4)

where A ∩ B represents the number of common
words between sentences, while A ∪B represents
the number of unique words in both sentences.

Random (Wu et al., 2023) refers to a method
where samples are selected randomly during the se-
lection process. This approach does not rely on any
specific criteria or similarity scores during model
inference. Instead, it randomly draws examples
from the training data to serve as model input.

Sentence-BERT (Reimers and Gurevych, 2019)
is an enhanced version of the BERT architecture,
specifically designed to generate dense sentence
embeddings for semantic similarity tasks. It in-
corporates a pooling layer that aggregates token
embeddings into a single fixed-size vector to repre-
sent the entire sentence.

The similarity between two sentences s1 and s2
is calculated based on their embeddings, E(s1) and
E(s2), using the cosine similarity metric, which is
defined as:

CS(s1, s2) =

∑n
i=1 Ei(s1)Ei(s2)√∑n

i=1 Ei(s1)2
√∑n

i=1 Ei(s2)2
, (5)

where n denotes the dimensionality of the embed-
ding vectors, Ei(s1) and Ei(s2) are the i-th com-
ponents of the embeddings for sentences s1 and
s2, respectively. The numerator calculates the dot
product of the two embeddings, while the denom-
inator computes the product of their magnitudes
(L2 norms).
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Table 8: Impact of the Number of Examples in EGE on the Overall Results. The best results are highlighted in bold.

Vicuna Llama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API

Top-K ASR ASR ASR ASR ASR ASR ASR

4 96.67% 84.17% 90.83% 96.67% 98.33% 99.17% 98.33%

2 95.00% 75.00% 90.00% 95.00% 85.83% 94.17% 95.00%

1 95.00% 74.17% 94.17% 92.50% 98.33% 94.17% 95.83%

Table 9: Impact of the Example Selection in EGE on the Overall Results. The best results are highlighted in bold.

Vicuna Llama-3.1 Qwen-2 GLM-4 CHATGPT-API SPARK-API GLM-API

Selection Methods ASR ASR ASR ASR ASR ASR ASR

Jaccard 96.67% 84.17% 90.83% 96.67% 98.33% 99.17% 98.33%

Random 90.83% 55.00% 88.33% 93.33% 97.50% 96.67% 94.17%

Sentence-BERT 92.50% 75.00% 92.50% 94.17% 98.33% 97.50% 95.00%

BM25 94.17% 61.67% 87.50% 94.17% 99.17% 97.50% 97.50%

Jaccard + Sentence-BERT 92.50% 60.00% 91.67% 92.50% 97.50% 98.33% 97.50%

BM25 + Sentence-BERT 92.50% 62.50% 90.83% 93.33% 98.33% 99.17% 95.00%

BM25 (Robertson and Walker, 1994): BM25 is a
probabilistic information retrieval model based on
term frequency and inverse document frequency. It
is commonly used in retrieval tasks where precise
term relevance is crucial, making it suitable for
capturing essential keyword matches.

Combination Methods: (Jaccard + Sentence-
BERT and BM25 + Sentence-BERT): These meth-
ods combine shallow (Jaccard or BM25) and deep
(Sentence-BERT) similarity metrics to balance lex-
ical and semantic relevance, aiming to optimize the
robustness of selected examples.

For each similarity calculation method, we select
the top-K examples with the highest scores as the
most similar samples for ICL.

G.2.2 Results Analysis

As shown in the Table 9, experimental results re-
veal that the Jaccard method performs well across
models, achieving a 96.67% ASR on the Vicuna
model and even higher rates of 98.33% and 99.17%
on the CHATGPT-API and SPARK-API models,
respectively, demonstrating the effectiveness of the
Jaccard Similarity strategy in semantic similarity-
based selection. We speculate that the superior
performance of the Jaccard method may also be
related to the unique nature of jailbreak targets.
These targets often involve dangerous or sensitive
content (such as crime or violence), and methods
like Sentence-BERT, which relies on semantic em-
beddings, may have limited training data in these
domains, resulting in insufficient semantic under-
standing of such vocabulary. In contrast, the Jac-
card method, which relies solely on word overlap,

can more directly capture the similarity of these
critical contents. Further analysis reveals that both
Sentence-BERT and BM25 methods also perform
well. For example, BM25 reaches a 97.50% ASR
on both the GLM-API and SPARK-API models,
showcasing the strength of combining probabilistic
retrieval methods like BM25 with ICL in enhancing
attack success rates.

In conclusion, this experiment suggests that Jac-
card is particularly effective in improving ASR,
while Sentence-BERT and BM25 offer additional
performance boosts on specific models. These find-
ings confirm that selecting the appropriate semantic
similarity calculation method significantly impacts
attack effectiveness.

H Case Study Of REDA

As shown in Figure 3, we propose a method to au-
tomatically generate attack prompts based on an
initial template. We design the attack model to act
as a "security guard" and embed the target phrase
"how to rob a bank" within a template focused on
generating defensive strategies against bank rob-
bery. This conceals the malicious intent, causing
the model to interpret the task as producing coun-
termeasures rather than harmful content. Notably,
the initial template serves only as a starting point,
and the model then automatically evolves the task,
eliminating the need for frequent maintenance and
updates. Through this reverse structure, the model
can generate the attack prompt in a single step.

After this, we use Jaccard similarity to compare
the phrase “how to rob a bank" with the “Origin-
Question" field of each sample in Dataset C (as
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shown in Figure 6). As illustrated in Figures 7
and 8, we then select the top four samples with
the highest similarity scores and append the con-
tent of their “Question" and “Answer" fields to the
Example section of the attack prompt. These ex-
amples explicitly demonstrate to the target model
that the answers are genuinely focused on produc-
ing defensive measures against harmful content,
thereby enhancing the prompt’s ability to induce
the desired behavior. At the same time, they help
guide the model to generate output in the expected
structure, facilitating subsequent structured reading
and post-processing.

Finally, we convert the jailbreak target into
a declarative sentence, changing “how to rob a
bank" to “rob a bank." This reduces the target
model’s ability to perceive the intent behind the
jailbreak request. Additionally, since pre-training
corpora for language models predominantly
consist of declarative sentences, models tend
to prefer responding to declarative content. A
complete example of the attack prompt is shown
in Figures 7 and 8. Note that "rob a bank" is
a relatively high-risk example. To improve the
ASR, we recommend removing all instances of
"Of course, the answer is as follows" from the
attack prompt. This phrase is unnecessary for
our evaluation method (as the relevant content
is already enclosed within the tags <DANGER-
OUS_KNOWLEDGE_PROCEDURAL_STEPS>).
Moreover, during alignment training, LLMs are
often explicitly optimized to detect and defend
against prompts that begin with this phrase.
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Figure 7: The part 1 of case study about rob a bank. Removing all the phrase “Of course, the answer is as follows”
from the attack prompt can further increases the ASR.
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Figure 8: The part 2 of case study about rob a bank. Removing all the phrase “Of course, the answer is as follows”
from the attack prompt can further increases the ASR.
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