
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 1135–1159
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

LongDocURL: a Comprehensive Multimodal Long Document Benchmark
Integrating Understanding, Reasoning, and Locating

Chao Deng1,2,3*†, Jiale Yuan4*, Pi Bu4, Peijie Wang1,2, Zhong-Zhi Li1,2, Jian Xu1,2,
Xiao-Hui Li1,2, Yuan Gao4, Jun Song4‡, Bo Zheng4, Cheng-Lin Liu1,2,3‡

MAIS, Institute of Automation, Chinese Academy of Sciences1

School of Artificial Intelligence, University of Chinese Academy of Sciences2

Zhongguancun Academy, Beijing3 Taobao & Tmall Group of Alibaba4

dengchao2023@ia.ac.cn, liucl@nlpr.ia.ac.cn
{yuanjiale.yjl, bupi.wj, jsong.sj}@alibaba-inc.com

Abstract

Large vision language models (LVLMs) have
improved the document understanding capa-
bilities remarkably, enabling the handling of
complex document elements, longer contexts,
and a wider range of tasks. However, exist-
ing document understanding benchmarks have
been limited to handling only a small num-
ber of pages and fail to provide a comprehen-
sive analysis of layout elements locating. In
this paper, we first define three primary task
categories: Long Document Understanding,
numerical Reasoning, and cross-element
Locating, and then propose a comprehen-
sive benchmark—LongDocURL—integrating
above three primary tasks and comprising 20
sub-tasks categorized based on different pri-
mary tasks and answer evidences. Further-
more, we develop a semi-automated construc-
tion pipeline and collect 2,325 high-quality
question-answering pairs, covering more than
33,000 pages of documents, significantly out-
performing existing benchmarks. Subsequently,
we conduct comprehensive evaluation experi-
ments on both open-source and closed-source
models across 26 different configurations, re-
vealing critical performance gaps in this field.
The code and data: https://github.com/
dengc2023/LongDocURL.

1 Introduction

The research of document understanding has been
advanced remarkably in the last decade. However,
past works mostly rely on smaller, specialized mod-
els, necessitating the design of independent models
for each specific task (e.g., document structure pars-
ing). This strategy not only increases the labor in
model development but also limits the applicabil-
ity of the models. Recently, this field has under-
gone transformation with the rise of large language
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Figure 1: Comparison with other datasets in average
pages and text tokens per document.

models (LLMs) and large vision-language models
(LVLMs), such as the open-source InternLM-XC2-
4KHD (Dong et al., 2024b) and TextMonkey (Liu
et al., 2024). These models are showcasing their ca-
pabilities in handling complex document elements
like charts and images, managing longer contexts
up to 128k or more, and tackling diverse tasks in
addition to OCR task, such as table question an-
swering and layout understanding.

Despite the advances in model capabilities, the
evaluation of complex document tasks is somewhat
lacking. Take DocVQA (Mathew et al., 2021) as
an example; it is one of the standard benchmarks
for document understanding, but it can only as-
sess single-page documents, and many models can
easily exceed an accuracy of 95% (e.g., Qwen2-
VL (Alibaba, 2024)). The benchmarks detailed in
Table 1 exhibit limitations in adequately address-
ing complex elements, longer contexts, and diverse
tasks: 1) Complex elements: Most benchmarks
fail to cover all elements such as paragraphs, titles,
tables, and figures, focusing instead on only some
of the contents. Additionally, discussions about the
interrelations among different elements are scarce.
2) Longer contexts: Current benchmarks for multi-
page document question answering, such as MP-
DocVQA (Tito et al., 2022) and DUDE (Lan-
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Generated Question : What are the four main areas of 
translational and applied research that used the most 
animals in 2018?

Ground Truth: ["Animal diseases and disorders", 
"Human cancer", "Human nervous and mental disorders", 
"Human infectious disorders”]

Evidence: Page 37 Figure, Page 38 Table

Understanding
Generated Question : Where is the majority of non-
human primates sourced from in 2018?

Augmented Question : Where is the highest of non-
human primates sourced from in 2018?
(A) Asia (B) Africa (C) EU (D) American

Ground Truth: A

Evidence : Page 24 Figure
Reasoning

Generated Question : Which section best matches the following description: 
<description>…</description>. Select titles from the doc that best answer the question.
Ground Truth: IV.2.1.1. Main categories of scientific purposes

Evidence : Page 29, 30 Title + Paras

Locating
Model: GPT-4o, Gemini-1.5-Pro, etc.
Description : 10.8 million animals were used
for scientific purposes in the EU-28 and 
Norway in 2018. Research was the primary
purpose …

Figure 2: LongDocURL comprises 20 sub-tasks focusing on three task categories: Understanding, numerical
Reasoning, and cross-element Locating. (Top) Thumbnail of a document example. Orange boxes indicate answer
evidence pages. (Bottom) Data examples generated from the document and screenshots of relevant part of answer
evidence pages.

deghem et al., 2023), do not assess documents ex-
ceeding 20 pages. While MMLongBench-Doc (Ma
et al., 2024) collects longer documents, it offers
only approximately 1k effective samples, with only
about 30% of questions involving cross-page infor-
mation. 3) Diverse tasks: Existing work focuses
more on OCR or easy question-answering tasks,
neglecting the exploration of capabilities in other
areas such as cross-element locating task (as shown
in Figure 2c). The above findings indicate that exist-
ing benchmarks lag behind the advances of models,
which could hinder the development of document
understanding.

In this paper, we present a comprehensive doc-
ument benchmark including three task categories:
1) Understanding: extracting information from
documents by identifying keywords, parsing the
structure of tables, etc. Answers are found directly
in the document. 2) Numerical Reasoning: pro-
cessing numerical information through counting,
calculating, comparing, and summarizing, requir-
ing both extracted information and reasoning for
concluding. 3) Cross-Element Locating: As men-
tioned earlier, discussions about the interrelations
among different types of elements are scarce. It is
often necessary to establish a task that evaluates
models’ ability to analyze relations among differ-
ent types of elements. For instance, in Para-Title
Locating task, as shown in Figure 2c, models must
summarize relevant sections to identify parts that
match a given abstract and then determine the re-

lation between the paragraph and its section titles.
This task requires switching element types (i.e.,
paragraphs to titles) during the answering process.

Our benchmark, named LongDocURL, com-
prises 20 sub-tasks according to different primary
tasks and answer evidence. More details are pre-
sented in Section 3. To efficiently assemble the
evaluation dataset for LongDocURL, we design
a semi-automated pipeline comprising four mod-
ules. Specifically, a Extract & Filter module identi-
fies documents of suitable length with rich layouts
from diverse document sources. A QA Genera-
tion module utilizes a multi-step iterative querying
process with advanced models (e.g., GPT-4o) to
generate QA pairs with evidence sources. Finally,
the Automated Verification and Human Verifica-
tion modules ensure the quality of the generated
content. Through this semi-automated pipeline,
we ultimately produce 2,325 QA pairs, covering
more than 33,000 pages of documents. Thereafter,
we conduct comprehensive evaluation experiments
with 26 different configurations (varying the model
and input format). These evaluation results in-
dicate that the highest-performing closed-source
model, GPT-4o, scored 64.5, leading all models,
while the best score for open-source models is only
30.6. This result reveals a potential gap in docu-
ment understanding and shows the need for further
improvement. Our contributions are as follows:

• We introduce three primary tasks of long docu-
ment and propose a comprehensive benchmark
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Benchmarks Data Size Answer Evidence Task Type
#Docs #Avg. Pages #Avg. Tokens #QA Multi-page(%) Cross-element(%) U R L

single-page
DocVQA (Mathew et al., 2021) - 1.0 151.5 - ✗ not specified ✓ ✗ ✗

ChartQA (Masry et al., 2022) - 1.0 236.9 - ✗ not specified ✓ ✗ ✗

multi-page(<=20)
MP-DocVQA (Tito et al., 2022) - 8.3 2,026.6 - ✗ not specified ✓ ✗ ✗

DUDE (Landeghem et al., 2023) - 5.7 1,831.5 - ✓(2.1%) not specified ✓ ✓ ✗

multi-page(>20)
MMLongBench-Doc (Ma et al., 2024) 135 47.5 21,214.1 1,082 ✓(33.0%) ✓(22.6%) ✓ ✓ ✗

M-Longdoc (Chia et al., 2024) 180 210.8 - 851 - - ✓ ✓ ✗

LongDocURL (Ours) 396 85.6 43,622.6 2,325 ✓(52.9%) ✓(37.1%) ✓ ✓ ✓

Table 1: Comparison between LongDocURL and previous document understanding datasets. Task types:
(U)nderstanding, (R)easoning, and (L)ocating.

comprising 20 sub-tasks categorized based on
different primary tasks and answer evidences to
support more fine-grained evaluation.

• We develop a cost-efficient semi-automated
construction pipeline and generate 2,325 high-
quality QA pairs, covering more than 33,000
pages of documents, which significantly outper-
forms existing benchmarks.

• We conduct comprehensive evaluation experi-
ments of both open-source and closed-source
models under 26 different configurations.

2 Related Work

Models for Document Understanding. There
are two main types of language models for doc-
ument understanding: (1) OCR-dependent mod-
els, which use Optical Character Recognition
(OCR) to extract text for processing, including the
LayoutLM series (Xu et al., 2020, 2021; Huang
et al., 2022) and text-only LLMs (Meta, 2024;
QwenTeam, 2024); and (2) end-to-end models,
which use a visual encoder to extract features
from document images, integrating them with text
for input into language model backbones. Most
of document-related LVLMs fall into this cate-
gory, such as GPT4o (OpenAI, 2024), Gemini-
1.5 (GeminiTeam, 2024), Claude-3.5-Sonnet (An-
thropic, 2024), mPLUG-DocOwl2 (Hu et al., 2024),
Qwen2-VL (Alibaba, 2024).

Methods for Long Document Understanding.
To address the challenges of cross-page docu-
ment understanding with excessively long context
lengths, early approaches employed hierarchical
encoding methods (Tito et al., 2022; Kang et al.,
2024; Cho et al., 2021; Dong et al., 2024a). In
these approaches, an independent encoder pro-
cesses the OCR text and visual modal informa-
tion for each page, which is then passed to a

small language model decoder for cross-page con-
textual learning. However, this approach is lim-
ited by the redundancy in OCR inputs, which re-
stricts the context length and leads to the accumu-
lation of errors (Xu et al., 2020, 2021; Appalaraju
et al., 2021). Recently, with the rise of multi-
modal large models, methods based on multimodal
Retrieval-Augmented Generation (MM-RAG) (Yu
et al., 2024; Blau et al., 2024; Ding et al., 2024a;
Zhang et al., 2024a,b; Cho et al., 2024) and end-to-
end multi-page large models (Jiang et al., 2024; Li
et al., 2024; Jia et al., 2024) have emerged. These
models leverage the world knowledge of large lan-
guage models to enhance understanding. End-to-
end approaches mitigate error accumulation by dy-
namically reducing the number of visual tokens
across multiple pages/images and build large scale
instruction turning dataset (Jiang et al., 2024; Li
et al., 2024; Jia et al., 2024; Hu et al., 2024), al-
lowing for longer context lengths. Methods such
as multi-page RAG facilitate dynamic interactions
with OCR and other text information to remove
redundant multimodal tokens.

Benchmarks for Long Document Understand-
ing. Multi-page or long documents place higher
demands on the model’s capabilities in cross-
page understanding. Current multi-page doc-
ument benchmarks, such as MP-DocVQA and
DUDE, do not assess documents exceeding 20
pages. MMLongBench-Doc (Ma et al., 2024)
and M-Longdoc (Chia et al., 2024) have been
proposed to evaluate the understanding capabili-
ties of longer documents, which have an average
of 47.5 and 210.8 pages per document, respec-
tively. Meanwhile, MMVQA (Ding et al., 2024a)
and MVQA (Ding et al., 2024b) are proposed to
better evaluate the retrieval-based method. We-
bQuest (Wang et al., 2024) focuses on evaluating
models’ performance on text-rich web images.
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Figure 3: Overview of our semi-automated construction pipeline. The pipeline comprises four modules: (a) Extract
& Filter; (b) QA Generation; (c) Automated Verification; (d) Human Verification.

3 LongDocURL

3.1 Overview
Firstly, each question-answering pair can be cat-
egorized by three primary tasks: Understanding,
Reasoning, and Locating, as discussed in Section 1.
Secondly, we define four types of answer evidences
based on element type: (1) Text: pure texts, such
as paragraph; (2) Layout: text elements with spe-
cial layout meaning (generalized text), such as title,
header, footer, table name and figure name; (3) Fig-
ure: including charts and general images. (4) Table.
In addition, each question-answering pair can be
classified into single-page or multi-page based on
the number of answer evidence pages and single-
element or cross-element based on the number of
types of evidence elements. Based on different pri-
mary tasks and answer evidences, we divide our
dataset into 20 sub-tasks. As shown in Figure 4,
for the Understanding or Reasoning task, we di-
vide our dataset into 8 sub-tasks according to the
number of answer evidence pages. Compared to
the two tasks, we pay more attention to the inter-
relations among different types of elements in the
Locating task and we build 4 sub-tasks based on
the combination of different element types. Data
examples are presented in Appendix F.

3.2 Q&A Construction
3.2.1 Evidence Collection
To objectively evaluate LVLM long document
question-answering comprehension ability, we first

crawl 200k PDF-formatted documents from Com-
monCrawl1 and filter them by page length(i.e.,
50~150) and language(i.e., English) to create a
candidate set of approximately 3,000 documents.
Then, we categorize these candidates by document
type. Specifically, we randomly select 5~10 pages
from a document, and prompt GPT-4o to classify its
document type based on document content and lay-
out. We finally retain 396 documents to construct
our benchmark. These documents span eight types:
research reports & papers, user manuals & guides,
books & e-books, theses & dissertations, work &
project summaries, presentation materials, project
proposals, and meeting minutes & summaries, with
an average of 85.6 pages per document.

Thereafter, we utilize both PyMuPDF2 and Doc-
mind3 to parse the PDF and extract texts and layout
information from the documents. For instance, the
tables are converted into markdown format with
Docmind. We organize the extracted results in the
format of text-type-bbox triples as a symbolic rep-
resentation of elements: 1) text: the recognized text
of the elements; 2) type: the element type. 3) bbox:
the bounding box of the element. Notably, we build
the element triples at the region level, such as para-
graph, table, chart, footnote and title, instead of the
line level.

1https://corp.digitalcorpora.org/corpora/files/CC-MAIN-
2021-31-PDF-UNTRUNCATED/

2https://pymupdf.readthedocs.io
3https://www.aliyun.com/product/ai/docmind
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Figure 4: Our LongDocURL comprises 20 sub-tasks.
Inner: divided by the primary task categories (Under-
standing, Reasoning, and Locating). Middle: divided
by the number of answer evidence pages (Single-Page,
Multi-Page), and the number of types of evidence ele-
ments (Cross-Element). Outer: divided by the types of
evidence elements (Text, Table, Figure, Layout).

3.2.2 Q&A Generation
Directly prompting LVLM to generate conversa-
tional question-answering pairs based on a single or
multiple document images proves often ineffective,
due to the inability to fully parse diverse elements
present in the documents. Similar to LLaVA (Liu
et al., 2023), we adopt a two-stage pipeline: Ini-
tially, we parse our PDF-formatted documents and
get the “text-type-bbox” triples discussed in Sec-
tion 3.2.1. Subsequently, we design prompts to
query LLMs/LVLMs in a multi-step round, and
finally generate question-answering pairs. Specifi-
cally, as shown in Figure 3, we present the defini-
tion of each task and description of related restric-
tion as a part of the prompts. Details can be found
in Appendix B.

3.3 Q&A Verification
3.3.1 Automated Verification
We design an automated method to verify the qual-
ity of synthesized question-answering pairs to iden-
tify and correct corresponding issues. As shown
in Figure 3, a qualified question-answering pair
should be verified using these criteria: (1) Task
Relevance. (2) Format Correctness. (3) Faithful-
ness.

The verification results are utilized to classify
samples: those that fail are marked as negative, and
those that pass are marked as positive. We analyze
the verification results and observe approximately
75.2% of the raw data in the Cross-Title Locat-

Statistic Number

Document
- Total 396
- Type 8
- Avg. pages 85.6

Question & Answer
- Total 2,325
- Avg. question tokens 35.5
- Max. question tokens 277

Task Type
- Understanding 1,243 (53.5%)
- Reasoning 387 (16.6%)
- Locating 695 (29.9%)

Type of Evidence Element
- Pure-text 994 (42.8%)
- Layout 779 (33.5%)
- Table 556 (23.9%)
- Figure 871 (37.5%)

Number of Evidence Pages
- Single-page question 1,093 (47.0%)
- Multi-page questions 1,230 (52.9%)
- Unanswerable questions 2 (0.1%)

Number of Evidence Element Types
- Single-element question 1,463(62.9%)
- Cross-element question 862(37.1%)

Answer Format
- String 941 (40.5%)
- Integer 431 (18.5%)
- Float 185 (8.0%)
- List 757 (32.6%)
- None 11 (0.5%)

Table 2: Document and Q&A statistics based on differ-
ent tasks and answer evidences.

ing task are marked as negative samples, while
the percentage is 19.6% in the Cross-Table Locat-
ing task. Additional statistics data is presented
in Table 5. In the next stage (Section 3.3.2), we
present both the final result and texts of verifica-
tion chains to the human annotator as reference
information to guide further verification.

3.3.2 Human Verification
There are two shortcomings of automated veri-
fication in Section 3.3.1: (1) It only completes
the classification of positive and negative samples,
but does not recycle them, which causes waste.
(2) When verifying the consistency between the
question-answer pair and the document, only the
text information is referenced, which may lost sig-
nificant visual structure information compared to
the source document. In the human verification
stage, we focus on tasks that are challenging for
automated verification, such as recovering negative
samples and checking the consistency between the
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question-answering pair and the visual source infor-
mation. The Human Verification module comprises
the following parts:

• Criteria Rechecking. The annotator reviews the
intermediate process of machine verification to
determine whether it is reasonable and whether
the negative samples can be recovered by simply
correcting the question-answer pair.

• Extra Annotation. Human annotators should
oversee the question-answer pair process using
the source visual document, not the parsed one.
First, they need to verify if the evidence provided
by the model aligns with the document’s content,
and then ensure that the final answer can be de-
rived step by step from the intermediate process.

• Cross-Checking. After the annotators complete
the first round of annotation, we require the an-
notators to cross-check each other’s annotation
results to improve the quality of annotation.

The labor resource allocation for data annotation
is detailed in Appendix H.

3.4 Dataset Statistics

As shown in Table 2 and Figure 8, our Long-
DocURL comprises 396 documents and 2,325
question-answering samples. The average pages
per document range from 50 to 150. The cross-
element locating task we designed contributes
37.1% of the data, providing support for evaluating
the model’s cross-element interaction capabilities
in long contexts. The dataset includes five types
of answers, ensuring compatibility with automated
evaluation while maintaining completeness and ac-
curacy. In addition, we compare the characteristics
of question set in our LongDocURL with that in
MMLongBench-Doc. The results are presented in
Appendix C.

4 Experiments

4.1 Evaluation Protocols

Allowing models to think freely can enhance perfor-
mance but often results in lengthy responses. Cur-
rent rule-based scorers are only effective with spe-
cific short formats, making it difficult to evaluate
longer responses. Therefore, we need an answer ex-
tractor (GPT4o) to convert detailed responses into
concise ones. Following MATHVISTA (Lu et al.,
2024) and MMLongBench-Doc (Ma et al., 2024),

we implement a three-stage protocol: response gen-
eration, answer extraction, and score calculation.
In the score calculation stage, we divide scores
into five categories (Integer, Float, String, List, and
None). Different from MMLongBench-Doc, we
adopt a softer and more reasonable scoring stan-
dard. See Appendix D for more details.

4.2 Experimental Setup

Models We divide the experiments into two cate-
gories: text-input and image-input. For text-input
configuration, document texts parsed by OCR en-
gines are input into LLMs/LVLMs. We conduct
our experiments on both open-source and closed-
source models across 26 different configurations.
Input Paradigm The documents in our Long-
DocURL have a max of 150 pages, and most of
models are unable to fully process the context to
obtain the answer due to GPU memory or inter-
face limitations. Therefore, similar to the merge
method used in previous benchmarks (Ma et al.,
2024), we design the cut-off paradigm for the eval-
uation of current models.

For LVLMs, we cut 30 continuous pages around
the answer evidences from the original PDF-
formatted document, and feed the converted im-
ages into the models. Details of selection rules are
in Appendix D.2. As for LLMs, we input the texts
parsed by OCR engines, including PyMuPDF and
Docmind.
Other Configurations We assess the proprietary
models using API resources, while the evaluation
of the open-source models is conducted on H20 ma-
chines with 96G memory. To reduce variance, we
set the temperature coefficient to 0.0 when generat-
ing free-form response and extracting short answer.

4.3 Main Results

As shown in Table 3 and Table 7, we calculate
generalized accuracy scores to assess model ca-
pabilities. Regarding LVLMs, we draw the fol-
lowing conclusions: (1) Highest Scoring Model:
Only GPT-4o meets the passing standard and
scores highest at 64.5, indicating that our Long-
DocURL presents significant challenges for cur-
rent models. (2) Comparison of Open-source and
Closed-source models: Proprietary models demon-
strate better overall performance compared to open-
source models. Among open-source models, only
Qwen2-VL (score 30.6) and LLaVA-OneVision
(scores 22.0 and 25.0) exceed a score of 20, while
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Model Size

Understanding Reasoning Locating
Totalsingle-page multi-page single-page multi-page cross-element

TXT LAY FIG TAB all TXT LAY FIG TAB all TXT LAY FIG TAB all TXT LAY FIG TAB all CTi CTa PTi FTa all
259 91 94 263 612 443 172 174 115 631 40 12 28 98 158 115 40 85 69 229 201 126 137 231 695 2325

OCR (PyMuPDF4) + Large Language Models (LLMs)

Open-source Models
LLaVA-Next-Interleave 7B 23.0 23.8 11.8 16.7 19.5 36.2 32.3 25.0 29.2 33.1 9.4 14.5 3.6 8.2 8.7 27.3 15.0 20.8 23.3 23.0 6.4 4.9 7.8 2.6 5.8 18.7
LLaVA-OneVision 7B 27.0 21.8 18.7 17.8 22.7 43.1 37.6 33.6 33.4 39.1 14.4 39.8 9.4 8.2 10.4 31.9 25.0 29.0 20.5 27.0 13.8 1.8 12.2 14.6 11.2 23.3
LLaVA-OneVision-Chat 7B 28.6 22.8 25.4 19.4 24.6 43.0 36.3 35.4 31.0 38.6 14.4 39.6 14.3 10.0 12.4 31.2 20.0 28.0 22.4 26.7 16.3 2.7 16.7 16.4 14.0 24.6
Qwen2-VL 7B 29.4 24.8 20.2 19.8 24.5 42.3 36.6 33.6 33.3 38.1 16.9 31.4 17.9 8.2 12.5 32.0 22.5 33.8 23.7 29.4 17.5 3.0 17.9 17.0 14.9 25.0
Qwen2.5-Instruct 7B 27.1 29.4 21.4 21.9 24.7 36.5 32.9 33.8 28.0 34.3 12.4 24.5 28.6 17.3 18.3 32.0 32.5 29.2 24.2 27.4 31.3 7.7 13.5 28.2 20.5 25.9
Qwen2.5-Instruct 14B 29.8 22.8 23.1 24.3 26.4 38.4 34.6 37.4 33.5 36.1 21.9 39.8 32.1 19.4 21.4 29.3 35.0 22.1 22.7 25.6 34.9 14.6 16.8 29.7 24.2 27.9
Qwen2.5-Instruct 32B 28.8 23.9 24.8 24.7 26.6 34.9 32.6 31.3 36.0 33.4 22.5 33.3 35.7 15.3 20.3 31.1 40.0 32.7 25.3 29.4 33.5 23.1 28.5 31.2 29.5 29.2
Qwen2.5-Instruct 72B 31.9 30.3 23.3 25.3 28.3 42.3 39.7 35.1 34.6 39.4 22.5 25.0 35.7 15.3 20.2 38.0 39.9 32.6 26.7 32.0 36.2 21.8 38.6 35.3 34.2 32.9
Proprietary Models
Qwen-Max - 31.4 31.1 24.0 22.5 27.1 40.0 35.3 33.5 34.8 37.0 22.5 25.0 32.1 14.3 19.0 31.9 37.5 31.5 22.9 28.3 37.9 25.6 38.3 29.1 34.0 31.4
Gemini-1.5-Pro - 29.4 31.8 25.2 25.8 27.8 41.3 40.3 35.5 32.0 38.6 21.9 23.1 28.6 20.4 21.4 31.9 40.0 36.2 24.3 30.4 39.2 21.3 32.2 35.1 32.8 32.0
Qwen-VL-Max - 37.2 37.0 29.1 26.3 32.0 45.4 44.1 39.9 44.5 43.3 28.7 66.2 45.8 20.4 26.8 37.1 37.5 33.8 27.1 32.1 25.5 13.9 34.4 30.4 27.3 33.3
GPT-4o - 33.5 29.6 27.4 27.0 30.4 42.6 42.7 38.0 33.5 40.2 27.5 25.0 42.9 21.4 25.9 33.7 37.5 31.5 25.6 30.0 42.5 24.1 40.8 35.6 37.2 34.7
O1-preview - 33.5 31.3 29.9 29.6 31.1 41.7 45.0 38.5 39.2 40.1 22.5 33.3 45.8 24.5 27.1 34.9 37.5 29.2 38.6 34.1 39.3 26.6 44.9 37.8 38.6 35.8

Large Vision Language Models (LVLMs)

Open-source Models
InternLM-XC2.5 7B 2.9 3.0 2.7 2.1 2.7 5.5 5.3 3.2 2.7 4.5 2.5 8.3 0.0 0.0 0.6 3.5 2.5 1.2 1.3 2.6 0.6 0.4 0.5 1.3 0.7 2.4
mPLUG-DocOwl2 7B 6.2 6.9 4.6 3.5 5.4 11.6 10.7 10.6 8.8 9.9 2.5 8.3 0.0 1.0 1.3 7.4 7.5 4.7 4.2 5.5 2.4 0.0 1.8 2.4 1.8 5.3
Pixtral 12B 10.1 8.2 6.7 4.6 7.5 10.2 8.6 5.5 7.2 8.4 2.7 8.9 0.0 0.0 0.7 10.0 5.0 4.6 2.5 5.8 3.7 1.3 1.9 2.2 2.4 5.6
Llama-3.2 11B 11.9 9.9 13.1 8.1 10.3 15.5 16.0 12.4 13.0 15.3 2.5 8.3 10.7 6.1 7.0 13.0 15.0 9.3 6.4 11.0 3.0 1.4 3.8 1.6 2.7 9.2
LLaVA-Next-Interleave 7B 19.7 17.1 8.6 8.1 14.0 30.3 25.4 19.7 16.6 26.3 7.5 16.7 10.1 5.1 6.9 21.4 12.5 19.9 8.5 17.2 6.6 1.1 3.7 2.4 3.8 14.1
LLaVA-OneVision 7B 28.6 32.4 19.2 14.6 22.3 36.7 37.1 28.1 23.5 33.7 10.7 22.9 6.5 6.0 7.6 26.4 20.0 24.0 12.2 22.6 17.7 9.2 6.8 25.5 14.1 22.0
LLaVA-OneVision-Chat 7B 29.5 34.1 26.0 17.9 24.8 36.9 38.4 34.5 26.9 36.0 6.9 14.5 6.5 8.2 8.0 31.8 22.5 29.3 16.5 26.6 22.5 9.9 13.6 29.7 18.7 25.0
Qwen2-VL 7B 37.9 37.2 30.0 29.8 33.4 43.8 38.0 37.8 33.5 40.2 19.0 54.9 21.4 17.2 19.3 33.2 22.5 34.5 16.5 28.6 25.7 22.1 17.6 27.0 22.6 30.6
Proprietary Models
Qwen-VL-Max - 61.1 54.5 58.2 53.7 57.7 63.0 57.2 56.1 53.3 60.0 44.1 66.6 57.1 38.6 44.0 45.8 42.5 38.5 41.0 43.8 25.4 16.7 47.5 49.8 36.0 49.5
Gemini-1.5-Pro - 54.8 57.2 60.1 48.8 52.8 61.4 56.9 54.2 51.8 58.4 37.7 57.9 46.4 31.3 35.9 53.4 52.5 47.8 40.4 48.6 48.4 18.9 46.7 68.1 46.4 50.9
GPT-4o - 71.1 67.5 68.5 66.4 68.6 70.1 67.4 69.1 63.8 68.6 56.7 66.6 70.8 49.5 55.7 67.3 55.0 61.7 61.1 62.8 50.7 40.1 66.8 78.5 59.6 64.5

Human Baseline

Human Experts - - - - - - - - - - 87.2 - - - - - - - - - 81.3 - - - - 81.6 84.8

Table 3: Generalized accuracy scores(0~1) on LongDocURL. There are 3 types of tasks: (U)nderstanding,
(R)easoning, and (L)ocating. There are 4 types of evidence elements: pure text(TXT), layout(LAY), chart &
image(FIG), and table(TAB). There are 3 types of evidence pages/elements: single-page(SP), multi-page(MP), and
cross-element(CE). Cross-element means at least two element types in the evidence(e.g., chart and table). CTi:
Cross-Title, CTa: Cross-Table, PTi: Para-Title, FTa: Figure-Table. The highest scores among models in each section
are highlighted in green . Human baselines are obtained from 102 uniformly distributed samples.

other models with fewer than 13B parameters fall
below this threshold.

To compare the performance of models using
text input versus image input, we included the O1-
preview and Qwen2.5 series. The experimental
results show that the overall scores of LLMs sig-
nificantly lower than LVLMs, with the top LLM
score trailing the top LVLM score by about 30
points. This gap is mainly because important doc-
ument information is lost when parsed into plain
text using PyMuPDF. Our dataset features numer-
ous table-related and chart-related Q&A pairs, and
the loss of structural information hinders LLMs’
ability to extract critical evidence. These results
highlights our LongDocURL as a benchmark for
assessing the document structure parsing capability
of LVLMs.

4.3.1 Fine-Grained Analysis
We include more fine-grained results in Table 7 and
Figure 5, based on document sources, task cate-
gories, document elements, and evidence pages.
Document Sources As shown in Figure 5, the mod-
els perform better on books, reports, manuals, and
project proposals, likely due to their simpler layout,
which facilitates key information extraction. Con-

versely, the models struggle with less common doc-
uments like meeting minutes and work summary,
which have limited data.
Task Type Observations reveal: (1) Proprietary
LVLMs perform comparably on reasoning and lo-
cating tasks, but image-to-text conversion impacts
reasoning capabilities more severely. For instance,
switching to text input, GPT-4o’s reasoning scores
drop by 31.6 points versus 22.4 points for locating.
(2) Strong models are balanced in reasoning and
locating, whereas weaker models perform poorly
on locating, suggesting a training focus on capabil-
ities of understanding and reasoning over spatial
and logical relationships in locating tasks.
Document Elements Models score highest on Text
questions and lowest on Table ones, highlighting
deficiencies in document structure parsing. Fig-
ure and Layout question types yield similar scores.
Scores for cross-element tasks fall between single-
page and multi-page QA, closely aligning with the
overall assessment.
Single-page vs Multi-page Single-page QA ac-
curacy is lower than multi-page QA. This reveals
that answers for some questions can be gathered
from multiple pages, thereby reducing the difficulty.
However, models like GPT-4o and Qwen-VL-Max
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Figure 5: Fine-grained Results. We choose 3 proprietary and 3 open-source models to conduct further analysis
based on (left) task types, document elements, evidence pages, and (right) document sources.

show lower accuracy on multi-page QA, revealing
a contradiction where their scores on locating tasks
in multi-page QA are lower, thus skewing overall
performance.

Model Size Image-input Text-input
cut-off merge pymupdf docmind

Open-source Models
Qwen2-VL 7B 30.7 7.64 24.4 45.3
LLaVA-Next-Interleave 7B 12.6 10.9 16.9 29.7
LLaVA-OneVision-Chat 7B 24.1 14.0 23.0 39.1
Proprietary Models
Gemini-1.5-Pro - 48.1 -5 34.0 64.8
GPT-4o - 64.4 44.9 36.5 66.2
O1-preview - - - 38.0 63.4

Table 4: Comparison among different input paradigms
on a subset of 20% data.

4.4 Ablation of Input Paradigms
To explore the optimal input format in long doc-
ument question-answering, we conduct ablation
experiments across two image-input and two text-
input paradigms. The image-input paradigms in-
clude: (1) cut-off, following the configuration de-
tailed in Section 4.2, and (2) merge, where doc-
ument images are combined from raw document
lengths (50~150) into 20~30 new images. Further
details can be found in Appendix D.1.

We note that the table structure information sig-
nificantly degrades when parsed by PyMuPDF,
while the markdown-format table texts parsed by
Docmind retain greater structural integrity. To as-
sess the impact of structural information loss on
model performance, we conducted experiments
with two input types: (1) text-input-docmind, uti-
lizing texts parsed by Docmind, and (2) text-input-

4363 out of 465 Q&A pairs meet OOM problems with
Qwen2-VL. We calculate normalized score on the size of 465.

5Not completed due to resource limitations.

pymupdf, utilizing texts parsed by PyMuPDF. The
analysis of the results presented in Table 4 led us
to the following conclusions:
Text-input vs. Image-input: The scores in the
cut-off paradigm are higher than that in the text-
input-pymupdf paradigm, but lower than that in
the text-input-docmind paradigm, indicating that
this method can effectively extract table structure
information, but it can be improved further.
Cut-off vs. Merge: The merge method preserves
a greater number of context tokens by concatenat-
ing multiple images, while the cut-off method suc-
ceeds in acquiring prior information by shortening
the context window. Experimental results suggest
that the cut-off may yield better problem-solving
capabilities than merging, providing insights for
the future construction of multimodal Retrieval-
Augmented Generation (RAG) systems.
Impact of Structural Information: For propri-
etary models, performance utilizing Docmind is
at least 25 points higher than that with PyMuPDF,
while the disparity is 15 points for open-source
models. The absence of table structure informa-
tion significantly hampers the performance of both
open-source and proprietary models.

5 Error Analysis and Model Insights

Error Analysis We randomly sample 97 erro-
neous records and conduct a error analysis of the
best-performing model, GPT-4o. We classify the
errors into 7 types (See Appendix G for detailed
descriptions and qualitative examples) and show
their distribution in Figure 6.

Perceptual errors constitute the most prevalent
category (32.7%), arising from inaccuracies in rec-
ognizing, parsing, or counting document elements
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Figure 6: Error distribution over 97 annotated GPT-4o
errors.

such as tables, figures, and formulas. Typical mani-
festations include incorrect heading hierarchies and
mismatched figure-text correspondences, indicat-
ing that complex document structures and OCR per-
formance remain primary bottlenecks for LVLMs.
An example of perceptual errors in LongDocURL
is shown in Figure 7. Reasoning errors repre-
sent the third-largest category (16.8%), occurring
during calculation, comparison, or summarization
even when relevant evidence is correctly identified.
A significant proportion of errors (20.6%) involves
inconsistent formats, highlighting the inflexibility
of rule-based evaluation. For instance, a response
of "50212000" for "$50.2 million" was incorrectly
scored as entirely wrong. The remaining error cate-
gories (Hallucinated Evidence, Irrelevant Answer,
Incomplete Evidence, and Extractor Error) collec-
tively accounted for 29.9% of cases.

Model Insights We analyze open-source models
from two key aspects: dataset adaptation and train-
ing strategy. First, Qwen2-VL (LVLM) demon-
strates superior performance over its LLM vari-
ant in Table 3, attributable to its extensive multi-
modal training that strengthens both comprehen-
sion and generation capabilities across modalities.
Second, LLaVA-OneVision-Chat outperforms its
base model (LLaVA-OneVision), as it employ Di-
rect Preference Optimization (DPO) and human
feedback to boost generalization and reasoning in
long-document tasks. Additionally, we observe fre-
quent failures caused by poor layout analysis and
table/chart parsing. Incorporating layout parsing
into continual pretraining or fine-tuning could mit-
igate these errors. Alternatively, a multi-stage re-
sponse framework—where models first parse doc-
ument structure before reasoning—may improve
performance.

Question: What was the CIF value (in BS million) for imported miscellaneous crops
in 2020?

Ground Truth: 16.8 GPT-4o:
To find the CIF value (in B$ million) for
imported miscellaneous crops in 2020, we
need to refer to the relevant data provided in
the images. From the 4th image, we have the
following information about the miscellaneous
crops industry in 2020:
- Total Import: 15,073.5 metric tonnes
- CIF Value: 15.20 million B$
Since the total CIF value is already given in
B$ million, so the CIF value for imported
miscellaneous crops in 2020 is 15.20 million
B$.
Extractor result: 15.20

Error Reason: 
The key values don’t correspond, CIF 
Value corresponds to 16.80, while 
Retail Value corresponds to 25.20

Perceptual Error×

Figure 7: A basic perception error, with the error high-
lighted in red.

6 Conclusion

In this study, we address the limitations of existing
document benchmarks. We propose LongDocURL,
which includes 20 capabilities across 3 tasks, 3
evidence modes, and 4 document elements. A
semi-automated pipeline generated over 2,300 high-
quality question-answer pairs, covering more than
33,000 pages of documents. Subsequently, we con-
ducted a comprehensive evaluation of 26 differ-
ent parameter amounts of both open-source and
closed-source models, revealing potential gaps in
document understanding.

Limitations

From the perspective of dataset source, the types
of documents discussed in this paper are still lim-
ited. A broader range of data sources would pro-
vide richer document layouts and element informa-
tion, which would be more beneficial for evaluation.
Moreover, the dataset can be further expanded by
the automated construction pipeline. On the other
hand, designing better model structures and train-
ing processes to improve performance on Long-
DocURLwill be more important. However, this
may have gone beyond the scope of this paper.
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A More Statistics of LongDocURL

Figure 8 illustrate our dataset distribution charac-
teristics across document pages, answer evidence
page, evidence pages length, document sources,
and evidence element types.

B Method Details

B.1 QA Construction

B.1.1 Prompt Template for QA Generation

[System]
You are an expert in document question-answering
dialogue synthesis. Please complete the following
instructions based on the given text. The response
must be true and accurate, and no additional content
should be output.

[Task Description]
Your task is <detailed_task_description>

[Restriction]
Ensure questions and answers are suitable and cor-
rect.
Only include questions that have definite answers,
that is:

• one can see the content in the image that the ques-
tion asks about and can answer confidently;

• one can determine confidently from the image that
it is not in the image, don’t ask any question that
cannot be answered confidently.

Provide detailed evidence description first and then
give final short answers. Use examples or reason-
ing steps to support your content. You can include
multiple paragraphs if necessary.
<other_restriction_description>

[Response Examples]
<few_qa_examples>

[Context Input]
<structured_text> | <previous_response>

Notes: <structured_text> refers to text-type-
bbox triple processed by Docmind engine, which
is discussed in detail in Section 3.2.1. <previ-
ous_response> refers to possible intermediate re-
sult(e.g., summary sentences in our Para-Title Lo-
cating task. Specifically, we prompt LVLMs to
generate summary sentences of one or multiple
paragraphs under certain section titles first, and
then utilize these summaries and title names to con-
struct question-answering data.)

B.1.2 Prompt Template for QA Verification

[System]
You are an expert in document question-answering
verification. Please complete the following instruc-
tions based on the given text. The response must be
true and accurate, and no additional content should
be output.

[Task description & Verification criteria]
Your task is to ensure the quality of question-answer
pairs in the context provided. you need to follow the
steps outlined below to systematically evaluate each
pair’s effectiveness and accuracy. Implement this
process diligently to maintain high standards across
the batch of QA pairs.

1. Question type check

Does the question match the task description:
<task_description>
Make sure the question meets the required task
context.

2. Formatting and Presentation

Is answer properly formatted?
Ensure the answer uses a list format to store the title
content.

3. Relevance Check
Does the question relate directly to document content
rely on the context provided, the answer accurately
reflect the information in the document?
Ensure the question is formulated based on informa-
tion explicitly stated or implied in the document. The
question should not introduce concepts unrelated to
the document’s content.
Validate that the answer references specific data or
statements from the document. Avoid including
extraneous information not supported by the
document.

4. Clarity and Precision
Is the question clear and unambiguous? And is the
answer concise and precise? Ensure the language
is straightforward and easily understandable, avoid
complex phrasing that may confuse the reader.
The intention of the question and answer pair must be
clear and direct, avoiding verbosity and unnecessary
detail.
Ensure the answer fully addresses the question
without omitting crucial information.

5. Consistency and Coherence
Check for logical flow and coherence, ensuring the
question aligns seamlessly with the document’s nar-
rative or arguments. Verify that the answer does not
contradict or misrepresent other sections of the docu-
ment.
By practicing this process, you can confirm whether
the quality of the question-answer pairs meets the
requirements. If all the above conditions are met,
please output yes, otherwise output no.

Generated QA: <qa>

Input Context: <evidence_context>
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Figure 8: The statistical analysis of our dataset about the distribution characteristics across (a) document pages, (b)
answer evidence page, (c) evidence pages length, (d) document sources, and (e) evidence element types.

B.1.3 Statistics of QA Verification

Verify U + R L

Before 2857 1520
After 1630 695

57.1%↓ 45.7%↓

Table 5: Statistics of changes in the amount of data
before and after verification.

C Comparison with MMLongBench-Doc
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Figure 9: The dataset attributes comparison between
our LongDocURL and MMLongBench-Doc.

D Experimental Details

D.1 Merging Rules of Images Input

As discussed in Section 4.4, we design a merge
paradigm for the evaluation of current LLM-
s/LVLMs.

#Columns_merged = 2 if total_pages/30 <=
4 else 3

Total_pages #Columns_merged #Images_merged

50<x<=60 2 x/2
60<x<=90 2 x/3
90<x<=120 2 x/4
120<x<=150 3 x/5

Table 6: Merging rules in the ablation experiment of
input paradigms. #Columns_merged: the number of
columns in the sub-image array in the merged image;
#Images_merged: the number of new images after
merged.

D.2 Selection Rules of Images Input

As discussed in Section 4.2, we design a cut-
off paradigm for the evaluation of current LLM-
s/LVLMs. We provide pseudo-code below to ex-
press the selection rules.
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# All page ids mentioned are based on the order in the raw
document.
# context_start_end: page start/end id of context in qa
generation
# num_of_images_input: the number of input images, 30
images in cut-off paradigm
# total_pages: total pages in the raw document
# img_start, img_end: input page start/end id
raw_start_page, raw_end_page =
context_start_end
raw_pages_len = raw_end_page - raw_start_page
img_start = max(0, raw_start_page -

(num_of_images_input - raw_pages_len)//2
img_end = img_start + num_of_images_input
if img_end >= total_pages:

img_end = total_pages
img_start = max(0,
img_end - num_of_images_input)

return img_start, img_end

D.3 Prompt for Response Generation

<document_images>

You are an expert in visual document question-
answering, please answer our questions based on the
given doc images.

Following is our question:
<question_start><question></question_end>

D.4 Prompt for Answer Extraction
Prompt for answer extraction is displayed in
Figure 10. Based on the template given in
MMLongBench-Doc (Ma et al., 2024), we make
some modifications, which are marked in blue.

D.5 Scoring Rules
Following MATHVISTA (Lu et al., 2024), we eval-
uate the model’s responses by scoring the extracted
answers against the reference answers. Following
MMLongBench-Doc (Ma et al., 2024), our scorer
is rule-based and employs different strategies ac-
cording to the format of the reference answer. We
detail its rules as below:
String: We firstly use a series of regular expres-
sions to determine whether the answers require
exact matching (e.g., telephone numbers, email ad-
dresses, website addresses, file names, times, dates,
etc.) If an exact match is needed, we perform a
straightforward string comparison and score the
answer either 0 or 1. Otherwise, we calculate the
ANLS (Average Normalized Levenshtein Similar-
ity) with a pre-defined threshold (τ = 0.5).
Integer: We perform an exact match comparison
and score the answer either 0 or 1.
Float: We view the prediction and reference an-
swers as equal if they fall within a 1% relative

tolerance.
List: Compared with MMLongBench-Doc, we
adopt a relatively soft rule for scoring answers in
list format: (1) If the prediction does not have the
same number of elements as the reference, it incurs
a length-dependent penalty instead of receiving a
score of 0, which we think more reasonable. (2)
The score of models on single element of the ref-
erence list is the highest one among the scores
which are calculated and combined between the
element and each one of the prediction list. Com-
pared with MMLongBench-Doc, we assume that
the sorting positions of the two lists are not always
one-to-one corresponding, allowing more errors,
and our rules are gentler and more tolerant. We
use pseudo-code below to express the scoring rules
in MMLongBench-Doc and our LongDocURL, re-
spectively. The element-wise scoring strategies is
determined by the formats of elements (i.e., string,
integer or float).

# MMLongBench-Doc
pred_list, ref_list = sorted(pred_list), sorted(ref_list)
Score(pred_list, ref_list) = min([score(pred, ref) for
pred, ref in zip(pred_list, ref_list)])

# LongDocURL
pred_list, ref_list = sorted(pred_list), sorted(ref_list)
greedy_scores_list = [
max([score(pred, ref) for pred in pred_list]) for ref in
ref_list
]
Score(ref_list, pred_list) =
sum(greedy_scores_list) / len(ref_list) * min(1,
len(ref_list) / len(pred_list)) ** 0.5

The part of the rule description that differs from
MMLongBench-Doc is mainly in the List section.

D.6 Fine-Grained Evaluation Results

Detailed results are presented in Table 7.
Related analysis is in Section 4.3.1.

E Case Study

Figure 11 and Figure 12 display the response of
different models, and we give a short error analysis
for each case.

F Data Examples

Figure 13, Figure 14 and Figure 15 provide samples
for three primary tasks.
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The answer extracting prompt used to make long response concise during evaluation

[Task Description]
Given the question and analysis, you are tasked to extract answers with required formats from the free-form analysis.
Your extracted answers should be one of the following formats: (1) Integer, (2) Float, (3) String and (4) List. If you
find the analysis the question can not be answered from the given documents, type "Not answerable". Exception: If the
analysis only tells you that it can not read/understand the images or documents, type "Fail to answer".
Please use <concise_answer> and <concise_answer> tokens at the start and end of the extracted answer. For example, if
the extracted answer is number 3, the format is <concise_answer>3<concise_answer>.
Please use <answer_format> and <answer_format> tokens at the start and end of the answer format. For example, if the
answer format is List, the format is <answer_format>List<answer_format>.
Please make your response as concise as possible. Also note that your response should be formatted as below:

Extracted answer: <concise_answer>[answer]<concise_answer>
Answer format: <answer_format>[answer format]<answer_format>

[Few Shots]
Please read the following example, then extract the answer from the model response and type it at the end of the prompt.

— Example 1:
Question: List the primary questions asked about the services in this report.
Analysis: The primary questions asked about the services in the report for The Limes Residential Home are:
1. Is the service safe?
2. Is the service effective?
3. Is the service caring?
4. Is the service responsive?
5. Is the service well-led?
Extracted answer: <concise_answer>[’Is the servife safe?’, ’Is the service effective’, ’Is the serve caring?’, ’Is the
service responsive?’, ’Is the service well-led?’]<concise_answer>
Answer format: <answer_format>List<answer_format>

— Example 2:
Question: How many regulations of the HSCA 2008 are breached in all according to this report?
Analysis: According to the report, the provider breached 10 Health and Social Care Act 2008 (Regulated Activities)
Regulations in total. Here are the specifics:
1. Regulation 13: Safeguarding service users from abuse and improper treatment
2. Regulation 12: Safe care and treatment
3. Regulation 18: Staffing
4. Regulation 11: Need for consent
5. Regulation 10: Dignity and respect
6. Regulation 9: Person-centred care
7. Regulation 17: Good governance
8. Regulation 18 (CQC Registration Regulations 2009): Notification of other incidents
9. Regulation 18: Failure to maintain an accurate and up-to-date care plan
10. Regulation 11: Failure to implement the Mental Capacity Act 2005 code of practice effectively
These breaches involve issues concerning staffing, safeguarding, medicines management, dignity and respect, consent,
care planning, governance, and failure to notify the CQC of incidents.
Extracted answer: <concise_answer>10<concise_answer>
Answer format: <answer_format>Integer<answer_format>

— Example 3:
Question: According to the survey that is the percentage of Chinese who are paying more or about the same attention to
politics after Trump’s election?
Analysis: The survey provided does not specify the percentage of Chinese individuals specifically who are paying more
or about the same attention to politics after Trump’s election. The report focuses primarily on American demographics
and does not include specific details about the Chinese population in relation to this question. If you need information
about a different demographic or a summary of the findings from the American demographic, I can certainly help with
that!
Extracted answer: <concise_answer>Not answerable<concise_answer>
Answer format: <answer_format>None<answer_format>

— Example 4:
Question: How many quotations from male respondent over 50 years old are included in this report?
Analysis: The image you’ve provided appears to be a screenshot of a document with multiple charts. However, the text
is too small and blurry to read accurately. If you can provide a clearer image or more context, I might be able to help
you with your question.
Extracted answer: <concise_answer>Fail to answer<concise_answer>
Answer format: <answer_format>None<answer_format>

Figure 10: Prompt for answer extraction during evaluation.
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Model Size
Task Type Evidence Element Page/Element Total

U R L TXT LAY FIG TAB SP MP CE
1243 387 695 994 779 556 871 1093 1230 862 2325

OCR (PyMuPDF4) + Large Language Models (LLMs)

Open-source Models
LLaVA-Next-Interleave 7B 26.4 17.2 5.8 26.0 13.8 15.4 14.0 14.4 22.6 16.0 18.7
LLaVA-Next-Interleave-DPO 7B 28.7 16.4 6.4 27.4 15.7 17.7 14.2 15.1 24.3 17.5 20.0
LLaVA-OneVision 7B 31.0 20.2 11.2 32.6 19.2 22.1 15.1 17.5 28.5 21.0 23.3
LLaVA-OneVision-Chat 7B 31.7 20.9 14.0 33.1 19.8 25.3 16.6 20.0 28.8 22.2 24.6
Qwen2-VL 7B 31.4 22.5 14.9 33.2 20.6 25.0 17.2 20.7 28.7 22.6 25.0
Qwen2.5-Instruct 7B 29.6 23.7 20.5 31.4 27.0 24.3 18.2 21.5 29.7 24.2 25.9
Qwen2.5-Instruct 14B 31.3 23.9 24.2 33.3 29.3 24.8 21.6 23.5 31.8 26.5 27.9
Qwen2.5-Instruct 32B 30.0 25.7 29.5 31.9 30.4 28.9 25.8 26.4 31.6 29.6 29.2
Qwen2.5-Instruct 72B 33.9 27.2 34.2 37.4 33.8 34.0 28.6 29.3 36.0 35.3 32.9
Proprietary Models
Qwen-Max - 32.1 24.5 34.0 34.6 32.8 32.6 27.7 28.3 34.1 33.2 31.4
Gemini-1.5-Pro - 33.3 26.7 32.8 35.5 34.7 32.4 26.9 28.3 35.4 33.1 32.0
Qwen-VL-Max - 37.7 30.0 27.3 39.6 31.2 35.1 27.9 31.1 35.2 34.2 33.3
GPT-4o - 35.4 28.3 37.2 37.6 36.3 36.3 30.2 31.9 37.2 35.8 34.7
O1-preview - 35.6 31.2 38.6 37.4 37.1 37.3 34.6 33.5 37.8 38.6 35.8

Large Vision Language Models (LVLMs)

Open-source Models
InternLM-XC2.5 7B 3.6 1.8 0.7 3.9 2.2 1.9 1.2 1.9 2.9 2.3 2.4
mPLUG-DocOwl2 7B 7.7 3.8 1.8 8.1 4.7 5.5 3.1 3.7 6.7 6.1 5.3
Pixtral 12B 7.9 3.7 2.4 8.8 4.8 4.3 3.1 4.8 6.2 5.3 5.6
Llama-3.2 11B 12.9 9.4 2.7 11.8 6.9 8.7 6.3 7.9 10.3 6.8 9.2
LLaVA-Next-Interleave 7B 20.2 13.0 3.8 21.8 10.8 12.1 6.7 10.0 17.8 11.3 14.1
LLaVA-Next-Interleave-DPO 7B 21.6 13.9 7.6 22.5 13.9 15.4 8.7 12.1 19.8 13.5 16.2
LLaVA-OneVision 7B 28.1 16.5 14.1 30.8 23.9 17.9 11.6 16.5 26.8 20.8 22.0
LLaVA-OneVision-Chat 7B 30.5 19.0 18.7 32.2 26.5 24.4 15.4 19.8 29.7 24.2 25.0
Qwen2-VL 7B 36.9 24.8 22.6 37.7 29.7 28.6 23.7 27.2 33.6 29.9 30.6
Proprietary Models
Qwen-VL-Max - 58.8 43.9 36.0 58.0 40.2 52.3 44.6 51.6 47.6 48.0 49.5
Gemini-1.5-Pro - 55.7 43.4 46.4 58.7 50.4 50.0 41.8 48.7 52.8 49.9 50.9
GPT-4o - 68.6 59.9 59.6 70.7 60.0 67.4 60.3 65.8 63.2 65.4 64.5

Human Baseline

Human Experts - - - - - - - - - - - 84.8

Table 7: Generalized accuracy scores(0~1) on LongDocURL. There are 3 types of tasks: (U)nderstanding,
(R)easoning, and (L)ocalization. There are 4 types of evidence elements: pure text(TXT), layout(LAY), chart &
image(FIG), and table(TAB). There are 3 types of evidence pages/elements: single-page(SP), multi-page(MP), and
cross-element(CE). Cross-element means at least two element types in the evidence(e.g., chart and table). The
highest scores among models in each section are highlighted in green .
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Qwen-VL-Max 
Response: To determine the total number of pinniped 
strandings reported between 2014 and 2018, we need to sum 
the number of strandings for each year within this range.

From the bar chart in the image, we can see the following data 
for pinniped strandings:
- 2014: Approximately 300 strandings
- 2015: Approximately 350 strandings
- 2016: Approximately 400 strandings
- 2017: Approximately 450 strandings
- 2018: Approximately 500 strandings

Adding these numbers together gives us the total number of 
pinniped strandings reported between 2014 and 2018:
300 (2014) + 350 (2015) + 400 (2016) + 450 (2017) + 500
(2018) = 1900 strandings
Therefore, the total number of pinniped strandings reported 
between 2014 and 2018 is 1900.
Final Answer: 1900

GPT-4o
Response: The total number of pinniped strandings reported 
between 2014 and 2018 can be found in the bar graph in the 
9th image. The numbers for each year are as follows:
- 2014: Approximately 150
- 2015: Approximately 150
- 2016: Approximately 200
- 2017: Approximately 200
- 2018: Approximately 500
Adding these together gives a total of approximately 1200 
pinniped strandings reported between 2014 and 2018.
Final Answer: 1200

Gemini-1.5-Pro 
Response: Between 2014 and 2018, a total of 1871 pinniped 
strandings were reported. This is shown in Table 2 on page 19.
Final Answer: 1871

Qwen2-VL
Response: The total number of pinniped strandings reported
between 2014 and 2018 is 690.
Final Answer: 690

LLaVA-OneVision-Chat
Response: The total number of pinniped strandings reported 
between 2014 and 2018 is 1,386.
Final Answer: 1386

Question: What is the total number of pinniped strandings 
reported between 2014 and 2018?
Ground Truth: 1871

LLaVA-Next-Interleave
Response: The total number of pinniped strandings reported 
between 2014 and 2018 is 1,372.
Final Answer: 1372

Error Analysis: Wrong Evidence Sources. 
Details: Relevant evidence can be found in both the table in page 19 and the bar chart in page 18, but the total num can be
extracted directly from the table in page 19. Only Gemini-1.5-Pro get the right answer. GPT-4o and Qwen-VL-Max struggle to
estimate values from the bar chart. Another three open-source models response with wrong short answer.

P18 P19

Figure 11: Case 1. Evidence source: ["Table"]. Evidence pages: [26, 27]. The correct extracted information and
reasoning are colored in green, and the wrong ones are colored in red.
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Qwen-VL-Max
Response: To determine the number of different ratings of 
1492-MCA branch circuit breakers listed in Table, we need to 
count the unique values in the "Rated Current" column of the 
table.
Final Answer: Not answerable

GPT-4o 
Response: The table on the 13th image lists the 1492-MCA 
branch circuit breakers with the following ratings:
1. 10 A
2. 15 A
3. 20 A
4. 25 A
5. 30 A
6. 35 A
7. 40 A
8. 45 A
9. 50 A
10. 55 A
11. 60 A
There are 11 different ratings of 1492-MCA branch circuit 
breakers listed in the table.
Final Answer: 11

Gemini-1.5-Pro
Response: The table on page 111 lists six different ratings for 
1492-MCA branch circuit breakers: 15 A, 20 A, 25 A, 30 A, 35 
A, 40 A, 45 A, 50 A, 55 A, and 60 A.
Final Answer: 10

Qwen2-VL
Response: The number of different ratings of 1492-MCA 
branch circuit breakers listed in the table is 10.
Final Answer: 10

LLaVA-OneVision-Chat
Response: There are 12 different ratings of 1492-MCA branch 
circuit breakers listed in Table.
Final Answer: 12

Question: How many different ratings of 1492-MCA branch
circuit breakers are listed in Table?
Ground Truth: 11

LLaVA-Next-Interleave
Response: There are 14 different ratings of 1492-MCA 
branch circuit breakers listed in Table.
Final Answer: 14

Error Analysis: Missing Key Evidence. 
Details: Relevant evidence can be found in the tables in page 110 and page 111. This question requires models to count elements in
a table, testing models’ fine-grained table structure perception and parsing capabilities. Only GPT-4o answer correctly.

P110 P111

Figure 12: Case 2. Evidence source: ["Table"]. Evidence pages: [110, 111]. The correct extracted information and
reasoning are colored in green, and the wrong ones are colored in red.
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Question: What topics are covered under the "3.0 Attacks and Exploits" domain?
Detailed Evidence Description:
The topics covered under the "3.0 Attacks and Exploits" domain are:
1. Compare and contrast social engineering attacks (<box>(0.21, 0.83, 0.63, 0.85)</box>, page 26)
2. Given a scenario, exploit network-based vulnerabilities (<box>(0.21, 0.86, 0.68, 0.88)</box>, page 26)
3. Given a scenario, exploit wireless and RF-based vulnerabilities (<box>(0.21, 0.89, 0.74, 0.91)</box>, page 26)
4. Given a scenario, exploit application-based vulnerabilities (<box>(0.21, 0.92, 0.7, 0.94)</box>, page 26)
5. Given a scenario, exploit local host vulnerabilities (<box>(0.19, 0.11, 0.61, 0.12)</box>, page 27)
6. Summarize physical security attacks related to facilities (<box>(0.19, 0.14, 0.65, 0.15)</box>, page 27)
7. Given a scenario, perform post-exploitation techniques (<box>(0.19, 0.17, 0.66, 0.18)</box>, page 27)
These topics are distributed across pages 26 and 27.

Ground Truth: ["Compare and contrast social engineering attacks", 
"Given a scenario, exploit network-based vulnerabilities", 
"Given a scenario, exploit wireless and RF-based vulnerabilities", 
"Given a scenario, exploit application-based vulnerabilities",
"Given a scenario, exploit local host vulnerabilities", 
"Summarize physical security attacks related to facilities", 
"Given a scenario, perform post-exploitation techniques"]

Task: Understanding(extract)
Evidence Pages: [26, 27]
Evidence Sources: ["Layout (Title)”, "Text"]
Answer Format: List

Document Thumbnail

P26 P27

Evidence page

Figure 13: Data Example of Understanding QA.

1153



Question: What is the total number of new hospitalizations and current hospitalizations as of May 19, 2020?
Detailed Evidence Description:
As of May 19, 2020, there were 100 new hospitalizations and 2,606 current hospitalizations. The information
about new hospitalizations is found on page 20 with the text "100 new hospitalizations as of 5/19 (1.6% 
increase)" (<box>(0.04, 0.38, 0.24, 0.43)</box>, page 20). The information about current hospitalizations can be 
found on page 21 in the figure referenced by the text "2,606 currently hospitalized" (<box>(0.01, 0.2, 0.96, 
0.83)</box>, page 21).

Ground Truth: 2706
Task: Reasoning
Evidence Pages: [20, 21]
Evidence Sources: [ "Text”, “Figure”]
Answer Format: Integer

Document Thumbnail

Evidence page
P20 P21

Figure 14: Data Example of Reasoning QA.
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Question: Which tables provide detailed information on the project's design and specifications?
Select table names from the doc that best answer the question, do not alter or analyze the table names themselves.
Detailed Evidence Description:
1. **Project Specifications and Design (Table 1)**: This table provides a detailed overview of the project 

elements, including the site area, total number of units, building floor area, maximum building height, project
density, lot coverage, floor plans, common open space, and parking. xxx

2. **Initial Study Checklist (Table 2)**: These tables provide a comprehensive checklist for evaluating the 
potential environmental impacts of the project. Each section addresses specific issues such as aesthetics xxx

3. **Energy Consumption (Table 3)**: This table outlines the projected energy consumption for the proposed
project, assuming 19 units. It details the electrical xxx

…

Ground Truth: [“Table 1 Project Summary Table", 
“Table 3 Estimated Annual Energy Consumption"]

Task: Locating(cross-table)
Evidence Pages: [21, 40]
Evidence Sources: ["Layout(table name)”, ”Table"]
Answer Format: List

Document Thumbnail

Evidence page

P21 P40

Figure 15: Data Example of Locating QA.
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G Error Analysis

We conduct a detailed error analysis of the best-
performing model, GPT-4o. We randomly sample
97 errors and examine their distribution in detail.
Based on this analysis, we classify the errors into
five types, with the specific categories and their
distribution shown in Figure 6. Except for the Ex-
tractor Error caused by our automatic evaluation
pipeline, we present detailed definitions and de-
scriptions of another six categories below:

Perceptual Error: This category remains preva-
lent in complex document understanding tasks,
where models frequently fail to accurately recog-
nize, parse, or enumerate visual elements like ta-
bles, figures, and formulas in document screen-
shots. See Figure 7 and Figure 16 for examples.

Reasoning Error: Ranking as the third most
prevalent error type, these failures occur during
critical cognitive operations—including numeri-
cal calculations, comparative analyses, and content
summarization—despite correct evidence retrieval.
See Figure 17 for examples.

Inconsistent Format: While our ground truth an-
notations strictly preserve original document con-
tent, GPT-4o sometimes generates outputs with for-
matting discrepancies. These variations principally
involve: (1) abbreviation/full-form inconsistencies,
(2) inclusion/omission of numerical units, and (3)
mismatches in decimal precision. See Figure 18
for examples.

Incomplete Evidence: The LongDocURL
benchmark reveals significant model limitations
in processing extensive multimodal documents,
where essential query-relevant information is
sometimes omitted from responses. See Figure 19
for examples.

Irrelevant Answer: Fundamental misinterpreta-
tions of query intent lead to responses that fail to
address the actual information needs. See Figure 20
for examples.

Hallucinated Evidence: The most severe error
type involves model-generated fabrications, where
non-existent document content is created to sub-
stantiate incorrect responses. See Figure 21 for
examples.

H Description of labeling labor

At the dataset verification stage, we have 21 full-
time data annotators responsible for the labeling
work in the human verifying process, while 6 pro-
fessional annotators with postgraduate degrees or
above perform the final data quality verification
and cross-checking work.
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Question: List names of the figures at the page which
contains a table whose name is "CONSTRUCTION 
PARAMETERS".

Ground Truth: ["F/UTP CAT5E", "SF/UTP CAT5E"]

GPT-4o:
The page that contains the table named "CONSTRUCTION
PARAMETERS" is the 2nd image. The names of the figures
on that page are:
1. 300V
2. 500V
Extractor result: [“300V”, “500V”]

Error Reason: 
Inaccurate recognizing of figure and figure names.

Perceptual Error

P44

Figure 16: An example of Perceptual Error.

Question: Which performance's usage is more elaborate
between 'Duet for Brass Instruments' and 'Piece for Winds'?

Ground Truth: "Piece for Winds"

GPT-4o:
The performance "Duet for Brass
Instruments" involves placing rubber
gloves over the bells of brass
instruments and having two
performers play a duet while the
gloves emerge from the instruments
and expand. A variation may be
performed using inflatable legs.
The performance "Piece for Winds"

Error Reason: 
Correct analysis but wrong final summarization.

Reasoning Error

involves stretching a rubber inflatable glove or leg over the
rim of the instrument and stuffing it inside the bell. The
performer then blows into the instrument, inflating the glove
or leg, making it emerge slowly from the bell and eventually
shooting out of the bell toward the audience.
Both performances involve the use of rubber gloves or
inflatable legs, but "Duet for Brass Instruments" includes a
variation with inflatable legs, which adds an additional
element to the performance. Therefore, "Duet for Brass
Instruments" has a slightly more elaborate usage due to the
inclusion of this variation.
Extractor result: "Duet for Brass Instruments"

P29

Figure 17: An example of Reasoning Error.
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Question: What is the name of the wholly-owned subsidiary
of SEHK responsible for clearing and settlement of
securities?

Ground Truth: "HKSCC"

GPT-4o:
The name of the wholly-owned subsidiary of SEHK
responsible for clearing and settlement of securities is "Hong
Kong Securities Clearing Company Limited" (HKSCC).

Extractor result: "Hong Kong Securities Clearing Company
Limited"

Error Reason: 
Abbreviation/full-form inconsistency.

Inconsistent Format

P49

Figure 18: An example of Inconsistent Format.

Question: How many matches did the Birkenhead Institute
Chess Club play during the season?

Ground Truth: 11

GPT-4o:
The Birkenhead Institute Chess Club played a total of 10
matches during the season. The match results are listed on the
12th image:
1. Birkenhead Institute vs. Oulton: 4 – 0
2. Birkenhead Institute vs. Holt Secondary School: 6 – 2
3. Birkenhead Institute vs. Wallasey Grammar School: 3 – 3
4. Birkenhead Institute vs. Liverpool Institute: 5 – 1
5. Birkenhead Institute vs. Liverpool Collegiate: 3.5 – 3.5
6. Birkenhead Institute vs. Oldershaw: 5 – 1
7. Birkenhead Institute vs. Rock Ferry: 6 – 0
8. Birkenhead Institute vs. St. Francis Xaviers: 6 – 1
9. Birkenhead Institute vs. Merchant Taylors: 6 – 0
Extractor result: 9

Error Reason: 
Ignore evidences in the page 28. 
9 (page 22) + 2 (page 28) = 11.

Incomplete Evidence

P22 P28

Figure 19: An example of Incomplete Evidence.
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Question: How many occurrences of "Stainless" categories
are spread across different pages?

Ground Truth: 7

GPT-4o:
Based on the provided images, the term "Stainless" appears
in the following instances:
1. Image 1 (Page 279): - Item 26: Carriage Bolt, 5/16 "UNC

x 1" Lg, SS - Item 30: Rivet, 5/32 …
2. Image 7 (Page 285): - Item 23: Carriage Bolt, 5/16"
…
In total, there are 36 occurrences of the "Stainless" category
spread across different pages.
Extractor result: 36

Error Reason: 
Query "category", not simple "term". 
6 (page 61) + 1 (page 62) = 7.

Irrelevant Answer

P61 P62

Figure 20: An example of Irrelevant Answer.

Question: Figure 18 illustrates stresses due to thermal
expansion mismatch between layers, yes or no?

Ground Truth: no

GPT-4o:
Yes, Figure 18 illustrates stresses due to thermal expansion
mismatch between layers.
Extractor result: yes

Error Reason: 
When GPT-4o cannot obtain valid evidence from the image, 
it tends to cater to the description of the query.
In fact, Figure 17 corresponds thermal-mismatch stress while 
Figure 18 describes the stress in an aluminum engine block.

Hallucinated Evidence

P45

P43

Figure 21: An example of Hallucinated Evidence.
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