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Abstract

Stance detection is a pivotal task in Natural
Language Processing (NLP), identifying tex-
tual attitudes toward various targets. Despite
advances in using Large Language Models
(LLMs), challenges persist due to hallucination-
models generating plausible yet inaccurate con-
tent. Addressing these challenges, we in-
troduce MPVStance, a framework that incor-
porates Multi-Perspective Verification (MPV)
with Retrieval-Augmented Generation (RAG)
across a structured five-step verification pro-
cess. Our method enhances stance detection
by rigorously validating each response from
factual accuracy, logical consistency, contex-
tual relevance, and other perspectives. Exten-
sive testing on the SemEval-2016 and VAST
datasets, including scenarios that challenge
existing methods and comprehensive ablation
studies, demonstrates that MPV Stance signif-
icantly outperforms current models. It effec-
tively mitigates hallucination issues and sets
new benchmarks for reliability and accuracy
in stance detection, particularly in zero-shot,
few-shot, and challenging scenarios.

1 Introduction

Stance detection (Hasan and Ng, 2014; Kiigiik and
Can, 2020) is a crucial task in Natural Language
Processing (NLP) that involves identifying the atti-
tude expressed by a text towards a particular target
or topic, such as favor, against or neutral. This task
is essential in various applications, including opin-
ion mining, sentiment analysis, and social media
monitoring, where understanding public opinion
and user intent is critical. The advent of Large
Language Models (LLMs) has significantly ad-
vanced the performance of stance detection, lever-
aging their impressive capabilities in language un-
derstanding and generation(Zhang et al., 2024a).
However, despite these advancements, LLMs face
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a critical challenge in stance detection: the issue of
hallucination(Hu et al., 2024; Gatto et al., 2023).
Hallucination (Rawte et al., 2023) refers to the phe-
nomenon where the model generates content that,
while seemingly plausible, is factually incorrect or
contextually irrelevant.

Hallucination severely undermines the reliability
and applicability of LLMs in tasks requiring high
accuracy and consistency. For instance, consider
the tweet: "While climate change is something
scientists talk about a lot, we have more pressing
issues to deal with right now, like the economy and
healthcare." with the target being "Climate Change
is a Real Concern." The correct stance is "against"
as the tweet downplays the importance of climate
change in favor of other issues. However, a hallu-
cinating model might misinterpret the mention of
"scientists talk about it a lot" as an acknowledgment
of climate change’s importance, incorrectly classi-
fying the stance as "favor." Such errors highlight
the critical need to mitigate hallucination in stance
detection to ensure reliable and accurate outcomes.

Current methods for addressing hallucination
in stance detection face three primary challenges.
First, there is a lack of generalization to unseen top-
ics or domains, limiting the broader applicability
of models (Li and Yuan, 2022). Second, reliance
on pre-trained expert models makes approaches
prone to hallucinations, particularly in complex sce-
narios, and these methods often lack robust cross-
validation mechanisms (Wang et al., 2024). Third,
errors tend to accumulate in multi-step reasoning
processes, and many existing methods fail to thor-
oughly validate generated outputs, leading to vul-
nerability in handling complex or evolving targets
(Ding et al., 2024b; Taranukhin et al., 2024; Jiang
et al., 2022; Hanawa et al., 2019).

To address these challenges, we propose an ap-
proach , MPVStance, where each step is crucial
and interconnected to ensure accurate stance detec-
tion. First, the baseline response generated by the
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LLM establishes the foundation for further evalua-
tion. Multi-perspective verification then evaluates
the output across key dimensions such as factual
accuracy and logical consistency, ensuring no as-
pect is overlooked. Retrieval-Augmented Gener-
ation (RAG) is essential to this process, integrat-
ing external knowledge to refine the response and
correct any inaccuracies. The cross-checking and
revision phase ties everything together, ensuring
consistency across all dimensions by resolving dis-
crepancies and hallucinations. Finally, the verified
stance is produced, reflecting a cohesive and thor-
oughly validated decision. Each step builds on the
previous one, making all stages indispensable to
the overall process.

MPVStance, by integrating multi-perspective
verification with RAG, effectively overcomes the
limitations of existing hallucination mitigation
strategies. It provides a comprehensive framework
that not only reduces hallucination but also im-
proves the overall performance of stance detection
models. The zero-shot, few-shot, and challenging
experiments demonstrate that our approach signifi-
cantly outperforms existing state-of-the-art meth-
ods across two datasets, particularly in reducing
hallucination occurrences. Our contributions are as
follows,

* We introduce the MPVStance, a novel ap-
proach for stance detection that systematically
mitigates hallucination in large language mod-
els by incorporating multiple verification per-
spectives and Retrieval-Augmented Genera-
tion (RAG). To the best of our knowledge,
this is the first approach specifically designed
to rigorously reduce hallucinations in stance
detection by verifying and refining model out-
puts through cross-checking, ensuring both
accuracy and logical coherence.

* We validate the effectiveness of our method
through extensive experiments on the
SemEval-2016, and VAST datasets, showing
that MPVStance outperforms state-of-the-art
models in zero-shot, few-shot, and challeng-
ing scenarios. Our ablation studies further
confirm the critical role of each component
in the MPVStance framework, highlighting
the importance of a multi-faceted verification
strategy in achieving superior performance
and reducing hallucinations.

2 Related Work

2.1 Stance Detection using Large Language
Models

Stance detection (Hasan and Ng, 2014; Kiiciik and
Can, 2020), the task of identifying the position
or attitude of a text towards a given topic, has
significantly evolved with the advent of large lan-
guage models (LLMs). Models such as GPT-4 and
ChatGPT have been widely applied to this task,
leveraging their advanced language understanding
and generation capabilities. These models have
achieved impressive performance across various
stance detection tasks, providing robust solutions
to challenges that were previously difficult to ad-
dress (Dhuliawala et al., 2024; Zhang et al., 2024a;
Guo et al., 2024; Zhang et al., 2024c). However,
despite their capabilities, LLMs are prone to gen-
erating factually incorrect or hallucinated informa-
tion, particularly when encountering less common
or tail-end distribution facts (Rawte et al., 2023).

This hallucination issue presents a critical chal-
lenge for stance detection, as it can lead to in-
accurate stance predictions, thereby undermining
the reliability and trustworthiness of the models
(Rawte et al., 2023). To mitigate these concerns,
researchers have explored several approaches, in-
cluding chain of thought reasoning (Ding et al.,
2024b; Gatto et al., 2023), self-consistency mech-
anisms (Taranukhin et al., 2024), and multi-agent
reasoning (Wang et al., 2024). While these tech-
niques have contributed to reducing hallucinations,
they still face significant limitations, particularly
in completely eliminating these errors in complex
stance detection tasks.

2.2 Hallucination Mitigation Techniques

Several strategies have been proposed to mitigate
the hallucination problem in LLMs (Tonmoy et al.,
2024). Before discussing these techniques, it is
essential to define hallucinations as outputs that are
plausible but factually incorrect or logically incon-
sistent(Sun et al., 2025). These errors go beyond
prediction inaccuracies, affecting both factual and
logical validity. Knowledge augmentation involves
injecting external knowledge into the model to im-
prove the factual accuracy of generated content
(Bhattacharya, 2024; Jiang et al., 2022; Hanawa
et al., 2019). Data augmentation aims to diversify
the training data, reducing the likelihood of hallu-
cination by exposing the model to a broader range
of scenarios (Mittal et al., 2024). Post-processing
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techniques, on the other hand, involve correcting
the generated content after it has been produced,
typically using rules or additional models to iden-
tify and fix hallucinations (Yan et al., 2024a; Ding
et al., 2024b; Taranukhin et al., 2024).

However, each of these methods has limitations
when applied to stance detection. In stance detec-
tion, hallucinations occur when models misinter-
pret context, infer unsupported conclusions, or fail
in reasoning consistency. Knowledge augmenta-
tion may not fully capture the nuanced emotional
and logical reasoning required in stance detection,
while data augmentation(Li and Yuan, 2022), al-
though beneficial, cannot completely eliminate
hallucinations in novel or unseen topics. Post-
processing techniques can only correct hallucina-
tions after they occur, rather than preventing them
during the generation process(Ding et al., 2024b;
Taranukhin et al., 2024). Therefore, there is still a
need for more comprehensive approaches to effec-
tively mitigate hallucinations in LLM-based stance
detection.

3 Methodology

In this study, we propose a novel model for stance
detection called MPVStance, designed to systemat-
ically address the hallucination issue commonly
encountered in large language models (LLMs).
MPVStance enhances the accuracy and robustness
of stance detection by integrating multiple verifi-
cation perspectives and retrieval-augmented gen-
eration (RAG) techniques. Our approach is struc-
tured into five key steps: generating baseline re-
sponses (3.2), planning multi-perspective verifica-
tion (3.3), executing verification with RAG (3.4),
cross-checking and revising (3.5), and finally gener-
ating the verified stance (3.6). This comprehensive
process shown in figure 1 ensures that the detected
stance is not only accurate and consistent but also
grounded in factual correctness and logical coher-
ence.

3.1 Task Definition

Let D = {(4,pi,yi)}Y, be a dataset consisting
of N instances, where each instance (z;, p;, y;) rep-
resents the input text x; for which the stance needs
to be detected, the corresponding target p; towards
which the stance of z; is to be determined, and the
stance label y; for the input z; towards the target
pi, Where y; € {favor, against, neutral }.

Stance detection aims to predict the stance label

y; for each input sentence z; towards the given
target p;.

3.2 Baseline Response Generation

The first step of our model is to generate a baseline
response R; for each input-target pair (z;,p;) in
the dataset D. This response captures the model’s
initial interpretation of the text’s stance towards
the target. The baseline response is generated by a
pre-trained large language model M as follows :

R; = M (x4, p;) (D

To guide the model in generating baseline re-
sponses, we have developed tailored prompts in
Appendix B.

3.3 Plan Multi-Perspective Verification

After generating the baseline response, the next
step in our approach is to design verification ques-
tions that rigorously examine the baseline response
from multiple angles. Each verification perspective
plays a critical role in ensuring that the response
is thoroughly evaluated and free of hallucinations
or logical errors. Below, we describe the necessary
perspectives and their specific contributions, using
the example of the tweet "While climate change
is something scientists talk about a lot, we have
more pressing issues to deal with right now, like
the economy and healthcare." with the target "Cli-
mate Change is a Real Concern".

Factual Accuracy is crucial for ensuring the
baseline response accurately reflects both explicit
and implicit facts. Without this check, factual in-
accuracies could distort the stance interpretation.
For example, "Does ’scientists talk about climate
change a lot’ correctly capture the discussions?"

Logical Reasoning ensures that implicit and
explicit logical inferences are sound. Misinter-
preting implied reasoning can lead to an incorrect
stance classification, such as: "Does more press-
ing issues’ suggest a reduced emphasis on climate
change?"

Contextual Background is important for inter-
preting the response within broader social or politi-
cal contexts. Ignoring this could miss subtle shifts
in stance. For instance, "Does the baseline reflect
the context of prioritizing economy and healthcare’
over climate change?"

Counterexample identifies potential opposing
interpretations, ensuring alternative viewpoints
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Figure 1: Multi-Perspective Verification Process in MPVStance. This diagram illustrates the comprehensive
verification process, highlighting each step from input to the final stance decision.

aren’t overlooked. This prevents a one-sided analy-
sis. For example, "Could *more pressing issues’ be
seen as dismissing climate change’s urgency?"

Target Relevance ensures the stance directly
relates to the target issue without distraction by un-
related factors. Missing this relevance may obscure
the true stance. For example, "Is the response fo-
cused on climate change rather than other issues?"

Neutrality avoids inappropriate neutrality when
the input implies a clear stance. Failing to detect
bias or implicit positions can lead to an incorrect
neutral stance. For instance, "Does the response
incorrectly adopt neutrality despite downplaying
climate change?"

Expert Perspective aligns the response with ex-
pert opinions, which is essential for addressing nu-
anced or specialized content. Experts offer critical
insights that could refine the stance.

Sentiment Analysis ensures the emotional tone
is appropriately reflected in the stance. Overlook-
ing sentiment can lead to a misclassification.

Value and Bias is necessary for detecting and
correcting implicit biases that could skew the
stance. Bias recognition is key to fair analysis.

Stance Strength assesses whether the strength
of the stance matches the input content, ensuring
the stance’s intensity is accurately reflected.

Ambiguity Resolution resolves ambiguities to
ensure clarity in the stance. Unresolved ambigui-
ties could lead to unclear or incorrect stance inter-
pretations.

For each perspective j, a verification question
Q;j 1s generated based on the baseline response R?;,
the input text x;, and the target p;. This process
can be formally defined as:

Qij = fi(Ri, i, pi) 2

where f;(-) is a function specific to the j-th ver-
ification perspective, evaluating aspects such as
factual accuracy, logical coherence, and contextual
relevance.

3.4 Execute Verifications with
Retrieval-Augmented Generation

After generating the multi-perspective verification
questions, the next critical step is to execute these
questions using Retrieval-Augmented Generation
(RAG). This step is essential because, while the ver-
ification questions identify potential issues or hal-
lucinations in the baseline response, RAG strength-
ens the process by integrating external knowledge
to verify or challenge the baseline response against
reliable sources.

For each verification question ();;, the model
retrieves relevant documents D;; from external
sources. These documents are selected based on
their relevance to the specific aspect of the stance
being evaluated, such as factual accuracy, logical
consistency, or contextual relevance. This retrieval
step ensures that the verification questions gener-
ated in the previous step are supported by accurate
and up-to-date information, reducing the risk of
reliance on incomplete or biased data. The process
of generating a verification answer A;; is defined

w Aij = 9(Qij, Dij) 3)
where g(-) represents the function that generates
an evidence-backed answer based on the retrieved
information.

The retrieval process is guided by a prompt de-
signed to ensure that the information collected di-

rectly addresses the verification question. Once the
relevant documents D;; are retrieved, the model
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generates answers A;; by conditioning on both the
original question (Q;; and the retrieved documents.
These answers provide a robust, evidence-based
response, directly addressing any issues or incon-
sistencies identified in the baseline response.

3.5 Cross-Check and Revise

The cross-check and revise phase is crucial for en-
suring the accuracy and reliability of the stance
detection process by integrating the insights gath-
ered from the previous steps. In the earlier
phase, the baseline response R; was generated, and
then rigorously validated through multi-perspective
verification and Retrieval-Augmented Generation
(RAG). This current step builds on that founda-
tion by systematically comparing the baseline re-
sponse R; with the verification answers A; =
{41, Aja, ..., Ajyp} from the previous phase. m
is 11, representing 11 different verification per-
spectives. During the consistency check, we iden-
tify discrepancies between R; and each verifica-
tion answer A;;. The check is essential to en-
sure that the baseline response accurately reflects
the evidence-backed insights gathered through the
multi-perspective verifications. To guide the model
in consistency checking, we have developed tai-
lored prompts for each verification dimension (see
Appendix B for full details).

After identifying discrepancies, the baseline re-
sponse R; is revised to produce a corrected re-
sponse R/ that aligns with the verification answers.
This revision is necessary to ensure that the final
stance is coherent, evidence-backed, and contextu-
ally accurate. The revision process is formalized
as:

R} = h(Ri, Ai) 4)
where h(-) represents the function that integrates
the original response with the verification insights,
resulting in a more accurate and contextually ap-
propriate stance.

3.6 Generating the Final Stance

In the final step of our methodology, we
generate the final stance label y, for the in-
put text z; with respect to the target p;.
This step synthesizes the revised response R,
and the insights from the verification answers
Vi = {(Qi1, An), (Qiz, Ai2), - -, (Qim, Aim) }
generated in the previous steps.

The final stance label is determined by inte-
grating the corrected response R, with the com-
prehensive verification data V;, ensuring that the

model’s prediction is rigorously grounded in evi-
dence from multiple perspectives. The final stance
is selected from one of the following categories:
favor, against, or neutral.

The final stance label y; is determined by the
following function:

yi = predict_final_stance(x;, p;, R, V;)  (5)

4 Experiments

4.1 Datasets

We conduct experiments on the VAST and SEM16
datasets to evaluate our proposed method.

The VAST dataset (Allaway and McKeown,
2020) includes a wide range of targets, with each
instance comprising a sentence 7, a target ¢, and a
stance label y (classified as “Pro,” “Con,” or “Neu-
tral”) towards t. Detailed statistics of the VAST
dataset can be found in Appendix A.

The SEM16 dataset (Mohammad et al., 2016)
contains six predefined targets, including Don-
ald Trump (DT), Hillary Clinton (HC), Feminist
Movement (FM), Legalization of Abortion (LA),
Atheism (A), and Climate Change (CC). Each in-
stance is categorized as Favor, Against, or Neutral.
The statistics for SEM16 are also provided in Ap-
pendix A.

4.2 Evaluation Metrics

For the VAST dataset, following Allaway and McK-
eown (2020), we calculate the Macro-averaged F1
score across the Pro, Con, and Neutral labels to
evaluate the performance of the models on the test
set. For the SEM16 dataset, we report the Fjyg,
which is the average of the F1 scores for the Favor
and Against classes, in line with Mohammad et al.
(2016).

4.3 Baselines

We compare our approach against several state-of-
the-art (SOTA) models, categorized into statistics-
based models, BERT-based models, and large lan-
guage models (LLMs).

Statistics-based Models We include BiCond
(Augenstein et al., 2016), which uses bidirectional
LSTM to encode both the text and the target, and
CrossNet (Xu et al., 2018), which enhances BiL-
STM with self-attention mechanisms to improve
focus on relevant text segments.

BERT-based Models We benchmark against
BERT (Devlin et al., 2019), a transformer model
fine-tuned for stance detection, PT-HCL (Liang

1057



et al., 2022a), which incorporates contrastive learn-
ing within a BERT framework targeting zero-shot
and cross-target tasks. BERT-joint-ft(Liu et al.,
2021) and TGA-Net-ft(Liu et al., 2021), in which
BERT has been fine-tuned during the training pro-
cess. CKE-Net(Liu et al., 2021), GDA-CL(Li
and Yuan, 2022), WS-BERT(He et al., 2022),
CNet-Ad(Zhang et al., 2024b), BS-RGCN(Luo
et al., 2022), BERT-joint(Allaway and McKe-
own, 2020), TGA Net (Allaway and McKeown,
2020), JointCL (Liang et al., 2022b), KPatch(Lin
et al., 2024) , TATA(Hanley and Durumeric, 2023),
EDDA-LLaMA(Ding et al., 2024a), and a collab-
orative knowledge infusion approach (CKI) (Yan
et al., 2024b), BERT-based models showing strong
performance on datasets.

LLM-based Models We compare with KE-
prompt (Huang et al., 2023), which leverages
knowledge-enhanced prompt tuning, KASD (Li
et al., 2023), enhancing detection by integrating
Wikipedia knowledge with retrieval-enhanced gen-
eration, COLA (Lan et al., 2024), which employs a
collaborative role-infusion framework with mul-
tiple LLMs, GPT-3.5 (Lan et al., 2024), GPT-
3.5+COT (Lan et al., 2024) ,GPT-EDDA (Ding
et al., 2024a) and LKI-BART(Zhang et al.,
2024c)to evaluate MPVStance’s effectiveness in
mitigating hallucinations.

4.4 Implementation Details

In our study, we utilize three large language mod-
els (LLMs): Qwen2.5-7B-Instruct, LLaMA3.1-
8B-Instruct, and Mistral-7B-Instruct-v(.2. The
experiments were conducted on a single NVIDIA
A800 GPU with 80GB of RAM, utilizing bfloat16
precision to optimize memory usage and compu-
tational efficiency. To ensure the reproducibility
of the LLMs’ responses, we set the temperature
parameter to O during inference. This configura-
tion helps maintain consistent outputs across multi-
ple runs. The results reported in our experiments
are averaged over 5 repeated runs to ensure sta-
tistical reliability and mitigate the impact of any
variance in model performance.We also perform
significance testing using a paired t-test to compare
MPV Stance with baseline methods.

5 Results and Discussion

This section addresses the following research ques-
tions (RQs) based on our experimental results:
RQ1: How does the performance of our MPVS-

tance compare to state-of-the-art stance detection
models on SEM16 and VAST datasets?

RQ2: Is each component of the MPVStance
effective and contributory to overall performance?

RQ3: Does the MPVStance effectively mitigate
hallucinations in stance detection across challeng-
ing scenarios?

RQ4: How does the performance of MPVS-
tance vary across different models (Qwen2.5-
7B-Instruct, LLaMA3.1-8B-Instruct, Mistral-7B-
Instruct-v0.2)?

Performance Comparison with State-of-the-Art
Models Overall, our model demonstrates supe-
rior performance across all metrics and scenarios,
effectively mitigating hallucinations and enhancing
stance detection accuracy on the VAST and SEM16
datasets. As shown in Tables 1 and 2, the model
consistently outperforms state-of-the-art stance de-
tection models in both zero-shot and few-shot sce-
narios. These results underscore the robustness and
adaptability of the approach.

For example, on the SEM16 dataset (Table 1),
MPVStance (Mistral-7B-Instruct) achieves an F1
score of 86.7% on the FM target, surpassing the
closest competitor, GPT-EDDA, by a margin of
17.5%. Similarly, on the VAST dataset (Table 2),
MPVStance shows a marked improvement with an
overall F1 score of 83.1%, outperforming the best-
performing baseline (CKI) by 2.4% and TATA by
6.8%. In several cases, our model achieves over
80% across key metrics, demonstrating its effec-
tiveness in stance detection across diverse targets
and scenarios.

Effectiveness of MPVStance Components (RQ2)
The ablation study, presented in Tables 3 and 4,
clearly demonstrates the significance of each com-
ponent in the model:

- Multi-Perspective Verification (MPYV): This
core module integrates multiple perspectives dur-
ing verification, crucially reducing hallucinations.
Removing MPV leads to a significant drop in F1
scores, particularly on targets like FM and CC on
SEM16, where the F1 score decreases by 4.4% and
4.2%, respectively.

- Retrieval-Augmented Generation (RAG):
This module, which augments the model with ex-
ternal knowledge retrieval, plays a critical role in
enhancing factual accuracy. Its removal results in
a noticeable decline in performance across vari-
ous targets. On the VAST dataset, removing RAG
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<Factual Accuracy: Captures the factual content but misses the subtle
downplaying of climate change’ s urgency.

Logical Reasoning: Fails to account for the implied reasoning that suggests
climate change is less important than other issues.

«Contextual Background: Misses the context where economic and healthcare

Text: While climate change

is something scientists talk

about a lot, we have more

pressing issues to deal with

right now, like the economy
and healthcare.

peutral T ofclimate change.

issues are framed as more urgent than climate change.

«Counterexample: The tweet indirectly opposes the urgency of climate change
by emphasizing other more pressing issues.

~Target Relevance: Neutral classification ignores the relevance of downplaying
climate change in favor of other issues.

*Neutrality: Overlooks how prioritizing other issues diminishes the importance

Against

<Expert Perspective: Experts would argue that this framing undermines the

Target: Climate Change is a
Real Concern

significance of climate change.
«Sentiment: The dismissive tone toward climate change is not reflected in the
neutral baseline response.

«Value and Bias: Subtly biases against the importance of climate change relative

to other concerns.

Stance Strength: Underestimates the strength of the implied stance against

climate change.

«Ambiguity Resolution: Fails to resolve the ambiguity of acknowledging climate
change but overshadowing it with other concerns.

Figure 2: Application of Multi-Perspective Verification to a tweet on climate change, showing how initial neutral
stance was revised to a stance against through detailed perspective analysis.

Model DT HC FM LA A CC
Statistics-based Models
BiCond 30.5 32.7 40.6 34.4 31.0 15.0
CrossNet 35.6 38.3 41.7 38.5 39.7 22.8
" BERT-based Models
BERT 40.1 49.6 41.9 44.8 55.2 37.3
PT-HCL 50.1 54.5 54.6 50.9 56.5 38.9
TGA-Net 40.7 49.3 46.6 45.2 52.7 36.6
Joint-CL 50.5 54.8 53.8 49.5 54.5 39.7
KPatch 41.1 49.7 43.9 43.8 399 31.9
TATA 63.8 65.4 66.9 62.9 52.1 41.6
CKI 69.8 80.5 70.2 62.9 68.2 68.5
~ LLM-based Models
KASD 80.3 70.4 62.7 63.9 55.8 66.6
COLA 68.5 81.7 63.4 71.0 70.8 65.5
GPT-3.5 62.5 68.7 44.7 51.5 9.1 31.1
GPT-3.5+COT 63.3 70.9 47.7 53.4 13.3 34.0
GPT-EDDA 69.5 80.1 69.2 62.7 67.2 68.5
~ MPVStance (Ours)

Qwen2.5-7B-Instruct
LLaMA3.1-8B-Instruct
Mistral-7B-Instruct

81.4%82.0%84.2%81.5 81.9%81.7

80.6 82.5%86.7%81.6 81.5 80.4

Table 1: Zero-shot stance detection results (%) on the
SEM16 dataset. The best scores are in bold. Results
with * denote that MPV Stance significantly outperforms
baselines with the p-value < 0.05.

causes a drop of 1.5% in the overall F1 score, un-
derscoring its importance.

- Cross-Checking and Revising (CCR): This
component ensures consistency and coherence in
stance outputs. Without CCR, the model’s perfor-
mance drops, particularly in targets like HC and
LA on SEM16, where the F1 score decreases by
2.6% and 2.8%, respectively.

The ablation study clearly shows that each com-
ponent is vital to the overall effectiveness of MPV S-
tance, with the full model providing the best per-

80.4 82.3*79.0 81.8*81.2 82.6*

Model Zero-Shot Few-Shot Overall
Bi-Cond 42.8 40.0 41.5
CrossNet 43.4 474 45.5
TGA-Net 66.6 66.3 66.5
BERT-GCN 68.6 69.7 69.2
CKE-Net 70.2 70.1 70.1
GDA-CL 70.5 - -
PT-HCL 71.6 - -
WS-BERT 75.3 73.6 74.5
BS-RGCN 72.6 70.2 71.3
CNet-Ad 73.2 71.8 72.6
Joint-CL 72.3 71.6 72.3
COLA 734 - -
TATA 77.1 74.1 76.3
GPT-3.5-Turbo 65.0 - -
GPT-3.5-Turbo (with CoT)  66.4 - -
KASD-BERT 76.8 - -
LKI-BART 79.6 - -
CKI 81.9 79.6 80.7
EDDA-LLaMA 76.3 - -
MPVStance Oursy
Qwen2.5-7B-Instruct 84.4* 80.0*  80.2*
LLaMAS3.1-8B-Instruct 79.8% 81.5%  80.8*
Mistral-7B-Instruct 83.2% 82.0%  83.1*

Table 2: Stance detection performance (%) on VAST.
The best scores are in bold. Results with * denote that
MPVStance significantly outperforms baselines with
the p-value < 0.05.

formance across all metrics.

To further validate the effectiveness of our verifi-
cation components, we conducted ablation experi-
ments focusing on the role of verification questions
and retrieved documents. The results demonstrate
that both elements are crucial for the model’s per-
formance and hallucination mitigation capabilities.

We evaluate the importance of high-quality veri-
fication questions by replacing them with unrelated
but syntactically valid questions. For example:

- Target: Climate Change

- Context: "Investing in renewable energy is the
only way to mitigate climate change."
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Model DT HC FM LA A CC
MPVStance 80.6 82.5 86.7 81.6 81.5 80.4
w/o MPV 78.2 79.3 82.3 78.4 79.2 76.2
w/o RAG 78.6 80.5 84.8 78.8 79.5 78.8
w/o CCR 78.5 79.9 84.4 78.8 79.2 78.6

742 75.6 79.3 76.0 74.8 74.6
79.3 81.2 85.6 80.2 80.0 79.4

w/o Unrelated Questions
w/o Documents

Table 3: Ablation study results on SEM16 (%) using
Mistral-7B-Instruct. The best scores are in bold.

Model Zero-Shot Few-Shot Overall
Mistral-7B-Instruct 83.2 82.0 83.1
w/o MPV 82.2 80.8 81.5
w/o RAG 82.3 81.0 81.6
w/o CCR 82.5 81.2 81.9
w/o Unrelated Questions 76.2 75.0 75.7
w/o Documents 82.8 81.5 82.3

Table 4: Ablation study results on VAST (%) using
Mistral-7B-Instruct. The best scores are in bold.

- Unrelated Question: "What is the population
of the capital city of the country?"

These questions are irrelevant to the stance de-
tection task but retain grammatical correctness. Re-
placing meaningful verification questions with un-
related ones leads to an average performance drop
of approximately 6-7% on SEM16 and a significant
7.4% drop in overall F1 score on VAST. This con-
firms that well-crafted verification questions are
essential for accurate reasoning and stance classifi-
cation.

We further assess the contribution of retrieved
external documents during verification answer gen-
eration by removing D;; from Equation 3, i.e., gen-
erating answers based purely on internal reasoning
over the verification question ;.

Removing retrieved documents leads to a modest
but consistent performance drop-1.2% on average
on SEM16 and 0.8% on VAST. These findings in-
dicate that while internal reasoning is valuable, ex-
ternal knowledge plays a critical role in grounding
answers and reducing hallucinations.

These experiments confirm that: High-quality,
relevant verification questions significantly en-
hance the model’s ability to reason and classify
stances.

Retrieval-augmented generation provides crucial
external evidence that improves factual accuracy
and reduces hallucinations.

Hallucination Mitigation in Challenging Sce-
narios (RQ3) To further evaluate the robustness
and hallucination mitigation capabilities of MPVS-
tance, we examined its performance on the VAST
dataset under five challenging scenarios (Table 5):

Imp (Implicit Stance): This scenario includes
instances where the topic does not explicitly ap-
pear in the document but the stance is non-neutral.
MPV Stance achieves an accuracy of 77.7%, outper-
forming the baseline TATA by 8.4%, demonstrating
its capability to infer implicit stances accurately.

mlT (Multiple Topics): Documents containing
multiple topics can confuse stance detection mod-
els. MPVStance achieves 76.2% accuracy, which
is significantly higher than the 70.3% accuracy of
TATA, indicating better contextual understanding
across topics.

mlS (Multiple Stances): This scenario involves
documents with multiple non-neutral stance labels.
MPVStance’s accuracy of 78.3% again surpasses
TATA, highlighting its ability to handle nuanced
stances within a single document.

Qte (Quotations): Quotations can introduce
external voices, complicating stance detection.
MPVStance excels in this scenario with a 80.6%
accuracy, 9.2% higher than the next best model
(TATA).

Sarc (Sarcasm): Sarcasm presents a significant
challenge for LLMs due to its reliance on tone
rather than content. MPVStance’s accuracy of
78.2% in this scenario far exceeds that of other
models, demonstrating its advanced understanding
of nuanced language.

Model Imp mIiT mlS Qte Sarc
BERT-joint 57.1 59.0 524 634 60.1
TGA-Net 594 60.5 532 66.1 63.7
BERT-joint-ft 61.7 62.1 547 668 67.3
BERT-GCN 619 627 547 668 673
CKE-Net 62.5 634 553 695 68.2
BS-RGCN 62.1 647 556 70.1 71.7
CKI 68.2 678 651 709 68.0
TATA 693 703 603 714 73.0
MPVStance (Mistral) 77.7*% 76.2* 78.3* 80.6* 78.2*

Table 5: Accuracies (%) on Challenging Scenarios on
the VAST dataset using Mistral-7B-Instruct. The best
scores are in bold.Results with * denote that MPV Stance
significantly outperforms baselines with the p-value <
0.05.

To further evaluate the effectiveness of MPVS-
tance in mitigating hallucinations, we compare
model performance under two configurations:
Baseline, where predictions are made directly
by the LLM without verification, and MPVS-
tance, where responses are refined through Multi-
Perspective Verification and Retrieval-Augmented
Generation.

As shown in Table 6, MPVStance consistently
improves performance across all models and all
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five challenging scenarios.

Under the MPVStance setting, Mistral-7B-
Instruct-v0.2 achieves the highest improvements
across all five dimensions, particularly in quotation-
based reasoning (Qte), where it reaches an accu-
racy of 80.6%, surpassing its baseline by over
8.4%. Similarly, LLaMA3.1-8B-Instruct shows
strong gains across all scenarios, with notable im-
provement in sarcasm detection (Sarc: +10.4%)
and quotation handling (Qte: +8.6%). Qwen2.5-
7B-Instruct also benefits significantly from MPVS-
tance, showing consistent improvements in im-
plicit stance detection (Imp: +7.3%) and multiple-
stances reasoning (mlS: +9.8%).

These results demonstrate that the integration
of MPV and RAG not only enhances factual ac-
curacy and logical reasoning but also significantly
boosts robustness in handling complex linguistic
phenomena such as sarcasm, implicit stance, and
quotation-based reasoning.

Model Setting Imp mIT mIS Qte Sarc
Qwen2.5 Baseline 68.5 652 633 70.5 65.1
Qwen2.5 MPVStance 75.8 743 73.1 78.5 739
LLaMA3.1 Baseline 69.3 66.1 642 71.8 66.4
LLaMA3.1 MPVStance 77.6 76.0 75.5 80.4 76.8
Mistral Baseline 70.1 673 65.7 722 68.0
Mistral MPVStance 77.7 76.2 78.3 80.6 78.2

Table 6: Performance (%) comparison between baseline
and MPV Stance settings on five challenging scenarios.

Performance Across Different Models (RQ4)
We evaluated the effectiveness of our approach
across three distinct model architectures: Qwen2.5-
7B-Instruct, LLaMA3.1-8B-Instruct, and Mistral-
7B-Instruct. As shown in Tables 1 and 2, all three
models demonstrate strong performance in stance
detection across different datasets.

Model Adaptability: The results show that each
of these models performs exceptionally well, with
Mistral-7B-Instruct achieving the highest overall
scores on the VAST dataset with an F1 score of
83.1% (Table 2) and leading in several key targets
on the SEM 16 dataset, such as HC and FM, with
F1 scores of 82.5% and 86.7% respectively (Table
1). However, Qwen2.5-7B-Instruct also demon-
strates impressive results, particularly on the A tar-
get within SEM 16, where it achieves the highest ac-
curacy of 81.9%. LLaMA3.1-8B-Instruct provides
consistently competitive performance, particularly
excelling in the LA and CC targets with the highest
F1 score of 81.8% and 82.6%, respectively.

These results indicate that while Mistral-
7B-Instruct leads in overall performance, both

Qwen2.5-7B-Instruct and LLaMA3.1-8B-Instruct
also perform exceptionally well in specific areas,
demonstrating that MPV Stance is highly adaptable
and effective across different large language mod-
els.

Discussion Our findings demonstrate that the
model not only surpasses existing state-of-the-art
models in stance detection but also excels in re-
ducing hallucinations across a range of challenging
scenarios. The ablation studies confirm the criti-
cal importance of each component, particularly the
RAG and CCR modules, in enhancing the model’s
accuracy and robustness. Moreover, MPVStance’s
consistent performance across different LLM ar-
chitectures further underscores its adaptability and
effectiveness as a comprehensive stance detection
framework.

Case Study: Verifying Stance on Climate
Change To illustrate the effectiveness of the Multi-
Perspective Verification (MPV) approach in prac-
tice, Figure 2 presents a detailed analysis of a tweet
related to climate change. This case study demon-
strates how the MPV process refines the initial
stance interpretation through a comprehensive anal-
ysis across multiple verification dimensions, ulti-
mately correcting the stance and providing a more
accurate classification.

6 Conclusion

In this work, we addressed the challenge of hallu-
cination in stance detection by proposing MPVS-
tance. MPV Stance integrates multiple verification
perspectives and Retrieval-Augmented Generation
(RAG) to enhance the accuracy and consistency of
stance detection in large language models (LLMs).
Experimental results demonstrate that MPV Stance
significantly outperforms existing models across
zero-shot, few-shot, and challenging scenarios, par-
ticularly excelling in mitigating hallucinations.

While MPVStance shows strong performance,
it has limitations in real-time topic analysis due to
the static nature of the underlying LLMs. Future
work will focus on integrating a real-time updating
knowledge base to enhance MPVStance’s capa-
bility in analyzing current events. Additionally,
exploring MPV Stance’s application to broader text
analysis tasks on web and social media platforms
offers promising opportunities for further research.
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Limitations

While the Multi-Perspective Verification (MPV) ap-
proach improves stance detection, it has limitations,
including high computational demands, reliance on
external knowledge sources, and inefficiency in
real-time processing. Additionally, it lacks testing
across different languages and cultural contexts,
which may affect its generalizability and accuracy
in diverse settings. The approach also struggles
with the subtleties of language such as sarcasm and
irony and may inherit biases from training data or
external sources. Addressing these issues is crucial
for enhancing the model’s robustness and applica-
bility.

Ethical Considerations

The MPV approach to stance detection must be
used responsibly, considering potential ethical im-
plications. The model’s dependence on external
data sources could propagate biases or misinfor-
mation if these sources are not rigorously vetted.
Additionally, the automated nature of stance de-
tection can influence public opinion and decision-
making processes, potentially impacting political
or social dynamics. Ensuring transparency in how
stances are determined and providing mechanisms
for correcting errors are essential to uphold ethical
standards. Moreover, addressing potential privacy
concerns, especially when analyzing personal or
sensitive content, is crucial for maintaining user
trust and adherence to data protection regulations.
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A Dataset Statistics

Train Dev  Test
# Examples 13477 2062 3006
# Unique Comments 1845 682 786
# Zero-shot Topics 4003 383 600
# Few-shot Topics 638 114 159
Table 7: Statistics of VAST dataset.
Target Favor Against Neutral
DT 148 299 260
HC 163 565 256
M 268 511 170
LA 167 544 222
A 124 464 145
CC 335 26 203

Table &: Statistics of SEM16 dataset.

B Prompts Used in the MPVStance

This appendix provides the detailed prompts used
in various steps of the MPVStance as described in
the methodology section. Each prompt is designed
to address specific aspects of stance detection, en-
suring thorough examination and validation of the
baseline response.

B.1 Baseline Response Generation Prompt

"Analyze the following tweet with re-
spect to the target. Your task is to deter-
mine the stance of the text towards the
target by assigning one of the following
labels: FAVOR, AGAINST, or NEUTRAL.
In addition to selecting the stance label,
provide a well-reasoned explanation that
clearly justifies your prediction. Text: x;
Target: p;"

B.2 Verification Prompts for
Multi-Perspective Verification

These prompts are used to generate verification
questions that thoroughly examine the baseline re-
sponse from multiple perspectives.

* Factual Accuracy Verification
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"Generate a specific question to ver-
ify the factual accuracy of the base-
line response [r;] related to the
tweet [x;] and target [p;1. Con-
sider whether the baseline response
accurately reflects both explicit and
implicit facts in the tweet. For ex-
ample, 'Does the statement about
Lpi] in [r;] match the explicit and
implied facts in [x;]1? Could the
implicit meaning suggest a different
stance?’"

* Logical Reasoning Verification

"Create a question to assess the
logical coherence of the reasoning
processes in the baseline response
[r;] about the tweet [x;] and tar-
get [p;1. Focus on whether the rea-
soning correctly interprets implicit
sentiments or logical connections in
the text. For example, ’Is the reason-
ing process used in [r;] to deduce
conclusions about [p;] from [x;]
logically valid and complete? Are
there any implicit connections that
were missed?’"

* Contextual Background Verification

"Formulate a question to evaluate
whether the baseline response [r;]
about the tweet [x;] includes all
relevant background information re-
lated to the target [p;]. Ensure that
both the explicit context and any im-
plied context are correctly under-
stood and reflected. For example,
"Does [r;] adequately consider the
context and any implicit messages
in [z;]1 about [p;1? What criti-
cal information might be missing
or misunderstood?’"

"Develop a question to identify
and examine potential counterargu-
ments or opposition points within
the baseline response [r;] regard-
ing the tweet [x;] and target [p;].
Focus on whether the baseline re-
sponse might have overlooked or

* Counterexample or Opposition Verification
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misinterpreted possible alternative
viewpoints. For example, 'Are there
any potential counterarguments in
[x;] that were overlooked in [1;]?
Could these alter the perceived
stance towards [p; 17"

» Target Relevance Verification

"Propose a question to determine if
the content of the baseline response
[r;] is directly relevant to the tar-
get [p;] mentioned in the tweet
[x;]. Assess whether the response
captures the primary intent of the
tweet concerning the target, includ-
ing any implicit references. For ex-
ample, ’Is the discussion in [r;]
directly relevant to the target [p;]
as intended in [x;]1? Are any im-
plicit references to [p;] accurately
reflected?’"

* Neutrality Verification

"Generate a question to assess the
neutrality of the baseline response
[r;] when the tweet [x;] requires
a neutral perspective towards the
target [p;]. Consider whether the
response has correctly identified
neutrality or bias in both explicit
and implicit content. For example,
"Does [r;] maintain an unbiased
and neutral stance when interpret-
ing [x;] towards [p;1? If not, what
implicit biases may be present?’"

* Expert Perspective Verification

"Create a question to evaluate
from an expert perspective whether
the baseline response [r;] aligns
with established knowledge and
best practices in the relevant field
about the target [p;] as mentioned
in the tweet [x;]. Ensure that
the response correctly interprets
any nuanced or specialized knowl-
edge that may be implicitly refer-
enced. For example, 'Does [r;]
reflect expert opinions or estab-
lished practices about [p;] based
on the explicit and implicit content

of [x;177"



¢ Sentiment Analysis Verification

"Formulate a question to analyze
the sentiment alignment between
the baseline response [r;] and the
tweet [x;], especially regarding the
target [p;]. Ensure that both ex-
plicit and implicit sentiments are
correctly identified and interpreted.
For example, 'Does the sentiment
in [r;] accurately reflect both the
explicit and implicit emotional tone
towards [p;] in [x;]1? What adjust-
ments are needed?’"

¢ Value and Bias Assessment

"Develop a question to critically
evaluate any biases or value judg-
ments in the baseline response [1;]
related to the target [p;] as dis-
cussed in the tweet [x;]1. Focus
on whether the response has cor-
rectly identified or addressed im-
plicit biases or values that might
affect the stance. For example,
"What biases or value judgments are
present in [r;] about [p;] that may
need reevaluation based on both
the explicit and implicit content of
La;]127"

* Stance Strength Verification

"Generate a question to assess
the appropriateness of the stance
strength in the baseline response
[r;1, considering the context and
the intentions of the tweet [x;] re-
garding the target [p;]. Ensure
that the stance strength reflects the
full spectrum of explicit and im-
plicit content. For example, ’Is the
strength of stance in [r;] towards
Lp;] appropriate given the explicit
and implicit context provided by
Lx;1? Should the intensity be ad-
justed?’"

in the tweet [x;] regarding the tar-
get [p;1. This includes consider-
ing multiple valid interpretations of
the text and determining if the re-
sponse has chosen the most contex-
tually appropriate stance. For ex-
ample, *Given the potential for mul-
tiple interpretations of [x;] regard-
ing [p;], does [r;] accurately re-
flect the most suitable stance? How
does the response address any in-
herent ambiguities?’"

B.3 Consistency Verification Prompts

* Factual Accuracy Consistency

"Identify and describe any discrep-
ancies between the factual claims
in the initial response [r;] and the
verification answer [a;;]1. High-
light specific inaccuracies, mis-
alignments, or overlooked implicit
facts in [r;] that conflict with the
evidence presented in [a;;]."

* Logical Reasoning Consistency

"Analyze and explain any contra-
dictions or logical inconsistencies
between the reasoning in the ini-
tial response [r;] and the verifica-
tion answer [a;;]. Focus on areas
where the logical flow in [r;] does
not align with the arguments or ev-
idence in [a;j], especially where
implicit reasoning may have been
overlooked."

* Contextual Background Consistency

"Compare the contextual informa-
tion in the initial response [r;] with
the detailed background provided
in the verification answer [a;;].
Identify any missing, irrelevant, or
incorrectly interpreted context in
[r;] that does not correspond with
the facts or nuances highlighted in
La;;1."

* Counterexample or Opposition Consis-
* Ambiguity Resolution Verification tency

"Generate a question to assess
whether the baseline response [r;]
effectively resolves any ambiguities
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"Evaluate the strength of the initial
response [r;] against counterargu-
ments or opposition points raised in



the verification answer La;;]. Iden-
tify any areas where the response
fails to adequately address or refute
these points, and suggest how [r;]
could be improved based on [a;;]."

* Target Relevance Consistency

"Assess how well the content in the
initial response [r;]1 aligns with
the target [p;], using the verifica-
tion answer La;;]1 as a reference.
Identify any parts of [r;] that devi-
ate from or fail to directly address
the target relevance as discussed in
La;;1."

* Neutrality Consistency

"Check whether the initial response
Lr;] maintains the required neutral-
ity, as indicated in the verification
answer [a;;1. Highlight any de-
tected bias or deviation from neu-
trality, and suggest how to adjust
the response to meet neutrality ex-
pectations."

* Expert Perspective Consistency

"Compare the knowledge or opin-
ions in the initial response [r;] with
those provided by experts in the ver-
ification answer [a;;]. Identify and
explain any discrepancies where
[ri] diverges from expert consen-
sus or established facts, especially
in specialized contexts."

* Sentiment Analysis Consistency

"Examine and explain any differ-
ences in sentiment between the ini-
tial response [r;] and the senti-
ment analysis answer [a;;]. Focus
on discrepancies in emotional tone
or alignment, particularly where
the sentiment in [r;] may have
been misunderstood or underem-
phasized."

* Value and Bias Consistency

"Evaluate the initial response [r;]
for any biases or value judgments,
comparing these with the findings in
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the verification answer La;;]1. High-
light and explain any biases or judg-
ments in [r;] that conflict with the
more objective analysis in [a;;]1."

 Stance Strength Consistency

"Assess the appropriateness of the
stance strength in the initial re-
sponse [r;1 by comparing it with
the stance intensity indicated in the
verification answer [a;;]. Identify
if the stance in [r;] is too strong or
too weak and suggest adjustments
to align with the expectations set by
[aij]. "

* Ambiguity Resolution Consistency

"ldentify and analyze any unre-
solved ambiguities between the ini-
tial response [r;] and the verifi-
cation answer [a;;1. Focus on
whether the initial response suffi-
ciently addressed potential multiple
interpretations of the tweet [x;] re-
garding the target [p;]. Highlight
areas where [r;] may have chosen
an inappropriate or less suitable
stance due to unresolved ambigu-
ities, and suggest how these could
be better addressed.”



