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Abstract

Deep transformer models have been used to de-
tect linguistic anomalies in patient transcripts
for early Alzheimer’s disease (AD) screen-
ing. While pre-trained neural language models
(LMs) fine-tuned on AD transcripts perform
well, little research has explored the effects of
the gender of the speakers represented by these
transcripts. This work addresses gender con-
founding in dementia detection and proposes
two methods: the Extended Confounding Fil-
ter and the Dual Filter, which isolate and ab-
late weights associated with gender. We eval-
uate these methods on dementia datasets with
first-person narratives from patients with cog-
nitive impairment and healthy controls. Our re-
sults show transformer models tend to overfit to
training data distributions. Disrupting gender-
related weights results in a deconfounded de-
mentia classifier, with the trade-off of slightly
reduced dementia detection performance.

1 Introduction

Transformer-based models (Vaswani et al., 2017)
have excelled in language and vision tasks, par-
ticularly bidirectional encoder models like BERT
(Devlin et al., 2019) and its variants (Liu et al.,
2019; Sanh et al., 2020; Lee et al., 2020; Qian
et al., 2022), which enhance classification through
rich text representations. As these models gain trac-
tion in clinical tasks like dementia detection, it is
crucial to ensure fairness in their predictions, given
the high stakes of clinical decision-making. How-
ever, most models are optimized for task-specific
accuracy without accounting for biases present in
fine-tuned datasets (Baldini et al., 2022; Bolukbasi
et al., 2016; Hutchinson et al., 2020; Webster et al.,
2021; de Vassimon Manela et al., 2021), leading to
spurious correlations.

Efforts to mitigate these biases have focused on
two main approaches. One involves task-agnostic
methods that enforce fair representation learning

(Kaneko and Bollegala, 2021; Cheng et al., 2021;
Guo et al., 2022), while the other targets bias reduc-
tion in specific tasks using annotated data (Shen
et al., 2021; Ravfogel et al., 2022; Gira et al., 2022;
Zhu et al., 2023). A particularly challenging form
of bias is confounding bias (Landeiro and Culotta,
2018), which arises when extraneous factors dis-
tort the relationship between the input language
and the diagnostic outcomes. In spoken language-
based dementia assessment, the existence of con-
founders can influence both linguistic patterns and
disease prevalence, leading models to learn unin-
tended associations. Despite growing awareness
of bias in machine learning, confounding bias in
low-resource domains like healthcare remains un-
derexplored, where imbalanced datasets exacerbate
the problem.

In this study, we investigate gender confound-
ing bias in dementia detection using speech-based
datasets. Prior research in Alzheimer’s disease has
identified sex as a prominent risk factor, with sig-
nificant differences in dementia incidence observed
between males and females (Beam et al., 2018;
Podcasy and Epperson, 2016). While such patho-
logical disparities are clinically meaningful, ma-
chine learning models that predict dementia from
speech should make predictions independently of
gender differences. A biased model may rely on
gender-specific language cues rather than clinically
relevant markers of cognitive decline, potentially
leading to misdiagnoses and unequal performance
across demographic groups.

To address this, we introduce two novel bias mit-
igation techniques inspired by the Confounding Fil-
ter (Wang et al., 2019): Extended Confounding Fil-
ter (ECF) and Dual Filter (DF). We evaluate these
methods on two dementia speech datasets' widely

"Due to limited public datasets for Alzheimer’s disease
(AD) classification, we also considered ADReSS (Luz et al.,
2020a) but excluded it due to its small size compared to the
other two.
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used in cognitive linguistic research (Li et al., 2022;
Farzana and Parde, 2023). Our main contributions
in this paper are as follows :

1. We identified under-explored gender con-
founding bias in speech datasets for dementia.

2. We extended the Confounding Filter method
to the Transformers architecture and demon-
strated improvements in downstream task per-
formance.

3. We introduced the Dual Filter as a simple yet
effective weight masking algorithm that iden-
tifies and ablates parameters associated with
the confounding bias in the entire model’s net-
work (vs. individual layers).

4. We showed that both proposed methods effec-
tively reduce the False Positive Rate (FPR)
and Statistical Parity (SP) gap between gen-
ders while maintaining relatively strong model
performance under various distribution shifts.

2 Related Work

In recent years, transformer-based models have
demonstrated promising performance in dementia
detection using patient speech data (Hernandez-
Dominguez et al., 2018; Cohen and Pakhomov,
2020; Luz et al., 2020b; Guo et al., 2021; Li et al.,
2022). However, these models are susceptible to
inductive bias due to the small size of publicly avail-
able datasets utilized in most studies. A key con-
cern is that these models may learn gender-specific
language patterns from male and female partici-
pants performing the same task, and subsequently
use these differences to make dementia predictions,
regardless of the participants’ true cognitive status.

The methods we propose involves isolating and
removing the influence of model weights associ-
ated with a confounding variable. As such, our
work relates to prior efforts aimed at regulariz-
ing information encoded within transformer net-
works. One line of research explores weight iso-
lation through disentangled learning (Zhang et al.,
2021; Colombo et al., 2021), which require spe-
cialized loss functions to minimize information
overlap between targets and sensitive attributes.
Adapter sub-networks, on the other hand, regulate
and control access to information from protected
features (Hauzenberger et al., 2023; Masoudian

20ur code is available at https://github.com/
LinguisticAnomalies/DualFilter.git.

et al., 2024). Without introducing additional train-
ing objectives, Liu et al. (2024) propose a gradient
integration method to identify neurons responsible
for disparities in output logit distributions among
demographic groups. Lee et al. (2019) and Sun
et al. (2024) develop weight importance ranking
algorithms to locate redundant weights for network
pruning. These algorithms track neuron activations
or loss outputs by masking certain weights within
a layer and assigning importance scores based on a
calibrated dataset.

While most of these methods focus on pretrained
models—some exceptions serve as baselines in our
experiments—our work specifically addresses bias
learned during fine-tuning for a given task. Com-
pared to prior approaches, our method for identi-
fying influential weights integrates seamlessly into
standard training, requiring no additional compo-
nents or objective formulations, yet achieving sig-
nificant bias mitigation across various distribution
shifts in the data.

3 Methods
3.1 Confounding Filter

Deep learning models often recognize false signals
from confounding factors, leading to sub-optimal
performance in many real-world cases (Szegedy
et al., 2013; Nguyen et al., 2015; Wang et al.,
2017b,a). To address this issue, the Confounding
Filter (Wang et al., 2019) was proposed to address
confounding biases in models trained on electroen-
cephalogram and medical imaging data. In this
approach, a deep learning model is denoted as hav-
ing two components: g(-; ), a representation learn-
ing network, and f(-; ¢), a classification network.
The algorithm first optimizes the entire network by
solving the following objective:

0,6 = argmin L(y, f(g(X);0); ),

)

where £ denotes the loss function to be minimized.

In the second phase, assuming we have access
to the confounder label m in the dataset, the al-
gorithm localizes weights that are reactive to the
confounding variable. This is achieved through tun-
ing f(+; ¢) towards m while keeping g(+; #) fixed.
During the second phase, updates in qg are tracked
and normalized after each batch. The sum of nor-
malized updates is denoted as m = Zé’:l |Adil
where b is the number of total batches in the second
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Figure 1: (a) Illustration of the Extended Confounding Filter (ECF) Probing framework for weights identification.
(b) Ilustration of the Dual Filter (DF) procedure to find weights to mask.

phase of training. The importance of each element
in 7 is determined by their magnitude. A threshold
function is then employed to get the mask:

_ 0 ifm>rT
! 1 otherwise

Here, 7 is the k" percentile in 7, where k is a
hyperparameter. The element-wise product ¢’ =
¢ ® M results in the confounder-mitigated network

F(9(X):0);¢").
3.2 Extended Confounding Filter

While the original Confounding Filter algorithm
has shown improvements over the baseline in some
neural network architectures (Wang et al., 2019), its
adaptation to transformer networks remains unex-
plored. Transformer-based language models (LMs)
learn to generate distributional semantic represen-
tations (Vaswani et al., 2017) through the atten-
tion mechanism and positional encoding. By fine-
tuning a pretrained LM, semantic information per-
tinent to a task of interest is dynamically stored
across the transformer network layers.

Our hypothesis is that fixing g(-; §) when train-
ing for the confounder variable may not effectively
capture the most confounder-associated weights
within the transformer network. To test this hy-
pothesis, we sequentially unfroze each layer in the
transformer network, starting from the classifica-
tion head down to the embedding layer and ob-
served its impact on the prediction. This is different
from the original Confounder Filter method, where
only the classification head is trainable in the en-
coder model. We refer it as Extended Confounding
Filter (ECF) in the paper.

The illustration of how ECF works is shown
in Figure 2. Matrices Wo, Wg, Wy, Wo, W1, Wa
are tracked in a single transformer block, while
Wems and W5 represent the token embedding ma-
trix and classification weight matrix in a sequence

classification model, respectively. Similarly to the
Confounding Filter, we start by training a classifi-
cation model towards the primary label Y}, (Phase
1) and then continue training the model towards
classifying the confounder label Y, with layers se-
quentially unfreeze (Phase 2).

WQ
WK Wi Wy
L =

weights in Attention weights in FFN

Figure 2: Tracked weights in the transformer network

By sequentially unfreezing different numbers of
layers, we allow varying amounts of the model’s
parameter spaces to react to the information intro-
duced during Phase 2 (Figure 1a). The sequential
probing scheme follows the idea of the Confound-
ing Filter but offers greater flexibility, as it allows
partitioning of the classification network f(x) and
representation learning network g(x) at different
points. The change in model parameters A¢g; is
normalized within the matrix and recorded after
each training batch. Following the Confounding
Filter methodology, we restrict A¢; to each W
in this probing procedure, and the threshold 7 is
calculated for each individual weight matrix. The
probing step size is by layer. Masking matrices,
derived from the threshold function, are applied to
the tracked weight matrix from Phase 1 fine-tuning.

3.3 Dual Filter

We further relax the restriction in Phase 2 training
of the ECF method, which mandates local masking
and overlooks the dynamic interactions within the
LM during fine-tuning. To address this, we propose
Dual Filter, a method that tracks weight changes
from two separate models initialized from the same
checkpoint—one optimized for the primary out-
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come (dementia) and the other for the confounder
(gender). After obtaining change matrices 7 from
both models, we utilize set operations to isolate
weights that are most reactive to the confounder
label during finetuning. Specifically, we choose the
top k% most changed weights from the primary
model f and the confounder model g, and take the
intersection or the difference from these two weight
sets to generate the mask matrices (Figure 1b). One
could strategically apply the intersection set mask
(M), the difference set mask (Mp), or the joint
set (M7 U Mp) of both masks, which is equivalent
to selecting the top k% most changed weights from
the confounder model, depending on the dataset
and task. This flexibility allows for precise bias
mitigation, ensuring optimal trade-offs between
fairness and performance tailored to specific appli-
cations. We formally describe the proposed method
in Algorithm 1.

Algorithm 1 Dual Filter for weights masking

Input: pretrained LM: fo(x), go(x); dataset:
D(z,yp, yc); threshold: k
Output: Confounder-adjusted model f(z;6")
1: Train fo(z;60) — y,, obtain weights change
A, and fine-tuned model f(z; 6).
2: Train go(z; ¢) — y., obtain weights change
A, and fine-tuned model g(x; gZ;)

A, = argmax g i
pgAPV‘plzkpieAp

A, = argmax E G
CQACJC':]C(HEAC

4: My + Ap,k N Aqk, Mp + Ac,k \ Ap,k
5: Pick mask M € {M[,MD,M]UMD}

0 «0,=0 VieM

3.4 Other Baselines

We include two recent baseline adapter models,
CONGATER (Masoudian et al., 2024) and MOD-
DIFFY (Hauzenberger et al., 2023) using their pub-
licly available code?**, both of which address bi-
ases learned during fine-tuning. These methods
append additional bias-mitigate modules into a net-
work and update their weights through a joint loss
function. We run these two methods using their

3https ://github.com/ShawMask/DebiasingConGater
*https://github.com/CPIJKU/ModularizedDebiasing

default configurations with a range of hyperpa-
rameters (See Table S3) to compare their fairness-
performance trade-offs with the proposed methods.

4 Evaluations

Confounding Shift One fundamental assump-
tion in machine learning is that the test and training
datasets are from the same distribution. However
this assumption is often violated in real world ap-
plications resulting in distribution shifts. One spe-
cific form of distribution shift is sub-population
shift (Cao et al., 2019; Cai et al., 2021), where the
training distribution differs from the deployment
distribution. A model trained on such shifted data
tends to learn spurious correlations with the ma-
jority class, resulting in poor performance when
applied to data with a class distribution different
from that of the training set (Yang et al., 2023).

While the sub-population shifts are determined
by the product of group attributes and the label,
and the group attributes are not independent of the
label, it is a special type of dataset shift referred to
as Confounding Shift (Landeiro and Culotta, 2018).
Formally, confounding shift exists when two condi-
tions are met: (i) a confounding variable Y, exists
that impacts both X and Y}, through distributions
P(X]Y.) and P(Y,|Y.) through the backdoor path
in a causal graph (Pearl, 2009); (ii) a subpopu-
lation distribution Py, (Y}|Ye) is different from
Piest(Yp|Ye) (Landeiro and Culotta, 2018).

To quantitatively assess the degree of confound-
ing shift, we use a framework proposed by Ding
et al. (2024) in our experiments. This allows us to
perturb the target variable and confounding vari-
able distributions in both training and test splits
to different degrees through sampling from the
original dataset. Under this framework, we con-
sider a dataset with a binary target and binary con-
founder, the joint distribution P(Y},, Y;) governed
by the following quantity: P(Y. = 1), P(Y, =
1),P(Y, = 1|Y, = 1), P(Y, = 1]Y. = 0). Next
Ding et al. (2024) introduced a positive auxiliary
variable o = %, which serves as a knob
for controlling the degree of subpopulation shift.
By setting different « values, we control the source
of the positive examples. If we hold P(Y, = 1)
and P(Y), = 1) constant, we can vary yq, and
iest to create a mixture of datasets with various
degrees of shift for model evaluation. Details are
described in Section 5.2.
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Fairness Fairness in machine learning seeks to
ensure that models make unbiased decisions and
perform equally well across different demographic
groups. One widely used notion of group fairness
is statistical parity, which emphasizes equal out-
comes at the population level (Dwork et al., 2011).
In binary classification tasks with a binary group
attribute G and binary outcome Y, statistical parity
is measured by the absolute difference or ratio be-
tween P(Y =1 |G =1)and P(Y =1 | G =0).
A smaller disparity indicates more equal treatment
across groups in the model’s predictions.

Beyond statistical parity, other fairness metrics
incorporate ground-truth labels to assess predic-
tion accuracy across groups. For example, Equal
Opportunity compares true positive rates between
subgroups to evaluate whether the model performs
equally well for individuals who belong to the posi-
tive class (Hardt et al., 2016; Romano et al., 2020).

In our study setup, test set distributions can vary
with the parameter o, which governs the prevalence
of dementia. This variation affects the base rate of
dementia. To address this, we focus on the false
positive rate (FPR), defined as P(dementia = 1 |
gender, dementia = 0)—the model’s predicted de-
mentia probability among healthy individuals. We
measure the absolute difference in FPR between
gender groups, denoted as AFPR, to assess fairness
in terms of error rates.

Additionally, to evaluate whether our method
reduces statistical parity, we examine the absolute
output probability difference |P(dementia = 1 |
gender=F) — P(dementia = 1 | gender=M)]|, de-
noted as ASP, on a balanced test set. This allows us
to determine whether the model produces equitable
predictions for male and female participants when
the underlying training distribution is controlled.

5 Experimental Setup

5.1 Dataset

DementiaBank (DB) The benchmark dataset
used for our experiments is the Pittsburgh Cor-
pus from DementiaBank (Becker et al., 1994;
MacWhinney, 2007) This corpus is a widely used
resource in the fields of computational linguistics
and dementia studies. It provides detailed speech
and language data from elderly participants with
dementia as well as healthy controls. Notably, the
Pittsburgh Corpus includes responses to the Cookie
Theft picture description task from the Boston Di-
agnostic Aphasia Examination (Goodglass and Ka-

plan, 1983). The dataset comprises 548 examples
collected from longitudinal records of 290 partici-
pants. To ensure the transcripts accurately reflect
the diagnosis label, we selected the last transcript
for each patient as input for our model (183 female
vs 107 male).

Carolinas Conversation Collection (CCC) The
Carolina Conversations Collection (CCC) (Pope
and Davis, 2011) differs from DB by sourcing
English conversational interviews rather than neu-
ropsychological tasks. The corpus contains 646
interviews from 48 cognitively normal elderly in-
dividuals and 284 with dementia, with participants
potentially having multiple interviews. These con-
versations focus on health-related autobiographical
narratives and have been widely used in psycholin-
guistic NLP research (Nasreen et al., 2021; Li et al.,
2022; Farzana and Parde, 2023). Our study uses
394 transcripts from 70 interviewees with available
gender information (323 female vs 71 male).

5.2 Experiments

We start by examining whether a text classifica-
tion model will recognize gender confounding bias
from speech data. We fine-tuned a BERT-base
model (Devlin et al., 2019) on the complete dataset
and assessed its performance across gender-specific
subgroups. We ran the experiments using 5-fold
cross validation with 3 repeats on both the original
dataset, and a perfectly balanced dataset created by
down-sampling the more prevalent category. Mann-
Whitney-Wilcoxon test were performed between
male and female and the result is shown in Table 1
- performance discrepancies were observed among
male and female examples across multiple runs.
This result shows that there exists confounding by
gender in the dementia detection task which is in-
dependent of the gender distribution in the dataset.
This suggests that the gender of the speaker influ-
ences the language they use to complete the Cookie
Theft picture description task or the phone inter-
views, and confound the dementia signals during
model fine-tuning. Hereby, we further investigate
this confounding by gender effects in dementia de-
tection and evaluate our proposed deconfounding
methods.

Dataset Perturbation As described in Section
4 , we manipulated the conditional distribution of
dementia by gender in our dataset through random
sampling, creating a series of datasets with varying
levels of confounding shift. In our experiments, de-
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Figure 3: ECF filtering with 15% masking rate across different confounding shifts from two dataset.

dataset setup abs mean diff p-value
DB Original 0.055 < .001
Balanced 0.068 < .001

Original 0.152 0.002

cece Balanced 0.102 0.007

Table 1: Two sided Mann-Whitney-Wilcoxon test
results of male and female dementia prediction
performance (AUPRC) across different setups.

mentia cases and female participants are coded as 1,
respectively. We fixed P(gender = 1) = 0.5 and
P(dementia = 1) = 0.5 in both the training and
test sets to ensure fair comparisons across different
configurations. This way, the dataset is balanced
with respect to both dementia and gender. Then we
adjusted the value of o = % to create
an imbalance in the source of dementia cases (sub-
population shift). If a > 1, more dementia cases
are drawn from females, while o < 1 indicates
the opposite. The further « is from 1, the more
severe the imbalance. To evaluate the model’s ro-
bustness to confounding shifts, the model is trained
0N 0ONe iy Value and tested on its reciprocal value
Qiest = ﬁ, simulating an extreme shift in the test
set compared to the distribution the model was ex-
posed to during training. The selection of ﬁ is
entirely arbitrary and is intended solely to illustrate
the shift magnitude and establish the testbed for
evaluation. Models are trained for 20 epochs on
480 training examples, validated on 120 examples
and evaluated on 150 examples for each configura-
tion. Among them, the training set and validation
set are sampled from «, while the test set is sourced
from é The best checkpoint is selected based on
the AUPRC on the validation set, using early stop-
ping to prevent overfitting.

Extended Confounding Filter The encoder
model we used for dementia detection is BERT-
base, with 12 encoder layers and 12 attention
heads in each layer. Once we obtain the demen-
tia fine-tuned model f(z) after the first Phase, we

take a snapshot of the parameters and only make
some parts of it trainable towards the gender la-
bel in the second Phase. The trainable layers start
with cls, and one layer is sequentially added to
the trainable set. Eventually, the trainable set be-
comes {cls,layerl2, layerll,...,layerl, emb}
and spans the whole network. Then for each train-
able set, fy is trained toward gender prediction.
We ranked the weights that changed in each layer
and selected the top 15% of the weights with the
most significant changes in each layer to mask
(Figure 1a), following the approach in Wang et al.
(2019). Then we evaluated the masked models. We
include results of choosing different masking ratios
for ECF in Appendix C.2.

Dual Filter In the Dual Filter approach, we track
the global weight change throughout the model’s ar-
chitecture. The classification head is exempt from
tracking as it is training toward two different tasks
and the weights in the classification head are as-
sumed to have the most significant change com-
pared to the rest of network. We first obtain two
lists of weights change matrices from f(x) and
g(x), using the same approach as Extended CF.
Then we rank and select the top k% weights by
their locations in the network. A sequence of k
values are tested, ranging from 0 to 60 and step
size of 1. Then three sets (M, Mp, M;N Mp) are
calculated and applied to f(x) to create the masked
model. Note when training toward gender in both
Extended CF and Dual Filter, we select only non-
dementia cases to let the model learn from texts
that are representative of the gender differences.
Consequently, only healthy cases are used in the
evaluation.

6 Results
6.1 Extended Confounding Filter

Figure 3 presents the results of the Extended Con-
founding Filter (ECF). The red dotted line repre-

10424



sents the performance of the intact model, while
the bars illustrate models where weights are pro-
gressively eliminated, layer by layer, from left to
right until the embedding layer is reached (the right-
most bar). The orange bar represents the original
Confounding Filter approach, where only the clas-
sification head is trained in the second phase and
then masked.

We observe that simply applying the Confound-
ing Filter to the classification layer is insufficient
to mitigate confounding bias. Propagating masks
layer by layer helps maintain or even improve de-
mentia classification performance. Specifically, the
model remains resilient in dementia detection when
gender-associated weights are removed from the
upper layers, with no significant performance drops
occurring until weights are ablated from lower lay-
ers. This aligns with prior work (Li et al., 2024),
which reports similar robustness in linguistic fea-
ture encoding. Interestingly, in some cases, remov-
ing gender-associated weights from certain layers
improves AUPRC compared to the intact model,
suggesting potential patterns that warrant further in-
vestigation. Across both datasets, a “ladder” effect
emerges due to confounding shift: models trained
and tested on the same distribution (v = 1) achieve
the highest performance, while the performance de-
clines as o4, deviates from 1.

In particular, the token embedding layer plays
a critical role in dementia detection—our experi-
ments show that removing even a small fraction
of its weights drastically alters the model’s perfor-
mance. Further research is needed to better un-
derstand its contribution when using transformer
models for dementia detection.

6.2 Dual Filter
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Figure 4: AUPRC (y-axis) on ECF and DF for different
Q¢rain configurations. The x-axis represents the % of
ablated weights through the whole network.
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In Figure 4, we visualize the dementia prediction

performance change on the DB dataset as we apply
three different types of mask to the original model
and gradually increase the masking ratio. The re-
sults from ECF with 15% layer-specific masking
ratio are added for comparison. The plot shows
the relation between how many weight entries are
ablated within the whole network against model
AUPRC. The rows indicate three types of masks
that are generated by Dual Filter and the columns
indicate the specific ayyqy, configurations that con-
trol the distribution shift.

Next, we show the absolute False Positive Rate
difference (AFPR) between females and males cal-
culated under both ECF and DF methods. Figure 5
shows the change in FPR gaps as the ablation ratios
increase for all three types of masks. The mask type
is indicated in rows while the columns represent
different ovgqr. Similar trends are also observed
in the CCC dataset, shown in Appendix C.1.
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Figure 5: AFPR (y-axis) on ECF and DF for different
Q4rain configurations.
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Figure 6: ASP (y-axis) on ECF and DF for different
Qitrain configurations.

The results in Figure 4 show that all three mask-
ing strategies display similar trends under varying
confounding shift configurations. Both the M7 and
Mp masks exhibit stronger resilience across differ-
ent ablation ratios compared to the ECF baseline.
In contrast, the union mask (M; U Mp), which
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Figure 7: AUPRC vs. AFPR among different methods for two datasets.

removes a larger set of weights, exhibits compara-
ble or slightly reduced resilience compared to ECF
across different « settings. This suggests that re-
moving all gender-related weights without consid-
ering their association with dementia labels impair
model performance under distributional shifts.

Paired with Figure 5, we observe that in certain
intervals of the ablation ratios, the performance
remains stable while the fairness metric improves.
For example, at « = 0.2 in the DB dataset, re-
moving 10% of the weights from M7 (the intersec-
tion mask) achieves model AUPRC at 0.80, which
drop only slightly from the original model (0.82),
while the FPR difference between male and female
drops from 0.22 to 0.03. These results suggest
an entanglement between weights responsible for
dementia detection and those associated with gen-
der, particularly in weight entries that undergo the
most change across different layers of the network.
We further analyze this entanglement across lay-
ers under different confounding shift settings in
Appendix D.2. Figure 5 also suggests that FPR
gaps are more severe in the original model under
extreme confounding shifts.

In addition, we assess model fairness on the DB
dataset using statistical parity, with the evaluation
conducted on a balanced test set (« 1). As
shown in Figure 6, both proposed weight masking
methods substantially reduce the prediction dispar-
ity between male and female participants across
different training data shifts. This improvement
also suggests that the methods successfully identify
and suppress gender-related weights in the model,
leading to more equitable predictions.

6.3 Comparisons with other methods

We train different models on data with an arbitrarily
selected setting with yyq;n, = 3 to represent a con-

founding shift case. That means the dementia cases
for training are sourced three times more from the
female cohort than the male cohort. We then test
on samples from the configuration of ayes; = %
We evaluate the results on ECF, DF and other base-
lines using the AUPRC-AFPR curve (Figure 7),
in which the upper-left points represent an ideal
classifier, with both high accuracy and fairness.

Our experiments show that ECF achieves the
best trade-off on the CCC dataset, while DF (Mp)
outperforms the other methods on the DB dataset.
Across both datasets, our methods consistently out-
perform adapter-based baselines and naive Con-
founding Filters, demonstrating their effectiveness
in mitigating confounding shifts. Notably, com-
pared to naive Confounding Filters, our methods
achieve a more favorable trade-off, maintaining
higher AUPRC at the several FPR disparity levels.

Additionally, we note that weight masking ap-
proaches offer a more fine-grained trade-off tra-
jectory than loss-optimization methods, providing
greater flexibility across various use cases.

7 Discussion

From the experiments, we conclude that both ECF
and DF effectively mask gender-related weights
within a BERT-base model, improving gender par-
ity in outcomes while maintaining comparable per-
formance in dementia detection under various de-
grees of confounding shifts. Comparisons with
existing baselines demonstrate that our proposed
methods achieve a more favorable trade-off be-
tween model performance and gender parity. We
further discuss the broader impact of the work.

Clinical Implication While this work exclu-
sively focuses on the gender-confounding issue
in dementia, its broader implications extend to
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other medical Al applications. Unbalanced data
is common in many medical settings, and induc-
tive bias in deep learning models can lead to mis-
diagnoses or uneven treatment recommendations
during model inference. Our findings emphasize
the need for proactive bias mitigation strategies in
low-resource domains like dementia research, and
future work should explore extending these decon-
founding methods to additional clinical variables.

Generalizability Both the ECF and DF meth-
ods are model-agnostic and can be applied to
any transformer-based architecture. Additionally,
both methods can be adapted for non-binary con-
founders by formulating them as a multi-class clas-
sification task during model fine-tuning. Although
this paper focuses on a single clinical task with a
binary target and a binary confounder,the proposed
framework can be extended to more complex con-
founding scenarios.

Scalability ECEF suffers from scalability issues
due to its retraining process at each layer to ex-
ploit the trade-offs, while DF is more computation-
ally efficient, requiring only two fine-tuning steps.
Therefore, its computational complexity scales lin-
early with the size of the dataset, making it more
practical for larger datasets and models.

8 Conclusion

In this paper, we address gender confounding bias
learned during model fine-tuning and propose two
model-agnostic methods for filtering confounder-
associated weights in transformer neural networks.
We apply these methods to dementia detection
tasks, demonstrating their potential utility in clini-
cal practice. Our findings indicate that unaddressed
confounding shifts can degrade model performance
even when the overall label and group distributions
are balanced. Experimental results compare the
identification of gender-associated weights both
layer-wise and across the entire model. Both meth-
ods show minimally degraded performance on the
dementia detection task while reducing gender bias.
We observed non-monotonic responses across lay-
ers, suggesting further investigation is needed to
understand the inner workings of even small trans-
former models. Lastly, we note that ensuring fair-
ness and maintaining model performance often in-
volve trade-offs, and real-world decisions should
consider multiple factors, including bias tolerance
and use-case specifics.

Limitations

Dataset The experiments of our proposed meth-
ods are only conducted on two relatively small
datasets; therefore, generalizability to other
datasets will need to be further investigated. In
addition, given the small data size, manifesting dif-
ferent levels of confounding shift requires repetitive
sampling to meet the desired subgroup distribution.
Thus the resultant dataset contains a significant
amount of duplicates that may reduce the strength
of the findings and would need to be replicated in
larger datasets.

Methods In ECF methods, even though the ap-
proach we take is the most straightforward and
allows the model to absorb unidirectional effects,
we ignore the possibility of other combinations of
layer freezing inside the network and leave it to be
explored in future work.

Experiments While we acknowledge BERT-
base as a good starting point for investigation, we
did not include other encoder models in this work.
Also, while we briefly discussed some other weight
importance measurements to isolate weights that
impact certain outputs, we did not include and
compare them with our current approach for de-
confounding mainly due to the publicly available
code for other prior work not being model-agnostic.

Ethical Statement

Dataset Privacy The two datasets utilized in this
study are publicly available (upon request) and
have been fully de-identified. 1) DementiaBank
transcripts: These are collected from picture de-
scription tasks in cognitive tests designed to assess
structural language skills. 2) Carolina Conversa-
tions Collection transcripts: These are derived from
interviews about life stories or personal well-being.
While these datasets include demographic infor-
mation about the subjects, they are considered a
health-related speech dataset instead of medical
dataset in general sense, and the privacy concerns
associated with their use are minimal.

Potential Downstream Risk While the deploy-
ment of model-based dementia screening tools has
the potential to support timely interventions and im-
prove patient outcomes through early detection of
cognitive decline, these benefits must be carefully
weighed against ethical and practical concerns. For
example, false positives of model predictions may
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cause distress and anxiety to patients or lead to
premature clinical decisions; Such models can also
be applied for non-medical purposes such as mon-
itoring cognitive status or unregulated cognitive
assessments of vulnerable populations, which may
aggravate discrimination against those groups.

Gender Clarification The datasets used in this
study include only participants identified as male
or female. In the DB dataset, gender labels are
inferred from participants’ reported biological sex,
whereas in the CCC dataset, gender is explicitly
provided in the metadata. We acknowledge that
equating gender with biological sex in the DB
dataset is a strong assumption, and this limitation
warrants further investigation.
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A Evidence of Confounding

A.1 Gender bias in dementia detection

(a) AUPRC results from DB (b) AUPRC results from CCC

Figure S1: Performance discrepancy between male and
female in two datasets using the BERT-base model.

A.2 Dataset Statistics

DB Dataset CCC Dataset
Gender Label Count Gender Label Count
Female 0 57 Female 0 220
Female 1 126 Female 1 103

Male 0 41 Male 0 42
Male 1 66 Male 1 29

Table S1: DB and CCC Datasets gender-label counts

B Experiments Setup

B.1 Finetuning hyperparameters

parameter value
Data Size Train 480
Validation 120
Test 150
Hyperparameters Max sequence length 256
Number of epochs 20
Early stopping tolerance 5
Early stopping metric AUPRC
Optimizer AdamW
Scheduler Linear
Warm up steps 50
Learning rate le-5
Table S2: Model and Data Configurations for
Finetuning

B.2 Hyperparameter selection for baseline
methods

In Table S3, we present the selected hyperparam-
eters for the two adapter-based baseline methods
along with their corresponding definitions.

C Additional Results
C.1 CF vs ECF on CCC dataset

In this section we show the results for EF and DF
comparisons for AUPRC and AFPR against the
ablation ratio. Figure S2 demonstrates the ablation

effects on the AUPRC metric and Figure S3 shows
the effect for the absolute FPR difference between
female and male. The results suggest both methods
work effectively on the CCC dataset.
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Figure S2: Relationship between AUPRC and weights
ablation on CCC dataset for ECF and DF.
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Figure S3: Relationship between AFPR and weights
ablation on CCC dataset for ECF and DF.
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C.2 ECF with different masking ratios

In this section, we present ECF results with differ-
ent masking ratios (5%, 25% and 35%). Figrue S4,
S5, and S6 demonstrate the results. We can observe
that as the masking ratio increases, the model per-
formance on dementia detection regarding AUPRC
drops significantly after several layers. We then
assess whether masking only 5% of the weights in
ECF can effectively reduce FPR gaps. As shown
in Figure S7, substantial fairness improvements
can be achieved by removing a small fraction of
weights from each layer of the BERT-base model
under certain configurations. This suggests that the
optimal masking ratio may vary depending on the
dataset and experimental setup.

D Analysis

D.1 Relationship of three types of masks in
Dual Filter

The relationships between the ablation ratio of the
three types of masks and the choice of k are shown
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Methods Hyparam Values Note
CONGATER w 0.2,0.4,0.6,0.8,1.0 gate sensitivity
MODDIFFY  fixmask_pct 0.1,0.3,0.5,0.7,0.9  weight mask cutoffs

Table S3: Hyperparameters used in baseline experiments
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Figure S4: ECF filtering with 5% masking rate across different confounding shifts on DB dataset.
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Figure S5: ECF filtering with 25% masking rate across different confounding shifts on DB dataset.
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Figure S6: ECF filtering with 35% masking rate across different confounding shifts on DB dataset.
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Figure S7: Comparison of ECF with 5% masking ratio
and DF on AFPR against ablation ratio on DB dataset.
in Figure S8. As we tune k to increase the coverage
of active parameters in the model, the size of Mp
first grows then reaches its peak at around k£ = 40
and then falls back to zero, while the size of M7
keeps increasing.

D.2 Entanglement Analysis

While the aim of this work is to eliminate gender
confounding effects from the model’s dementia
detection capability, there is a possibility that the
weights associated with dementia and gender be-
come entangled during the learning process (i.e.,
same weights responsible for both - gender and de-
mentia encoding). To investigate this, we record the
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Top k% of Changed Weights

Figure S8: Ablation ratio by each mask against the total
masking ratio

change matrices for all layers in the network during
the Dual Filter training process. We then conduct
an analysis of the similarity between the change
matrices from the fine-tuned dementia model and
those from the fine-tuned gender model. For simi-
larity measurements, we utilize the Jaccard Index
to quantify the similarity between the two input
matrices, which is defined as:

_unV]

To prepare the input, 85% percentiles of the two
change matrices are calculated and then the per-
centile values are used to binarize each of the ma-
trices. Figure SO to S13 demonstrates the barplot
from six of the tracked weight matrices at each
layer, with different ay,.qi, configurations. From
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the plots we can observe that at lower encoder lay-
ers, the similarity between dementia model and
gender model concentrates on the attention block,
especially Wy and Wp. As we move up to the
upper layer, the FFN block starts to display more
similarity and jumps up at 12! layer. Similar pat-
terns are also observed in other qyq;, configura-
tions. This result indicates the fine-tuned model
stores information dynamically through the whole
network and shift the storage at different layers.
This finding also aligns with other work (Wei et al.,
2024) where weights entanglement are assessed
with a larger model and different tasks.
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Figure S9: Jaccard Index for each of the tracked matrix in Dual Filter (a¢yqin = 0.20, aiese = 5.0)
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Figure S10: Jaccard Index for each of the tracked matrix in Dual Filter (ayqin = 0.33, agest = 3.0)
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Figure S11: Jaccard Index for each of the tracked matrix in Dual Filter (arqin = 1.0, aigese = 1.0)
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Figure S12: Jaccard Index for each of the tracked matrix in Dual Filter (avrqin = 3.0, aigese = 0.33)
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Figure S13: Jaccard Index for each of the tracked matrix in Dual Filter (ayqin = 5.0, Qtest = 0.20)
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