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Abstract

Personalized AI assistants, a hallmark of the
human-like capabilities of Large Language
Models (LLMs), are a challenging application
that intertwines multiple problems in LLM re-
search. Despite the growing interest in the de-
velopment of personalized assistants, the lack
of an open-source conversational dataset tai-
lored for personalization remains a significant
obstacle for researchers in the field. To ad-
dress this research gap, we introduce HiCU-
PID, a new benchmark to probe and unleash
the potential of LLMs to deliver personal-
ized responses. Alongside a conversational
dataset, HiCUPID provides a Llama-3.2-based
automated evaluation model whose assessment
closely mirrors human preferences. We re-
lease our dataset, evaluation model, and code
at https://github.com/12kimih/HiCUPID.

1 Introduction

Large Language Models (LLMs) (Achiam et al.,
2023; Dubey et al., 2024) with near-human capa-
bility revolutionized data-driven Natural Language
Processing (NLP). The notable examples of real-
world applications enabled by the introduction of
LLMs include LLM-backed coding agents (e.g.,
Github Copilot1), creative writing (e.g., Notion
AI2), and chatbots and assistants (e.g., ChatGPT3

and Claude4). As LLMs continue to be integrated
into various aspects of human lives, personalizing
the LLM’s responses to a human user emerges as a
natural next step in LLM research.

While personalization has traditionally been
studied within few specialized domains (Kar et al.,
2020; Christakopoulou et al., 2023), harnessing
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the emergent capabilities of LLMs for personaliza-
tion opens the door to new possibilities. In par-
ticular, developing an LLM-powered personalized
assistant is garnering attention as an exciting and
complex application that spans several research
problems, which we categorize into 5 desiderata
of a personalized AI assistant: Adherence to User
Information (AUI), Understanding of Implicit In-
formation (UII), Reasoning from Multiple Informa-
tion (MI), Long-context Modeling Capacity (LC),
and Proactiveness of Responses (PR). The defini-
tion of each desideratum is provided in Section 3.

Despite the central role of personalization in
building a helpful and engaging assistant, a proper
public benchmark to train and evaluate LLMs as
a personalized assistant is missing. The LLM
research has been dominated by the “one-size-
fits-all” paradigm, which prioritizes the versatil-
ity of LLMs over their functionality in specific
use cases (Salemi et al., 2024b). This emphasis
on generalization propelled a release of numerous
general-purpose datasets (Hendrycks et al., 2020;
Kwiatkowski et al., 2019; Zellers et al., 2019). In
contrast, existing datasets for personalization are
mostly constrained to the task of personalized text
classification, which is inapt for assessing the per-
sonalized generation capability of LLMs. Although
some of them (Salemi et al., 2024b; Qian et al.,
2021) are designed to study text generation ability,
they do not satisfy the aforementioned desiderata.

To address this critical research gap and facili-
tate future efforts toward building LLM-powered
personalized assistants, we introduce “HiCUPID
(Conversations with User Personal Information
Dataset),” a new synthetic, GPT-4o-generated
dataset that incorporates the multi-faceted chal-
lenges of personalized AI assistants. In Table 1,
we compare HiCUPID against existing datasets
and benchmarks to showcase the advantages of
HiCUPID. Each user in HiCUPID is defined with
25 personas, each one of which represents a dis-
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tinct dimension of their character, a profile, which
provides objective information about the user, and
10 personal schedules. The user’s personal infor-
mation - personas, profile, and schedules - is re-
vealed naturally throughout the dialogue history
between the user and the assistant. HiCUPID pro-
vides single-info question-answer (QA) pairs to
examine whether the LLM has identified the corre-
sponding personal information from the dialogue
history and multi-info QA pairs that require com-
bining a persona and a profile to be answered.

In addition, HiCUPID sets forth targeted evalu-
ation protocols for personalized assistants: GPT-
4o-based human preference estimation and Llama-
3.2-based automated evaluation. Conventionally,
BLEU (Papineni et al., 2002) and ROUGE-L (Lin,
2004) are adopted to evaluate LLMs’ responses,
although they were not devised to assess the con-
versational capability of LLMs. Through the GPT-
4o evaluation, we gather human-aligned evaluation
results, which are then distilled into the Llama-3.2-
3B model to obtain an off-the-shelf proxy evaluator.
Evaluation protocols of HiCUPID explicitly check
whether model responses are personalized, yield-
ing evaluation scores that exhibit a high correlation
with human preferences.

With HiCUPID, we conduct extensive experi-
ments to investigate the personalization ability of
state-of-the-art closed- and open-source LLMs, in
conjunction with four inference-time and three
train-time popularly used LLM customization
methods. Our contributions are as follows:

• We introduce HiCUPID, a new benchmark
for training and evaluating LLMs as person-
alized assistants. HiCUPID properly reflects
the challenges that arise in an LLM-powered
personalized assistant system.

• In HiCUPID, we provide a Llama-3.2-based
proxy evaluation model for the automated
evaluation of generated responses. By set-
ting the degree of personalization in model-
generated responses as a main evaluation cri-
terion, our proxy evaluator yields a metric that
is well-aligned with human preferences.

• Our extensive empirical results and analy-
ses uncover the limitations and potential of
LLMs as personalized assistants. The failure
of popular approaches to personalization of
LLMs confirms that HiCUPID is a challeng-
ing benchmark to probe the quality of LLM-
powered personalized assistants.

Dataset AUI UII MI LC PR

PChatbot ✓ ✓ ✗ ✗ ✗

PersonaChat & ConvAI2 ✗ ✗ ✗ ✗ ✗

PersonalityEDIT ✗ ✗ ✗ ✗ ✓

LaMP ✓ ✓ ✗ ✗ ✗

HiCUPID (Ours) ✓ ✓ ✓ ✓ ✓

Table 1: Unlike existing datasets for personalized text
generation, HiCUPID reflects all desiderata of a person-
alized virtual assistant.

2 Existing Methods and Benchmarks for
LLM Personalization Research

Personalization of language models (Tan and Jiang,
2023) is studied across various tasks, such as rec-
ommendation systems (Kang et al., 2023), long-
form text generation (Li et al., 2023a), proactive
dialog systems (Yang et al., 2021; Shi et al., 2021),
and virtual assistants (Mysore et al., 2023; Zhang
et al., 2024). Existing endeavors toward personal-
ization can largely be categorized into inference-
time (Dai et al., 2023; Kang et al., 2023; Wang
et al., 2023; Mysore et al., 2023; Salemi et al.,
2024b; Salemi and Zamani, 2024; Salemi et al.,
2024a; Richardson et al., 2023; Liu et al., 2024)
and train-time approaches (Tan et al., 2024; Salemi
and Zamani, 2024; Li et al., 2023b; Tang et al.,
2023) Due to the page constraint, a detailed dis-
cussion on existing personalization approaches has
been moved to Appendix.

Despite the importance of personalization in
real-world LLM applications, most of the exist-
ing datasets are restricted to a simple task of per-
sonalized text classification, rendering them inad-
equate for harnessing the emergent capabilities of
LLMs for personalization. In recommendation or
review prediction tasks, personalization is studied
with MovieLens (Harper and Konstan, 2015), Ama-
zon (Ni et al., 2019), or MIND (Wu et al., 2020)
datasets, which are designed for text classification.
Personalized story or book evaluation studies, con-
ducted on MPST (Kar et al., 2020), DOC (Yang
et al., 2023), or Douban (Zhu et al., 2020) rating
datasets, are classification tasks as well.

Although a limited number of datasets for per-
sonalized text generation exist, they lack the com-
plexity to be used for developing a personalized as-
sistant. PersonaChat (Zhang, 2018), ConvAI2 (Di-
nan et al., 2020), which extends PersonaChat, and
PersonalityEDIT (Mao et al.) are designed to equip
LLMs with personality traits instead of personaliz-
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Metadata1

3 Single-Info QA Pair (Persona)

Dialogue History of a Sample User2

What defines the surrealist art movement? What are some unique travel destinations to explore this year?

As a fan of Salvador Dalí, you might appreciate 
how surrealism emphasizes dreamlike imagery and 
unexpected juxtapositions, as seen in his works.

3 Multi-Info QA Pair (Persona + Profile)

U: Being adventurous and detail-oriented, how can I best utilize these traits in my work?
A: Your adventurous nature can drive innovation, while your attention to detail ensures quality; combining these traits can lead to 
exceptional outcomes in your projects.

Tourism
ConsultantOccupation

Community
Hike @ 4PM,
Oct. 18, 2025

Schedule

U: I have a community hike scheduled at 4 PM on October 18, 2025, organized by a local adventure group. Could you please add this to my 
calendar and set a reminder?
A: Certainly! I have added the community hike event to your calendar for October 18, 2025, at 4 PM, and set a reminder for 1 hour 
before the event. Let me know if there's anything else I can assist you with.

U: As a tourism consultant, what trends should I be aware of to stay ahead in the industry?
A: The tourism industry is evolving with trends like sustainable travel, digital transformation, and personalized experiences; staying 
informed about these can enhance your consultancy services.

U: What is the significance of Salvador Dalí's 'The Persistence of Memory'?
A: 'The Persistence of Memory,' created in 1931, is one of Salvador Dalí's most iconic works. It features melting clocks draped over...

U: As someone who admires Dalí, I also enjoy exploring his lesser-known works. Could you recommend any?
Likes

Salvador DaliArt
pu

su

qu

Adventurous,
Outgoing,

Detail-oriented
Personality

qu

Considering your adventurous personality, and your job as a tourism 
consultant, you might enjoy exploring places with both cultural depth
and artistic inspiration. For instance, Figueres, the birthplace of
Salvador Dalí, could satisfy your interests and professional insights.

Figure 1: Configuration of HiCUPID. (1) A user u is characterized by a set of metadata or personal information
(Pu ∪Qu ∪ Su), which is only used for evaluation. (2) For each personal information, we create a dialogue that
implicitly hints at it. All dialogues are aggregated into Du. (3) To probe whether the LLM picked up on one piece of
personal information, we create a single-info QA pair for each persona or schedule. To study the LLM’s multi-hop
reasoning ability, we create multi-info QA pairs by pairing the user’s profile with a closely-related persona.

ing their responses to a user. Therefore, their defi-
nition of “personalization” is inherently different
from HiCUPID. The LaMP (Salemi et al., 2024b)
dataset provides an array of personalized text clas-
sification and generation tasks, but none of them is
conversational. Lastly, PChatbot (Qian et al., 2021)
and Synthetic-Persona-Chat (Jandaghi et al., 2023)
share the common goal of personalizing LLMs on
user’s traits, but their dialogues are shorter than the
context length of current state-of-the-art LLMs.

3 HiCUPID: Dataset Configuration and
Generation

Below, we outline 5 desiderata that LLMs must
satisfy for them to be deployed seamlessly as per-
sonalized assistants.
(a) Adherence to User Information (AUI): A per-
sonalized assistant must respond specifically in a
user-aware manner. Thus, as discussed in Section 2,
personalization in our work refers to conditioning
LLM’s responses on user’s information, instead of
assigning LLMs a personality.
(b) Understanding of Implicit Information (UII):
Explicitly supplying the LLM with a user’s per-
sonal information is often infeasible because such
information is fluid and evolves over time. In the
absence of explicit cues, the LLM must infer rele-
vant information from its interactions with the user.
(c) Reasoning from Multiple Information (MI): Mul-
tiple pieces of personal information appear scat-
tered throughout the dialogue history. Therefore,
the LLM must be able to combine and reason from
all of the extracted information to customize its
response to the user.

(d) Long-context Modeling Capacity (LC): As more
exchanges between the user and the LLM occur,
more personal information is gradually revealed,
while the limited context length of LLMs makes it
increasingly challenging for the LLM to integrate
information from past interactions. Nonetheless,
the LLM should be able to retain information from
any point in the dialogue history.
(e) Proactiveness of Responses (PR): The response
of a personalized assistant should not only adhere
to the dialogue history, but it also needs to provide
proactive recommendations or suggestions based
on the user’s persona.

The comparison of notable datasets used for per-
sonalized text generation in Table 1 shows that
no existing dataset adequately reflects these chal-
lenges, presenting a serious roadblock in devel-
oping a personalized assistant. To fill this major
research gap, we introduce HiCUPID, a synthetic
dataset that consists of dialogue history and QA
pairs. They are accompanied by the visual illustra-
tion of HiCUPID in Figure 1 and the summary of
dataset statistics in Table 2. The following sections
detail how HiCUPID is constructed to test the abil-
ity of LLMs to generate personalized responses.

3.1 User Metadata of HiCUPID

Synthetic users in HiCUPID are defined with the
following set of personal information: 25 personas,
five pieces of profile information, and 10 schedules.
Persona: The persona of a user u is defined over
25 persona dimensions (e.g., Sports, Music, Fash-
ion, etc.), a set of preferences, opinions, or expe-
riences that shape the user. The comprehensive
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Data Split Number Length

Users Dialogues QA Pairs Du
p (Persona) Du

q (Profile) Du
s (Schedule) Du (Whole) QA Pair

Train Set 1250 50000 40000
15962.3± 538.1 329.0± 31.4 970.9± 50.7 17256.3± 543.7 57.3± 17.9Test Set 1 10000

Test Set 2 250 10000 10000

Table 2: HiCUPID dataset statistics. Du of a user u consists of persona, profile, and schedule dialogues: Du
p , Du

q ,
and Du

s . The length of dialogues and QA pairs is quantified in the number of GPT-2 Tokenizer (Radford et al., 2019)
tokens. Test 1 and Test 2 splits denote Seen User/Unseen QA pair and Unseen User/Unseen QA pair settings.

list of persona dimensions is in Section A2 of Ap-
pendix. In each persona dimension, we define 150
distinct personas as combinations of a relation (e.g.,
likes/dislikes, supports/does not support, etc.) and
an entity (e.g., Soccer, Baseball, etc. in the “Sports”
dimension). We sample one persona p per persona
dimension and assemble them into a set of user’s
personas Pu = {pu1 , pu2 , ..., puN}, where N = 25.
We assume that 10 users can have a common per-
sona; for instance, it is reasonable to assume that
10 users simultaneously like Soccer. Given this as-
sumption on the overlap of personas among a small
subset of users, we create 1,500 synthetic users.
Profile: contains five pieces of objective informa-
tion about the user: age, gender, personality, occu-
pation, and income range. To generate 1,500 syn-
thetic profiles, we randomly sample 1,500 individu-
als from PersonaHub (Ge et al., 2024), a collection
of personas and characters curated from the web.
Then, GPT-4o is prompted to extrapolate the profile
of each individual using the template in Figure A2
of Appendix. Each profile Qu = {qu1 , qu2 , ..., quM},
where M = 5, is paired with a user u.
Schedule: is comprised of an event or a task and
a timestamp. 10 schedules of a user u, Su =
{su1 , su2 , ..., suL}, where L = 10, are generated by
GPT-4o given the user’s profile Qu to ensure that
they are realistic and feasible. The prompt template
for schedule metadata generation can be found in
Figure A3 of Appendix.

The metadata of a user u is constructed by com-
bining all 25 personas, five pieces of profile infor-
mation, and 10 schedules: Uu = Pu ∪ Qu ∪ Su.
These pre-defined metadata form the basis of the
synthetic dialogues and QA pairs in HiCUPID. In
practice, the usage of metadata is strictly restrained
to evaluation purposes to test the UII desideratum.

3.2 Dialogues

Persona: For each user, we generate 25 persona
dialogues, which correspond to 25 persona dimen-
sions: Du

p = {dup1 , ..., dup25}. Even if 10 users share

a common persona, it is unnatural for them to have
exactly the same conversation with an assistant.
Therefore, for a persona p, we generate 10 differ-
ent versions of dialogues wherein the user provides
the assistant with hints to p. The prompt template
used to generate 10 distinct persona dialogues is
given in Figure A5 of Appendix. The prompt en-
forces that the persona is revealed naturally amidst
the dialogue, and that each persona dialogue is
structured to contain 10 turns.
Profile and Schedule: Each user additionally
comes with five profile dialogues, associated with
five pieces of profile information, and 10 sched-
ule dialogues: Du

q = {duq1 , ..., duq5} and Du
s =

{dus1 , ..., dus10}. Profile and schedule dialogues con-
tain a single turn, with the user asking a question
or making a request and the assistant responding
to the user. The prompt templates used to gener-
ate profile- and schedule dialogues are provided in
Figures A6 and A7 of Appendix.

All three types of dialogues are aggregated into
the dialogue history of a user: Du = Du

p ∪ Du
q ∪

Du
s . As reported in Table 2, the resulting dialogue

history contains up to 17k tokens on average, which
is sufficiently extensive to test if the LLM’s long-
context handling ability meets the LC desideratum.

3.3 Single- and Multi-Info QA Pairs

Single-Info QA: Every persona and schedule di-
alogue comes with a QA pair designed to probe
the LLM’s awareness of the corresponding infor-
mation. Thus, each user has 35 single-info QA
pairs that require only one persona or schedule to
be considered when answering the question.
Multi-Info QA: To study the MI desidera-
tum, HiCUPID provides five multi-info QA pairs,
which need to be answered by combining one per-
sona from Pu and the profile Qu. To create multi-
info QA pairs, we generate five realistic combina-
tions of a persona and a profile with the prompt
template in Figure A4 of Appendix.

All QA pairs include a personalized and a gen-
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(b) GPT-4o Evaluation

GT

GT

GT

GT

0 20 40 60 80 100

GPT-4o-
mini
S = 29.40
Llama
S = 26.10

Mistral
S = 17.50

Qwen
S = 21.00

(c) Distilled Llama-3.2 Evaluation

GT

GT

GT

GT

0 20 40 60 80 100

GPT-4o-
mini
S = 33.70
Llama
S = 25.80

Mistral
S = 21.00

Qwen
S = 24.00

(a) Human Evaluation

GT

GT

GT

GT 62.0% 25.4% 12.6%

0 20 40 60 80 100

61.9% 25.0% 13.1%

62.2% 22.8% 15.6%

65.6% 23.2% 11.2%

GPT-4o-
mini
S = 25.60
Llama
S = 27.00

Mistral
S = 22.80

Qwen
S = 25.30

(e) Rouge-L(d) BLEU GPT-4o-mini Llama Mistral Qwen
10.47 8.67 11.42 9.46

GPT-4o-mini Llama Mistral Qwen
26.18 21.11 25.22 25.76

63.3% 14.7% 22.0%

70.8% 6.2% 23.0%

75.7% 13.6% 10.7%

72.0% 14.0% 14.0%

55.0% 22.6% 22.4%

70.0% 8.4% 21.6%

69.9% 18.3% 11.8%

66.1% 19.8% 14.1%

Figure 2: Evaluation of 100 zero-shot model-generated responses with human evaluators vs. GPT-4o vs. Distilled
Llama-3.2. Blue, Purple, and Red bars correspond to the GT Win, Tie, and Model Win Rates, respectively.

eral answer, which can be used as in-context
demonstrations or positive/negative instances for
reward modeling. Prompt templates to generate
QA pairs are in Figures A8 (persona), A9 (sched-
ule), and A10 (persona+profile). As in the persona
dialogue generation process, the prompt template
for persona QA pairs generates 10 different persona
QA pairs for 10 users. For the profile and schedule
QA pair types, the prompt only generates one QA
pair at a time since every user has a disparate set of
schedules and persona-profile combinations. Fol-
lowing the UII desideratum, the prompt precludes
the user’s question from explicitly referring to their
personal information to maintain the implicitness
of personal information.

Note that the ability of GPT-4o to generate syn-
thetic dialogues and QA pairs does not imply that
GPT-4o addresses the challenges in personalized
assistant development. To create synthetic dia-
logues and QA pairs with GPT-4o, user’s personal
information is explicitly supplied within prompts,
which are heavily-engineered through OpenAI’s
meta-prompt provided in Figure A1 of Appendix.
However, a realistic personalized assistant that is
compliant with the five desiderata must be able to
provide personalized responses even without ex-
plicit and highly-formatted personal information.

In summary, HiCUPID is configured to study
whether LLMs can personalize its response given
the dialogue history Du while satisfying the five
desiderata. Section A3 of Appendix discusses how
the design of HiCUPID probes of all five desiderata
of a personalized assistant in further detail. HiCU-
PID offers two evaluation settings, the Seen User
(Dialogue History) / Unseen QA Pair (Test Set
1) and the Unseen User (Dialogue History) / Un-
seen QA Pair test splits (Test Set 2), depending on
whether the user’s dialogue history is available at
train time. Among the 1,500 synthetic users, 250
are set aside for Test Set 2. The QA pairs of the

remaining 1,250 users are split with the ratio of
4 : 1 to construct the Train Set and Test Set 1.

4 Evaluation Protocols of HiCUPID

4.1 Human Preference Estimation with
GPT-4o Evaluation

The most reliable way to measure the quality of
LLM’s conversational ability is through human
preference evaluation. Unfortunately, collecting
enough human evaluation results to derive a sta-
tistically meaningful numeric score is expensive
and time-consuming. Therefore, we replace hu-
man evaluators with GPT-4o, whose preference
is known to be aligned with that of a human (Fu
et al., 2024; Chiang et al., 2023). Although GPT-
4o’s biases may be present, their close alignment
with human evaluation makes GPT-4o’s evalua-
tion a well-accepted alternative to human evalu-
ation. Across diverse areas where automated evalu-
ation is challenging (Zheng et al., 2023; Xu et al.,
2023; Moniri et al., 2024), LLM-as-a-judge is a
commonly-accepted evaluation method. Also, our
evaluation prompt in Figure A15 asks GPT-4o to
generate its comparison of two responses prior to
making a final decision. According to Liu et al.
(2022), prompting the model to generate such an
explanation makes the model evaluation more sim-
ilar to that of a human.

To obtain human evaluation results, we recruit
10 human evaluators per model who are asked to
choose which one of the ground truth (GT) per-
sonalized answers in the QA pair and the model-
generated response they prefer. They are also given
the option to choose “Tie” if the two responses
appear to be of comparable quality. Similarly, GPT-
4o evaluation is conducted by prompting GPT-4o to
choose among the GT personalized answer, model-
generated response, and “Tie”. The human eval-
uation survey and the GPT-4o evaluation prompt
for the persona QA pairs are shown in Figures A14
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Model Method BLEU ROUGE-L GPT-4o Score (SGPT) Llama 3.2 Score (SLlama)
(Total) (Total) Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

GPT-4o-mini 0-shot 8.2 19.7 42.1 9.5 4.4 28.0 44.7 8.8 10.8 30.4
3-shot 16.1 30.0 40.5 76.1 4.2 35.3 42.6 75.4 11.4 37.5

Llama-3.1-8B

0-shot 8.2 19.2 38.0 13.9 3.5 25.9 39.7 9.4 8.1 27.0
3-shot 16.3 29.6 39.4 49.8 6.3 31.6 38.8 48.3 12.3 31.8
BM25 9.4 21.8 29.7 84.3 2.3 29.4 34.1 78.5 6.1 31.9
Contriever 9.5 22.1 38.8 75.4 4.2 34.2 42.6 70.3 9.8 36.6
SFT 24.9 38.5 36.2 88.0 12.4 35.2 36.5 87.5 15.8 35.7
DPO 7.6 17.9 24.8 4.9 2.1 16.4 34.8 4.2 6.4 23.1
SFT+DPO 27.6 42.7 49.1 98.6 14.5 44.8 48.1 98.1 18.4 44.6

Mistral-7B

0-shot 8.6 19.1 20.9 0.0 1.5 13.3 30.5 0.0 3.8 19.5
3-shot 10.3 21.6 28.6 6.3 3.5 19.1 36.2 5.6 7.6 24.2
BM25 7.3 18.0 41.0 8.6 4.9 27.3 43.7 6.3 9.0 29.2
Contriever 7.5 18.5 48.8 7.9 7.4 32.4 51.6 5.9 13.6 34.7
SFT 32.1 46.0 27.6 99.8 15.1 31.6 31.2 99.8 19.7 34.4
DPO 8.4 16.9 8.2 2.2 0.2 5.4 6.4 1.4 0.5 4.2
SFT+DPO 32.4 46.7 44.7 99.7 17.6 42.6 44.8 99.8 20.4 43.0

Qwen-2.5-7B

0-shot 8.1 18.6 26.6 0.0 3.0 17 34.6 0.0 6.1 22.4
3-shot 12.5 24.2 24.6 29.8 2.1 19.4 32.6 28.7 4.8 24.6
BM25 7.5 18.1 30.6 0.4 3.0 19.6 37.7 0.1 6.8 24.4
Contriever 7.6 18.4 33.6 0.2 3.4 21.5 39.6 0.1 7.4 25.7
SFT 32.1 45.8 35.7 99.7 25.4 37.9 38.3 99.8 33.3 40.6
DPO 4.4 12.7 36.6 0.0 8.8 24.0 38.0 0.0 12.4 25.3
SFT+DPO 31.8 45.3 43.1 99.8 34.0 43.6 43.2 99.9 38.1 44.2

Table 3: Results on Test Set 1 (Seen User/Unseen QA Pair). The best result from each model is marked in bold.

and A15, respectively. In both evaluation settings,
the logical validity and personalization of responses
are explicitly stated as primary evaluation criteria.

A preliminary evaluation of zero-shot inference
results from four state-of-the-art LLMs is per-
formed to verify that human and GPT-4o prefer-
ences match each other in HiCUPID. This experi-
ment is conducted on 100 persona QA pairs from
Test Set 1. The prompt for zero-shot inference can
be found in Figure A11. We compare the eval-
uation results of human evaluators and GPT-4o
in Figure 2. The final metric S is defined as Model
Win Rate (over GT) + 0.5× Tie Rate to partially
take the Tie Rate into account. The comparison
results demonstrate that GPT-4o closely follows
human preference. On the contrary, BLEU and
ROUGE-L scores, reported in Figure 2 (d) and (e),
often contradict human preference. In particular,
Mistral achieves high BLEU and ROUGE-L scores
but considerably lags behind Llama according to
human and GPT-4o evaluation.

The same evaluation prompt and metric are used
to score model responses to persona and multi-
info QAs. To score responses to schedule QAs,
a different evaluation prompt in Figure A15 used.
Here “Tie” is removed because a response that
conflicts with the user’s schedule and one that does
not are clearly distinguishable. Thus, the prompt
template queries GPT-4o to output “Yes” if the
model response reflects the user’s previously-stated
schedule and “No” if it does not. Since there is

no “Tie,” the number of Yes’s, i.e., the number of
responses that do not cause schedule conflict, is
used as the final S for schedule QAs.

4.2 Llama-3.2-based Proxy Evaluation Model

Albeit cheaper than human evaluation, GPT-4o
evaluation eventually mounts up to a non-negligible
cost. For instance, evaluating the responses
of Llama-3.1-8B (SFT+DPO) with GPT-4o con-
sumed 6.412 million prompt tokens and 1.015 mil-
lion completion tokens, resulting in $26.17 in API
cost or $13.09 with Batch API. We further stream-
line the evaluation process by training a smaller
Llama-3.2-3B model (Dubey et al., 2024) as a
proxy evaluator. The evaluation results of GPT-
4o on all three QA pair types are used as training
data for supervised fine-tuning, effectively distill-
ing GPT-4o’s preference into the Llama-3.2-3B
model. Detailed hyperparameter settings and train-
ing protocols for fine-tuning the proxy evaluator
with LoRA are included in Section A6 of Appendix.
The results in Figure 2 again show that our proxy
evaluator estimates human preference as closely
as its teacher model. This comparative analysis
evidences the limitation of BLEU and ROUGE-
L scores and highlights the value of the newly-
proposed, human-aligned evaluation protocol.

5 Results

We now explore the potential of state-of-the-art
LLMs as a personalized assistant through em-
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Model Method BLEU ROUGE-L GPT-4o Score (SGPT) Llama 3.2 Score (SLlama)
(Total) (Total) Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

GPT-4o-mini 0-shot 8.2 19.7 42.0 9.2 4.9 28.0 45.5 8.8 11.9 31.0
3-shot 16.1 29.9 40.7 76.2 5.1 35.6 43.7 75.2 11.6 38.1

Llama-3.1-8B

0-shot 8.2 19.3 38.6 13.9 3.2 26.2 40.6 9.8 8.7 27.7
3-shot 16.3 29.6 39.3 49.2 7.5 31.6 39.8 47.8 14.1 32.6
BM25 9.4 22.1 29.9 84.0 2.7 29.6 35.0 78.0 7.0 32.5
Contriever 9.5 22.2 37.9 77.4 4.5 33.9 43.1 71.8 9.1 37.1
SFT 24.9 38.4 34.4 88.4 12.0 34.0 34.8 87.5 14.4 34.5
DPO 7.5 18.0 25.1 5.8 2.4 16.7 35.1 5.1 6.3 23.4
SFT+DPO 27.5 42.6 47.1 98.7 18.6 44.1 47.0 98.1 22.4 44.4

Mistral-7B

0-shot 8.6 19.1 21.8 0.0 1.8 13.8 30.8 0.0 5.0 19.9
3-shot 10.3 21.5 28.9 8.0 3.8 19.5 36.6 6.6 8.2 24.7
BM25 7.3 18.1 40.6 8.2 5.9 27.1 43.6 5.9 10.4 29.3
Contriever 7.5 18.5 48.6 8.6 8.4 32.5 50.9 6.4 15.1 34.5
SFT 32.1 45.5 27.6 99.9 13.3 31.4 31.5 100.0 18.1 34.4
DPO 8.3 16.8 8.1 2.0 0.3 5.3 6.5 1.4 0.6 4.3
SFT+DPO 32.0 46.2 43.2 99.9 17.8 41.7 43.6 99.9 22.5 42.5

Qwen-2.5-7B

0-shot 8.1 18.6 27.8 0.0 2.5 17.7 34.9 0.0 6.4 22.6
3-shot 12.5 23.9 25.1 27.3 2.1 19.4 33.4 25.4 6.2 24.8
BM25 7.5 18.1 31.1 0.4 3.1 19.9 38.1 0.2 7.8 24.8
Contriever 7.6 18.3 34.0 0.4 4.0 21.8 40.8 0.1 8.1 26.5
SFT 32.1 45.6 34.2 99.9 24.9 37.0 38.3 99.9 30.8 40.3
DPO 4.3 12.6 37.0 0.2 8.8 24.3 39.0 0.1 12.6 26.0
SFT+DPO 31.6 44.9 41.9 99.8 33.9 42.9 42.9 99.8 37.8 44.0

Table 4: Results on Test Set 2 (Unseen User/Unseen QA Pair). The best result from each model is marked in bold.

pirical studies with HiCUPID. Our experiments
are conducted on one closed-source LLM, GPT-
4o-mini, and three open-source LLMs: Llama-
3.1-8B-Instruct (Dubey et al., 2024), Mistral-7B-
Instruct (Jiang et al., 2023), and Qwen-2.5-7B-
Instruct (Bai et al., 2023). These models offer
long-context support, covering the length of Du

in HiCUPID. We examine the efficacy of pop-
ular LLM customization approaches on HiCU-
PID: zero-shot, few(3)-shot, BM25 (Crestani et al.,
1998), Contriever (Izacard et al., 2021), Supervised
Fine-tuning (SFT), Direct Preference Optimization
(DPO) (Rafailov et al., 2024), and SFT+DPO. Im-
plementation details and hyperparameters of all
methods are in Section A7 of Appendix. Our imple-
mentation is done with Huggingface (Wolf, 2019),
and experiments are run on NVIDIA H100, L40,
and A40 GPUs.

5.1 Quantitative Results

The main results in Tables 3 and 4 report the best re-
sult for each experimental setting, searched through
comprehensive design choice and hyperparame-
ter search. GT answers in persona and multi-info
QA pairs would all be judged as “Tie,” yielding
the score of 50, while those in schedule QA pairs
would all obtain “Yes,” resulting in the score of
100. Thus, when computing Total SGPT and SLlama,
the schedule score is halved to match its range with
the scores of the two remaining QA pair types. To-
tal SGPT and SLlama are computed by taking the

weighted average of three score types: persona
×25

40 + schedule / 2 ×10
40 + multi-info × 5

40 .

Table 3 presents the results on Test Set 1 (Seen
User / Unseen QA Pairs). The single-info results
on persona and schedule QAs show that 3-shot in-
ference generally outperforms 0-shot, indicating
that in-context examples in the few-shot prompt
can guide the LLMs to pick up on personal infor-
mation. On single-info QAs, Contriever and SFT
further improve the performance of few-shot infer-
ence. The competitiveness of Contriever is note-
worthy since it only utilizes retrieved messages,
which consume fewer input tokens than the entire
dialogue history used by non-RAG methods.

On multi-info QAs, only the SFT-based methods
attain performance gain, disclosing their potential
to alleviate LLMs’ struggle with multi-info reason-
ing. DPO is shown to be ineffective at inducing per-
sonalization across all explored models. We conjec-
ture that the contrastive loss in DPO, which lacks an
explicit grounding signal, struggles to align three
diverse and disparate types of dialogues in HiCU-
PID with the corresponding QA pairs. We note
that applying DPO after SFT (SFT+DPO) yields
additional performance improvement upon SFT,
particularly on multi-info QAs. Yet, our proposed
benchmark still leaves much room for improve-
ment. Lastly, the stable performance improvement
brought by SFT+DPO, contrary to the instability
of DPO-only training, signifies that it is necessary
to ground the trained models on our data with SFT-
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(a-1) Sample Metadata & Question 

(a-2) Sample Generation Results of Llama-3.1-8B
What are some effective strategies for managing financial risks?

Occupation Technology Entrepreneur Finance participates in derviative market

(b-1) Sample Metadata & Question 

(b-2) Sample Generation Results of Llama-3.1-8B
What are some effective ways to promote environmental sustainability?

Occupation  linguist and cultural researcher Environment supports hazardous
waste management

It's great that you prioritize environmental sustainability. 
Considering your background as a linguist and cultural researcher, 
you could explore how language and cultural narratives influence 
perceptions of sustainability. Additionally, given your support for 
net neutrality, you might advocate for digital platforms that 
promote eco-friendly practices and provide information on 
sustainable living.

[SFT]

Considering your role as a technology entrepreneur, managing financial
risks effectively is crucial for sustaining and growing your business.
Given your innovative and determined nature, exploring strategies such
as diversifying your investments and utilizing advanced financial 
modeling tools can align with your approach to tackling complex
challenges. Additionally, as someone who trades derivatives, 
understanding the nuances of these financial instruments and their 
associated risks will further enhance your risk management strategies.

[SFT]

[DPO]
Effective strategies for managing financial risks include 
diversifying your investment portfolio, maintaining an emergency fund, 
and monitoring your credit score. It's also essential to stay informed 
about market trends and economic conditions. Additionally, considering 
insurance options, such as liability and business interruption 
insurance, can help mitigate potential losses.

Effective ways include implementing recycling programs, reducing 
energy consumption, and promoting sustainable transportation. 
Additionally, advocating for environmental policies and educating 
the public about the importance of sustainability can also make a 
significant impact.

[DPO]

Figure 3: Visualization of responses from the Llama model after SFT and DPO training.

based initialization prior to RL-based training even
if they have already been instruction-tuned.

We observe that SFT yields a significant perfor-
mance gain on BLEU and ROUGE-L, which may
be attributed to the following characteristics of the
schedule QAs. First, SFT can facilitate personaliza-
tion with relative ease on the schedule task because
1) schedule information is provided more explic-
itly in the context (compared to persona informa-
tion) and 2) schedule QAs do not require multi-info
reasoning. Nonetheless, the benchmarked models
(without SFT) show low performance on the sched-
ule task, which implies that off-the-shelf LLMs still
struggle with the schedule task. Second, schedule
QAs have a clear-cut, correct answer, in which the
assistant must acknowledge and remind the user of
a schedule conflict. As long as these acknowledge-
ments and reminders are included as a part of the
model’s response, it would result in a high degree
of n-gram overlap with the ground truth, leading to
high BLEU and ROUGE-L scores.

Table 4 shows the results on Test Set 2 (Unseen
User / Unseen QA Pairs). In general, these re-
sults show similar tendencies to those from Test
Set 1. SFT shows strong generalization perfor-
mance to unseen users, most likely because only
fine-tuning the LoRA module with LLM parame-
ters frozen prevents the LLM from overfitting to
the dialogue history of Train Set. We also ana-
lyze how well SGPT and SLlama agree with each
other with the cohen kappa agreement score mea-
sured collectively on Test Sets 1 and 2. The co-
hen kappa score between SGPT and SLlama for four
representative model-personalization method com-
binations, GPT-4o (3-shot), Llama-3.1-8B (SFT),
Mistral-7B (SFT), and Qwen2.5-7B (SFT) are as
follows: 0.703, 0.747, 0.727, and 0.704, respec-
tively. The scores, all of which exceed 0.7, show
that the assessment results of the two models show

substantial agreement.

5.2 Qualitative Case Studies
Figure 3 qualitatively analyzes responses from the
Llama model trained with SFT and DPO. The SFT
response in Figure 3 (a-2), personalized on the Oc-
cupation profile and Finance persona, showcases a
successful instance of SFT training. In contrast, the
SFT response in Figure 3 (b-2) is only personalized
on the Occupation profile; this error case reveals
that SFT does not fully enable multi-info reasoning.
DPO fails to provide a personalized response to
both questions. The limited success of SFT and the
failure of DPO call for a more advanced technique
to address the complex problem of LLM-backed
personalized assistant development.

6 Further Analyses

From here on, the results are compared in terms of
SLlama. Due to the page limit, only the results of
analyses on Test Set 2 are reported in the main pa-
per; the extended results are included in Appendix.

6.1 Influence of Dialogue Length
Here, we compare the results of 0- and 3-shot infer-
ence with only the “gold” dialogue that is relevant
to the test question against those with the whole
dialogue history (default setting). According to
the results in Figure 4, 0- and 3-shot performances
increase noticeably once the context length is short-
ened by replacing the whole dialogue history with
the gold dialogue. This analysis consolidates that
the LLMs’ struggle with long context poses a sig-
nificant challenge to personalization as more inter-
actions occur between the user and the assistant and
highlights that the dialogue history of HiCUPID is
sufficiently long to simulate such a challenging sce-
nario. Additionally, Table A6 compares the results
of placing the instruction prompt in the user role
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Figure 4: Comparison of 0- and 3-shot inference results
with the whole dialogue history vs. the gold dialogue.

GPT-4o-mini Llama Mistral Qwen
0

5

10

15

20

30

35
40

25

Ll
am

a-
3.

2 
 S

co
re

 (S
) 0-Shot 1-Shot 3-Shot 5-Shot

Figure 5: How changing the number of few-shot demon-
strations affects the inference performance.

and those obtained by providing it in the system
prompt. On Mistral and Qwen, placing instructions
in the system prompt decreases performance be-
cause their limited ability to handle long context
makes the instructions provided before the expan-
sive dialogue history difficult to follow.

6.2 Number of Few-shot Demonstrations

We study how changing the number of in-context
demonstrations in the few-shot prompt affects
its performance and present the results in Fig-
ure 5. The few-shot performance begins to saturate
around 3-shot, which implies that naïvely increas-
ing the number of demonstrations is insufficient to
encourage personalization in LLMs’ responses.

6.3 Variations of Retrieval-based Approaches

Results of altering the two retrieval settings—the
unit of retrieval and the number of retrieved units—
are visualized in Figure 6. The retrieval perfor-
mance, which measures whether the dialogue as-
sociated with a persona has been retrieved, is re-
ported in Table A2. We observe that retrieving five
utterances yields the best retrieval and thus most
favorable response.

6.4 Effect of Training Hyperparameters

Tables A9, A10, and A11 report how the perfor-
mance of the Llama model after SFT, DPO, and
SFT+DPO changes with different learning rates
and LoRA module ranks. Both SFT and DPO are
influenced by the choice of learning rate. DPO
exhibits a larger degree of sensitivity to hyperpa-
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Figure 6: Influence of the retrieval setting on the per-
formance of BM25 and Contriever.

rameters than SFT and does not converge under
most settings.

7 Conclusion

In this work, we introduced HiCUPID, the first
open-source benchmark designed to develop and
evaluate LLM-powered personalized assistants.
Unlike existing datasets for personalization re-
search, HiCUPID satisfies the five desiderata of
an LLM-backed personalized assistant, offering
new opportunities for advancing LLM personaliza-
tion. HiCUPID additionally provides a Llama-3.2-
based automated evaluation model whose assess-
ment is well-aligned human preferences. Extensive
experiments with HiCUPID reveal shortcomings
and potentials of current state-of-the-art LLMs and
common approaches to personalization.

Limitations and Potential Risks

Many of human evaluators noted that general re-
sponses could be preferred by humans over over-
personalized responses. The matter of how much
personalization a typical human usual prefers when
interacting with chatbots and assistants is a com-
plex sociological question and remains an open
research topic that is beyond the scope of our pa-
per. We observed that when GPT-4o is prompted to
generate a personalized answer based on a user’s
persona that contains negative sentiments (e.g., dis-
likes, does not enjoy, does not have, is not inter-
ested in, etc.), the generated answer sometimes
omitted this person, instead of explicitly stating
the user’s negative stance. This is likely due to
the widely-known struggle of LLMs to compre-
hend and generate negations. The subsequent ver-
sions of HiCUPID will be augmented to include
more personalized answers with negative senti-
ments. Lastly, the failure of DPO on the major-
ity of LLMs highlights the difficulty of training
LLMs with reinforcement learning (RL)-based ap-
proaches. In the future, we aim to develop a reward
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model specifically for HiCUPID, such that it can
be used for RL-based training.

If more advanced personalized assistants become
available, it might become easier to extract per-
sonal identifiable information (PII) from person-
alized LLMs. While HiCUPID, being a synthetic
dataset, does not contain any PII of real human
users, improving the degree of personalization will
inevitably aggravate data privacy concerns. To pre-
vent privacy risks and potential misuse of PII, the
development of personalized assistants must be
accompanied by research on privacy-preserving
measures, such as differential privacy, homomor-
phic encryption, or data anonymization. Moreover,
the inherent bias in AI design or implementation
may be amplified during the personalization pro-
cess. When generating a personalized response, the
assistant will rely on its prior knowledge of what
a human user with specific personality traits may
prefer. In doing so, the assistant could precipitate
biased information or stereotypes regarding per-
sonas, and thus, additionally grounding responses
to be ethical and fair via instruction tuning is neces-
sary. Additionally, we tried to make our users as di-
verse as possible, but there may exist demographic
groups that are potentially underrepresented in our
dataset. To dynamically generate new data to com-
pensate for underrepresented demographics, we
provided all of the prompt templates and necessary
resources. Lastly, over-reliance on personalized as-
sistants may harm the critical thinking and decision
making ability of human users.
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Appendix

A1 Extended Related Works

This section, an extension of Section 2 in the main
paper, discusses previous approaches in person-
alization research in more detail. In the domain
of personalized recommendation, the rating his-
tory of a user is provided within the prompt in
the form of few-shot instances (Dai et al., 2023;
Kang et al., 2023). PERSE (Wang et al., 2023)
and BookGPT (Li et al., 2023c) leverage past book
reviews to perform personalized store evaluations
and book recommendations, respectively. Because
the prompting-based approaches are inherently lim-
ited by the context length of LLMs, RAG-based
methods were devised to address this shortcom-
ing. PEARL (Mysore et al., 2023) calibrates the
retriever to select past documents authored by the
user. LaMP and its subsequent works (Salemi
et al., 2024b; Salemi and Zamani, 2024; Salemi
et al., 2024a) show that RAG is a promising av-
enue toward personalized generation that can also
guarantee the privacy of user’s personal informa-
tion. The family of profile-augmentation tech-
niques (Richardson et al., 2023; Liu et al., 2024)
further improves RAG-based approaches by sup-
plying the LLM with a summary of user persona
and interactions.

OPPU (Tan et al., 2024) trains one LoRA (Hu
et al.) module per user to store user-specific infor-
mation and integrates this parametric knowledge
base with non-parametric knowledge from a re-
triever. Similarly, PEFT-RAG (Salemi and Zamani,
2024) first fine-tunes the LLM with the LoRA
adapter on user-specific information and then ap-
plies RAG. Li et al. (Li et al., 2023b) and Tang et
al. (Tang et al., 2023) utilize data-driven methods
to extract persona information more compactly to
reduce noisy and fine-grained learning signals.

A2 Persona Dimensions of HiCUPID

Following is the list of persona dimensions used to
define synthetic users in HiCUPID. The personas
within each persona dimension are provided in a
.xlsx file in Supplementary Materials.
1. Sports
2. Fashion
3. Electronics
4. Game
5. Movie
6. Major

7. Fitness
8. Art
9. Music
10. Politics
11. Beauty
12. Animal
13. Environment
14. Religion
15. Family
16. Self-improvement
17. Travel
18. Car
19. Technology
20. Book
21. Social Media
22. Cooking & Baking
23. Food
24. Forms of Living
25. Finance

A3 How HiCUPID Tests 5 Desiderata of
Personalized Assistant

Below, we detail how our dataset configuration and
evaluation criteria in the evaluation prompt (Fig-
ure A15) together probe the five desiderata of a
personalized assistant, outlined in Section 3.
(a) Adherence to User Information (AUI): This
desideratum is in fact provided as a part of the
evaluation prompt: 1. Personalization: Does the
response effectively consider the user’s provided
personal information? Therefore, the LLM must
adhere to the user’s personal information for its
response to meet this “Personalization” criterion in
the evaluation prompt.
(b) Understanding of Implicit Information (UII):
The dialogue history contains implicit cues to the
user’s personal information, instead of explicit and
structured personal information. Therefore, in or-
der to meet the “Personalization” criterion in the
evaluation prompt, the LLM must correctly under-
stand the personal information implicitly embedded
in the dialogue history.
(c) Reasoning from Multiple Information (MI):
multi-info QA pairs include questions that require
simultaneously considering a user’s persona and
profile to be answered properly. Therefore, if the
LLM’s response on the multi-info QA pairs meets
the “Personalization” criterion, we can deduce that
LLM picked up on and reasoned from two pieces
of persona information.
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(d) Long-context Modeling Capacity (LC): Personal
information appears scattered throughout the dia-
logue history that contains, on average, 15k tokens,
and thus, to satisfy the “Personalization” criterion,
the LLM must be able to model long contextual
information when generating responses.
(e) Proactiveness of Responses (PR): All QA pairs
in HiCUPID are designed such that the LLM must
provide proactive answers to the user’s question.
Therefore, satisfying the “personalization” and
“logical validity” criteria in the evaluation prompt
can be interpreted as the generated responses being
proactive and logically sound.

A4 Prompt Templates for HiCUPID
Generation

Figures A5, A6, and A7 are the prompt templates
used to generate dialogues in HiCUPID with GPT-
4o. Figures A8 and A9 are the prompt templates
used to generate single-info persona and schedule
QA pairs. Figure A4 is the prompt template used to
generate logical and realistic persona-profile com-
binations, and Figure A10 is used to generate multi-
info QA pairs. The user’s persona is included under
[User’s Characteristics], and the user’s profile and
schedule are included under [User’s Profile] and
[User’s Schedule], respectively.

A5 Human and GPT-4o Evaluation
Protocols

Human Evaluation: The human evaluators in our
study are comprised of undergraduate and graduate-
level students. The evaluators were notified that the
results would be included in an academic research
paper, but the topic of the research paper was not
revealed to them. They were volunteers without
explicit payments. Please refer to Figure A14 for
the survey template used for Human Evaluation.
GPT-4o & Distilled Llama-3.2 Evaluation Pro-
tocol: The prompt template for GPT-4o and Llama-
3.2 evaluation is also provided in Figure A15.

A6 Proxy Evaluation Model Training
Protocol

A total of 400k GPT-4o evaluation samples are used
to train the Llama-3.2-3B-based proxy evaluation
model. The samples are from the inference results
in the following experimental settings:
• GPT-4o-mini: Zero- and few-shot inference with
prompt in the user role.
• Llama, Mistral, Qwen: Zero- and few-shot

inference with prompt in the user role; BM25-
and Contriever-based utterance-level retrieval with
k = 5; SFT (LR=1e-4) and DPO (LR=1e-5) with
LoRAr = 256.
The detailed hyperparameter settings for training
evaluation model are summarized in Table A1.

A7 Experimental Settings and
Hyperparameters

• Zero-shot: We prompt the base LLM to
generate a personalized response based on the
entire dialogue history provided as a part of the
prompt. The prompt for zero-shot inference is
presented in Figures A11. The prompt with the
instruction in the user role is used as the default
prompt to obtain the main results.
• Few-shot: We supply the base LLM with
n ∈ {1, 3, 5} sets of QA pair examples as
in-context demonstrations to assist in generating
personalized responses. Each set includes a
question, a personalized answer, and a general
answer for each QA pair type—persona QA,
schedule QA, and multi-info (persona+profile)
QA—to encompass all QA pair types in HiCUPID.
The example QA pairs are randomly sampled
from the train set and fixed across all experiments.
The prompt for a few-shot inference is presented
in Figures A12 and A13. The prompt with the
instruction in the user role (Figure A12) is used as
the default prompt to obtain the main results.
• BM25 (Crestani et al., 1998): We select
top-k question-relevant messages from the entire
dialogue history based on a rule-based ranking
algorithm. The chosen messages are then used
in place of the dialogue history. An individual
dialogue and an individual utterance are used as
a unit of retrieval. For dialogue-level retrieval,
we test three different numbers of retrieved units:
k ∈ {1, 3, 5}. For utterance-level retrieval, we
experiment with k ∈ {5, 15, 25}. The main results
are reported using utterance-level retrieval with
k = 5.
• Contriever (Izacard et al., 2021): We select
top-k question-relevant messages from the entire
dialogue history based on a model-based cosine
similarity measure. The selected messages are
then fed into the base LLM in the same way as in
BM25. We investigate the same set of retrieval
settings as those used for BM25. The main results
are reported using utterance-level retrieval with
k = 5.
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Hyperparameter SFT DPO SFT+DPO Proxy Evaluation Model

Batch Size 256 256 256 1024
Train Epochs 1 1 1 1
Optimizer AdamW AdamW AdamW AdamW
LR {1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4} {1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4} {1e-6, 3e-6, 1e-5, 3e-5, 1e-4, 3e-4} 1e-4
Adam β1 0.9 0.9 0.9 0.9
Adam β2 0.999 0.999 0.999 0.999
Weight Decay 0.0 0.0 0.0 0.0
LR Scheduler cosine annealing cosine annealing cosine annealing cosine annealing
Warmup Ratio 0.03 0.03 0.03 0.03
Max Grad Norm 0.3 0.3 0.3 0.3
LoRAr (Rank) {8, 16, 32, 64, 128, 256} {8, 16, 32, 64, 128, 256} {8, 16, 32, 64, 128, 256} 128
LoRAα (Alpha) LoRAr × 2 LoRAr × 2 LoRAr × 2 LoRAr × 2

LoRA Target Modules all-linear all-linear all-linear all-linear
LoRA Dropout 0.05 0.05 0.05 0.05

Table A1: Hyperparameter settings for fine-tuning open-source LLMs on HiCUPID and for training the Llama-3.2-
3B proxy evaluation model.

• Supervised Fine-Tuning (SFT): We fine-tune
the base LLM with the entire dialogue history
and the user’s question as the input x and the
ground-truth personalized answer as the output y.
The question and answer pairs are from the train
split of HiCUPID. We adopt LoRA (Hu et al.), a
popular PEFT module used to fine-tune LLMs on
downstream tasks. The detailed hyperparameter
settings for SFT are summarized in Table A1. We
conducted an experiment to analyze the effect of
the number of training epochs, but the performance
change was minimal. The main results are obtained
with LR=1e-4 and LoRAr = 256, which is the
best hyperparameter setting searched on the Llama
model.
• Direct Preference Optimization
(DPO) (Rafailov et al., 2024): We fine-tune
the base LLM with the modified dialogue history
and the user’s question as the input x, the
personalized answer as the output ychosen, and
the general answer as the output yrejected. For
the modified dialogue history, we excluded 15
question-irrelevant persona dialogues from the
entire dialogue history due to the GPU VRAM
limitations. We also adopt LoRA for training DPO.
The detailed hyperparameter settings for DPO
are summarized in Table A1. We conducted an
experiment to analyze the effect of the number
of training epochs, but the performance change
was minimal. The main results are obtained with
LR=1e-6 and LoRAr = 128, which is the best
hyperparameter setting searched on the Llama
model.
• SFT+DPO (Rafailov et al., 2024): In the
previous step, we obtained a LoRA SFT model
trained on personalized answers as the ground

truth. The LoRA adapters are merged into the
base LLM, and the merged model undergoes
additional preference fine-tuning using DPO. For
DPO, we fine-tune the merged model with the
modified dialogue history and the user’s question
as the input x, the personalized answer as the
output ychosen, and the general answer as the output
yrejected. For the modified dialogue history, we
excluded 15 question-irrelevant persona dialogues
from the entire dialogue history due to the GPU
VRAM limitations. We also adopt LoRA for
SFT+DPO. The detailed hyperparameter settings
for SFT+DPO are summarized in Table A1. The
main results are obtained with LR=3e-6 and
LoRAr = 256, which is the best hyperparameter
setting searched on the Llama model.
With the exception of RAG-based methods (BM25,
Contriever), the entire dialogue history is provided
as a part of the prompt at inference time.

A8 Extended GPT-4o and Llama-3.2
Evaluation Results

Due to the page limit, we only reported SGPT and
SLlama in the main paper. We report Model Win,
Tie, and Model Lose (GT Win) rates separately for
Test Sets 1 and 2 in Tables A3 and A4, respectively.

A9 Retrieval Performance

The performance of each retrieval setting is re-
ported in Table A2.

A10 Extended Ablation Results

Due to the page limit, the ablation study results
only on Test Set 1 were reported in the main paper.
Here, the full results of ablation studies on Test
Sets 1 and 2 are reported. Table A5 reports the full
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results of replacing the whole dialogue history with
the gold dialogue that is relevant to each QA pair.
Table A6 compares the full results of placing the
zero- and few-shot prompt in the user role against
those obtained by placing the prompt under the
system prompt. The results in these tables clearly
show that LLMs’ struggle with long context makes
it difficult to model the whole dialogue history or
follow the instruction provided before the whole
dialogue history.

Table A7 reports the full result of changing the
number of demonstrations in the few-shot prompt.
Table A8 includes the full result of changing the
retrieval setting. Lastly, Tables A9, A10, and A11
report the full results of extensive hyperparameter
search on SFT, DPO, and SFT+DPO, respectively.

A11 Computational Environment and
Cost of Research

Our experiments were conducted on NVIDIA
H100, L40, and A40 GPUs. With the excep-
tion of GPT variants, all models were downloaded
from the Huggingface library. The GPT variants
(GPT-4o and GPT-4o-mini) were accessed via the
OpenAI API. The total cost of dataset generation
and evaluation with GPT-4o was approximately
US$1,500.

A12 License

Llama-3.1&3.2 models are licensed under the
Llama-3.1&3.2 COMMUNITY LICENSE. Mistral
and Qwen are licensed under Apache 2.0. GPT-4o
and GPT-4o-mini are licensed under OpenAI.

A13 Use of AI Writing Assistant

The use of ChatGPT-4o was limited to sentence-
level paraphrasing and word-level synonym search.
No additional AI assistant was involved in research,
coding, or writing.
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BM25 Contriever
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

Unit # Persona Profile Persona Profile

Dialogue 1 42.4 93.3 34.5 8.6 52.5 64.3 40.3 42.8 22.1 54.3
Dialogue 3 58.0 99.7 49.2 19.4 65.4 80.6 79.9 59.7 45.0 76.9
Dialogue 5 65.4 100.0 57.1 27.1 71.1 86.0 94.1 66.8 59.6 85.2
Utterance 5 50.0 99.6 38.0 23.0 60.0 82.1 91.2 65.4 29.1 80.0
Utterance 15 72.7 100.0 63.8 46.4 77.3 92.6 100.0 79.2 48.4 90.8
Utterance 25 83.6 100.0 78.8 63.9 86.1 96.0 100.0 85.0 59.4 94.0

Table A2: Retrieval performance under various retrieval settings. The performance is measured through the
percentage of retrieval results where the associated dialogues are retrieved. For multi-info QA pairs with two
associated dialogues, one for the persona and the other for the profile, the scores for persona-hit and profile-hit are
reported separately. For the profile, we consider it retrieved as long as any subset of the five profiles is extracted.
The total score is computed as a weighted average as follows: persona × 25

40 + schedule × 10
40 + (multi-info persona +

multi-info profile) / 2 × 5
40 .

Model Setting
GPT-4o Score (SGPT ) LLaMA Score (SLlama)

Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total
Score Win Tie Lose Score Score Win Tie Lose Score Score Win Tie Lose Score Score Win Tie Lose Score

GPT-4o-mini 0-shot 42.1 29.3 25.5 45.1 9.5 4.4 1.9 5.0 93.1 28 44.7 27.4 34.6 38.0 8.8 10.8 5.6 10.4 84.0 30.4
few-shot 40.5 27.8 25.5 46.8 76.1 4.2 2.2 4.0 93.8 35.3 42.6 24.9 35.4 39.7 75.4 11.4 5.7 11.4 83.0 37.5

Llama-3.1-8B

0-shot 38.0 32.4 11.2 56.4 13.9 3.5 1.9 3.1 95.0 25.9 39.7 30.8 17.7 51.5 9.4 8.1 5.4 5.5 89.1 27.0
few-shot 39.4 34.0 10.7 55.3 49.8 6.3 4.4 3.8 91.8 31.6 38.8 29.4 18.8 51.8 48.3 12.3 8.2 8.2 83.6 31.8
BM25 29.7 19.5 20.3 60.2 84.3 2.3 0.7 3.1 96.2 29.4 34.1 18.1 32.1 49.9 78.5 6.1 2.2 7.8 90.0 31.9
Contriever 38.8 27.8 21.9 50.3 75.4 4.2 2.3 3.8 93.9 34.2 42.6 26.2 32.8 41.0 70.3 9.8 5.0 9.6 85.4 36.6
SFT 36.2 26.8 18.8 54.4 88.0 12.4 10.2 4.3 85.4 35.2 36.5 26.8 19.5 53.7 87.5 15.8 13.2 5.1 81.7 35.7
DPO 24.8 9.4 30.7 59.9 4.9 2.1 0.2 3.8 96.0 16.4 34.8 10.4 48.9 40.8 4.2 6.4 0.5 11.8 87.8 23.1
SFT+DPO 49.1 37.4 23.4 39.2 98.6 14.5 12.2 4.6 83.2 44.8 48.1 35.0 26.1 38.9 98.1 18.4 16.1 4.6 79.4 44.6

Mistral-7B

0-shot 20.9 8.8 24.3 66.9 0.0 1.5 0.4 2.2 97.4 13.3 30.5 8.9 43.2 48.0 0.0 3.8 0.4 6.8 92.8 19.5
few-shot 28.6 12.4 32.3 55.3 6.3 3.5 1.1 4.8 94.1 19.1 36.2 11.2 50.0 38.8 5.6 7.6 0.9 13.4 85.8 24.2
BM25 41.0 31.6 18.9 49.5 8.6 4.9 2.5 4.8 92.7 27.3 43.7 29.1 29.1 41.7 6.3 9.0 3.6 10.8 85.6 29.2
Contriever 48.8 39.2 19.3 41.5 7.9 7.4 4.0 6.9 89.1 32.4 51.6 38.0 27.1 34.8 5.9 13.6 6.9 13.5 79.6 34.7
SFT 27.6 16.3 22.5 61.2 99.8 15.1 12.5 5.3 82.2 31.6 31.2 17.8 26.7 55.4 99.8 19.7 16.6 6.3 77.1 34.4
DPO 8.2 6.9 2.6 90.5 2.2 0.2 0.2 0.0 99.8 5.4 6.4 5.2 2.3 92.5 1.4 0.5 0.3 0.3 99.4 4.2
SFT+DPO 44.7 31.9 25.6 42.5 99.7 17.6 15.0 5.2 79.8 42.6 44.8 30.3 29.1 40.7 99.8 20.4 17.3 6.3 76.4 43.0

Qwen-2.5-7B

0-shot 26.6 11.9 29.5 58.6 0.0 3.0 0.8 4.5 94.7 17 34.6 11.0 47.3 41.7 0.0 6.1 1.0 10.2 88.8 22.4
few-shot 24.6 10.4 28.4 61.2 29.8 2.1 0.3 3.6 96.1 19.4 32.6 9.3 46.7 44 28.7 4.8 0.6 8.4 91.0 24.6
BM25 30.6 13.4 34.5 52.1 0.4 3.0 0.3 5.3 94.4 19.6 37.7 11.4 52.6 36 0.1 6.8 0.3 12.9 86.8 24.4
Contriever 33.6 16.4 34.5 49.1 0.2 3.4 0.6 5.6 93.8 21.5 39.6 14.3 50.6 35.1 0.1 7.4 0.6 13.4 85.9 25.7
SFT 35.7 24.8 21.8 53.4 99.7 25.4 21.8 7.2 71.0 37.9 38.3 26 24.6 49.4 99.8 33.3 29.2 8.2 62.6 40.6
DPO 36.6 15.0 43.2 41.8 0.0 8.8 0.7 16.1 83.2 24.0 38.0 11.6 52.9 35.5 0.0 12.4 0.2 24.4 75.4 25.3
SFT+DPO 43.1 32.8 20.5 46.7 99.8 34.0 29.9 8.2 61.9 43.6 43.2 31.6 23.0 45.3 99.9 38.1 34.3 7.5 58.2 44.2

Table A3: Extended evaluation results on Test Set 1 (Seen User/Unseen QA).

Model Setting
GPT-4o Score (SGPT ) LLaMA Score (SLlama)

Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total
Score Win Tie Lose Score Score Win Tie Lose Score Score Win Tie Lose Score Score Win Tie Lose Score

GPT-4o-mini 0-shot 42.0 29.2 25.8 45.1 9.2 4.9 1.9 6.0 92.1 28.0 45.5 26.9 37.1 36.0 8.8 11.9 5.5 12.7 81.8 31.0
few-shot 40.7 27.4 26.6 46.0 76.2 5.1 2.0 6.2 91.8 35.6 43.7 25.1 37.1 37.8 75.2 11.6 5.4 12.4 82.2 38.1

Llama-3.1-8B

0-shot 38.6 32.9 11.2 55.8 13.9 3.2 1.1 4.2 94.7 26.2 40.6 32 17.1 50.9 9.8 8.7 5.3 6.9 87.8 27.7
few-shot 39.3 33.5 11.6 54.9 49.2 7.5 5.3 4.5 90.2 31.6 39.8 30.8 17.9 51.2 47.8 14.1 9.6 9.0 81.4 32.6
BM25 29.9 19.5 20.9 59.6 84.0 2.7 1.0 3.5 95.5 29.6 35.0 18.4 33.1 48.5 78.0 7.0 2.1 9.8 88.1 32.5
Contriever 37.9 27.2 21.4 51.4 77.4 4.5 2.1 4.8 93.1 33.9 43.1 26.6 32.9 40.4 71.8 9.1 4.5 9.2 86.3 37.1
SFT 34.4 25.9 17.0 57.1 88.4 12 10.2 3.7 86.2 34 34.8 26.3 17.0 56.7 87.5 14.4 12.4 4.0 83.6 34.5
DPO 25.1 9.6 30.9 59.5 5.8 2.4 0.2 4.4 95.4 16.7 35.1 10.3 49.6 40.1 5.1 6.3 0.9 10.8 88.3 23.4
SFT+DPO 47.1 36.1 22.0 42.0 98.7 18.6 16.0 5.1 78.9 44.1 47.0 35.2 23.6 41.2 98.1 22.4 19.4 6.0 74.6 44.4

Mistral-7B

0-shot 21.8 9.6 24.3 66.1 0.0 1.8 0.3 3.0 96.6 13.8 30.8 9.6 42.5 48 0.0 5.0 0.5 9.0 90.5 19.9
few-shot 28.9 13 31.6 55.3 8.0 3.8 0.7 6.2 93.1 19.5 36.6 11.0 51.2 37.8 6.6 8.2 1.1 14.2 84.7 24.7
BM25 40.6 30.5 20.1 49.4 8.2 5.9 2.8 6.2 91.0 27.1 43.6 29 29.1 41.9 5.9 10.4 4.5 11.8 83.8 29.3
Contriever 48.6 38.8 19.5 41.7 8.6 8.4 5.4 6.0 88.6 32.5 50.9 37.2 27.5 35.3 6.4 15.1 8.6 13.1 78.3 34.5
SFT 27.6 17.4 20.2 62.3 99.9 13.3 11.7 3.2 85.1 31.4 31.5 19.8 23.3 56.9 100 18.1 15.4 5.4 79.2 34.4
DPO 8.1 6.8 2.6 90.6 2.0 0.3 0.2 0.1 99.7 5.3 6.5 5.2 2.4 92.3 1.4 0.6 0.6 0.2 99.3 4.3
SFT+DPO 43.2 31.1 24.2 44.7 99.9 17.8 15.0 5.6 79.4 41.7 43.6 30.2 26.8 43.0 99.9 22.5 19.5 5.9 74.6 42.5

Qwen-2.5-7B

0-shot 27.8 13.1 29.4 57.5 0.0 2.5 0.5 4.1 95.4 17.7 34.9 11.6 46.7 41.7 0.0 6.4 1.0 11.0 88.1 22.6
few-shot 25.1 10.9 28.4 60.7 27.3 2.1 0.5 3.3 96.2 19.4 33.4 9.8 47.1 43.1 25.4 6.2 0.7 10.9 88.4 24.8
BM25 31.1 13.6 35.1 51.3 0.4 3.1 0.5 5.2 94.3 19.9 38.1 11.8 52.6 35.6 0.2 7.8 0.4 14.7 84.9 24.8
Contriever 34.0 17.0 34.1 48.9 0.4 4.0 0.6 6.7 92.6 21.8 40.8 15.1 51.3 33.6 0.1 8.1 0.8 14.6 84.6 26.5
SFT 34.2 23.9 20.8 55.4 99.9 24.9 21.6 6.6 71.8 37 38.3 26.8 22.8 50.3 99.9 30.8 27.5 6.6 65.8 40.3
DPO 37.0 14.9 44.1 40.9 0.2 8.8 0.6 16.4 83.0 24.3 39.0 12.6 52.8 34.6 0.1 12.6 0.2 24.8 75.0 26.0
SFT+DPO 41.9 32.5 18.8 48.8 99.8 33.9 31.3 5.3 63.4 42.9 42.9 32.4 21.0 46.6 99.8 37.8 34.6 6.6 58.9 44.0

Table A4: Extended evaluation results on Test Set 2 (Unseen User/Unseen QA).
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Model Shot Type Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

GPT-4o-mini

0-shot Gold 68.0 95.4 26.1 57.6 68.9 94.9 26.8 58.2
0-shot Whole 44.7 8.8 10.8 30.4 45.5 8.8 11.9 31.0
3-shot Gold 65.5 100.0 22.8 56.3 66.5 100.0 23.2 56.9
3-shot Whole 42.6 75.4 11.4 37.5 43.7 75.2 11.6 38.1

Llama-3.1-8B

0-shot Gold 61.6 77.3 16.7 50.3 62.5 77.3 17.6 50.9
0-shot Whole 39.7 9.4 8.1 27.0 40.6 9.8 8.7 27.7
3-shot Gold 61.8 99.8 23.2 54.0 62.7 99.6 23.7 54.6
3-shot Whole 38.8 48.3 12.3 31.8 39.8 47.8 14.1 32.6

Mistral-7B

0-shot Gold 46.2 7.8 8.8 30.9 47.0 7.9 10.1 31.7
0-shot Whole 30.5 0.0 3.8 19.5 30.8 0.0 5.0 19.9
3-shot Gold 44.0 77.6 9.9 38.4 44.5 75.5 11.0 38.6
3-shot Whole 36.2 5.6 7.6 24.2 36.6 6.6 8.2 24.7

Qwen-2.5-7B

0-shot Gold 52.1 1.0 15.9 34.7 52.8 0.9 16.3 35.1
0-shot Whole 34.6 0.0 6.1 22.4 34.9 0.0 6.4 22.6
3-shot Gold 49.7 6.4 12.4 33.4 50.2 6.1 13.2 33.8
3-shot Whole 32.6 28.7 4.8 24.6 33.4 25.4 6.2 24.8

Table A5: Full ablation results on LLMs’ long-context handling ability.

Model Shots Type Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

Llama-3.1-8B

0-shot User 30.2 1.7 3.8 19.5 31.4 1.9 4.9 20.5
0-shot System 39.7 9.4 8.1 27.0 40.6 9.8 8.7 27.7
3-shot User 30.6 2.7 4.2 20.0 30.8 2.5 4.7 20.1
3-shot System 38.8 48.3 12.3 31.8 39.8 47.8 14.1 32.6

Mistral-7B

0-shot User 34.5 0.0 6.0 22.3 34.6 0.0 6.8 22.5
0-shot System 30.5 0.0 3.8 19.5 30.8 0.0 5.0 19.9
3-shot User 37.3 12.6 11.5 26.3 38 12.7 10.9 26.7
3-shot System 36.2 5.6 7.6 24.2 36.6 6.6 8.2 24.7

Qwen-2.5-7B

0-shot User 33.8 0.0 8.0 22.1 34.3 0.0 9.3 22.6
0-shot System 34.6 0.0 6.1 22.4 34.9 0.0 6.4 22.6
3-shot User 33.8 0.1 7.9 22.1 34.7 0.1 8.4 22.8
3-shot System 32.6 28.7 4.8 24.6 33.4 25.4 6.2 24.8

Table A6: Ablation on prompt roles in instructions and few-shot examples.

Model Shots Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

GPT-4o-mini

0-shot 44.7 8.8 10.8 30.4 45.5 8.8 11.9 31.0
1-shot 43.1 78.9 10.4 38.1 43.2 78.2 10.6 38.1
3-shot 42.6 75.4 11.4 37.5 43.7 75.2 11.6 38.1
5-shot 43.4 65.6 10.3 36.6 43.9 66.1 11.9 37.2

Llama-3.1-8B

0-shot 39.7 9.4 8.1 27 40.6 9.8 8.7 27.7
1-shot 37.3 45.3 9.9 30.2 37.7 44.7 9.9 30.4
3-shot 38.8 48.3 12.3 31.8 39.8 47.8 14.1 32.6
5-shot 33.4 34.7 11.6 26.6 34.8 34.7 12.2 27.6

Mistral-7B

0-shot 30.5 0.0 3.8 19.5 30.8 0.0 5.0 19.9
1-shot 33.2 0.4 5.3 21.4 34.5 0.4 6.0 22.4
3-shot 36.2 5.6 7.6 24.2 36.6 6.6 8.2 24.7
5-shot 36.6 7.0 8.2 24.8 37.2 7.5 8.8 25.3

Qwen-2.5-7B

0-shot 34.6 0.0 6.1 22.4 34.9 0.0 6.4 22.6
1-shot 34.0 0.0 5.3 21.9 35.0 0.1 6.2 22.7
3-shot 32.6 28.7 4.8 24.6 33.4 25.4 6.2 24.8
5-shot 32.4 21.0 5.1 23.5 33.5 19.6 5.1 24.0

Table A7: Full ablation results of zero- and few-shot inference.
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Method Unit Number Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

BM25

Dialogue 1 30.9 85.3 6.4 30.8 32.1 86.4 7.5 31.8
Dialogue 3 32.7 83.8 4.8 31.5 33.2 81.8 5.2 31.6
Dialogue 5 30.8 78.4 4.6 29.6 32.3 79.1 4.7 30.7
Utterance 5 34.1 78.5 6.1 31.9 35.0 78.0 7.0 32.5
Utterance 15 30.7 61.9 4.2 27.5 31.7 62.1 5.4 28.2
Utterance 25 30.3 38.0 4.2 24.2 30.4 38.7 4.6 24.4

Contriever

Dialogue 1 40.0 38.0 11.2 31.1 40.1 36.8 11.2 31.0
Dialogue 3 32.2 66.9 7.2 29.4 33.6 66.0 6.3 30.0
Dialogue 5 30.6 74.0 6.0 29.2 31.9 73.8 5.3 29.9
Utterance 5 42.6 70.3 9.8 36.6 43.1 71.8 9.1 37.1
Utterance 15 33.1 59.4 4.8 28.7 33.5 60.3 5.3 29.1
Utterance 25 30.8 34.5 4.3 24.1 31.3 35.8 5.0 24.7

Table A8: Full ablation results of various settings of Retrieval-augmented Generation.

Hyperparam. Value Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

Learning Rate

1e-6 16.1 19.6 3.4 12.9 16.9 18.2 3.8 13.3
3e-6 22.6 65.9 5.0 23.0 22.6 67.3 5.1 23.2
1e-5 30.0 67.0 10.1 28.4 29.3 66.0 10.0 27.8
3e-5 33.2 84.4 12.3 32.9 34.1 85.0 10.8 33.3
1e-4 36.5 87.5 15.8 35.7 34.8 87.5 14.4 34.5
3e-4 34.3 88.3 12.9 34.1 32.9 88.6 13.8 33.3

Rank

8 31.7 70.6 10.8 30.0 31.1 68.9 9.9 29.3
16 32.8 69.1 11.4 30.5 32.3 69.8 11.3 30.4
32 33.3 82.6 12.4 32.7 33.8 81.6 11.2 32.7
64 34.0 85.0 13.4 33.6 34.7 84.4 13.0 33.9
128 36.7 88.4 16.0 36.0 35.3 88.2 13.5 34.8
256 36.5 87.5 15.8 35.7 34.8 87.5 14.4 34.5

Table A9: Ablation on hyperparameters in training Llama-3.1 model with LoRA-based Supervised Fine-tuning.

Hyperparam. Value Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

Learning Rate

1e-6 28.7 10.1 5.3 19.9 29.1 11.1 6.1 20.4
3e-6 6.9 31.6 1.0 8.4 7.1 32.0 1.0 8.6
1e-5 7.2 27.3 0.7 8.0 6.8 30.2 1.0 8.2
3e-5 5.9 22.7 0.3 6.6 6.0 24.2 0.4 6.8
1e-4 8.7 3.0 3.0 6.2 8.4 3.2 3.2 6.0
3e-4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Rank

8 30.6 2.0 3.8 19.8 31.1 2.1 4.7 20.3
16 30.7 2.1 4.2 20 31.4 1.8 4.7 20.5
32 31.8 2.2 4.4 20.7 33.1 2.5 5.4 21.7
64 33.4 3.3 5.2 21.9 34.4 3.3 5.8 22.7
128 34.8 4.2 6.4 23.1 35.1 5.1 6.3 23.4
256 28.7 10.1 5.3 19.9 29.1 11.1 6.1 20.4

Table A10: Ablation on hyperparameters in training Llama-3.1 model with LoRA-based Direct Preference Opti-
mization.
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Hyperparam. Value Test Set 1 (Seen User/Unseen QA) Test Set 2 (Unseen User/Unseen QA)
Persona Schedule Multi-Info Total Persona Schedule Multi-Info Total

Learning Rate

1e-6 41.2 96.1 23.4 40.7 40.9 96.0 21.2 40.2
3e-6 48.1 98.1 18.4 44.6 47 98.1 22.4 44.4
1e-5 44.8 99.8 6.6 41.3 44.2 99.8 6.7 41.0
3e-5 49.1 98.7 8.1 44 47.6 98.8 7.8 43.1
1e-4 4.9 23.4 5.2 6.6 5.3 23.5 4.3 6.8
3e-4 2.5 0.0 1.1 1.7 2.4 0.0 1.4 1.7

Rank

8.0 37.2 91.6 15.4 36.6 37 91.4 16.0 36.6
16 39.9 93.8 18.3 38.9 38.9 93.2 17.1 38.1
32 42.6 95.2 21.7 41.2 41.2 95.8 20.6 40.3
64 45.0 96.2 26.0 43.4 43.7 96.2 25.7 42.5
128 47.5 97.5 24.5 44.9 46.2 97.3 26.7 44.4
256 48.1 98.1 18.4 44.6 47.0 98.1 22.4 44.4

Table A11: Ablation on hyperparameters in training with LoRA-based Direct Preference Optimization done after
Supervised Fine-Tuning (SFT+DPO).
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Given a task description or existing prompt, produce a detailed system prompt to guide a language model in 
completing the task effectively.

# Guidelines

- Understand the Task: Grasp the main objective, goals, requirements, constraints, and expected output.
- Minimal Changes: If an existing prompt is provided, improve it only if it's simple. 
  For complex prompts, enhance clarity and add missing elements without altering the original structure.
- Reasoning Before Conclusions: Encourage reasoning steps before any conclusions are reached. 
  ATTENTION! If the user provides examples where the reasoning happens afterward, REVERSE the order! 
  NEVER START EXAMPLES WITH CONCLUSIONS!
    - Reasoning Order: Call out reasoning portions of the prompt and conclusion parts (specific fields by name). 
                       For each, determine the ORDER in which this is done, and whether it needs to be reversed.
    - Conclusion, classifications, or results should ALWAYS appear last.
- Examples: Include high-quality examples if helpful, using placeholders [in brackets] for complex elements.
   - What kinds of examples may need to be included, how many, and whether they are complex enough to benefit 
     from placeholders.
- Clarity and Conciseness: Use clear, specific language. Avoid unnecessary instructions or bland statements.
- Formatting: Use markdown features for readability. DO NOT USE ``` CODE BLOCKS UNLESS SPECIFICALLY REQUESTED.
- Preserve User Content: If the input task or prompt includes extensive guidelines or examples, preserve them 
                         entirely, or as closely as possible. If they are vague, consider breaking down into 
                         sub-steps. Keep any details, guidelines, examples, variables, or placeholders provided 
                         by the user.
- Constants: DO include constants in the prompt, as they are not susceptible to prompt injection. 
             Such as guides, rubrics, and examples.
- Output Format: Explicitly the most appropriate output format, in detail. This should include length and syntax 
                 (e.g. short sentence, paragraph, JSON, etc.)
    - For tasks outputting well-defined or structured data (classification, JSON, etc.) 
      bias toward outputting a JSON.
    - JSON should never be wrapped in code blocks (```) unless explicitly requested.

The final prompt you output should adhere to the following structure below. 
Do not include any additional commentary, only output the completed system prompt. 
SPECIFICALLY, do not include any additional messages at the start or end of the prompt. (e.g. no "---")

[Concise instruction describing the task - this should be the first line in the prompt, no section header]

[Additional details as needed.]

[Optional sections with headings or bullet points for detailed steps.]

# Steps [optional]

[optional: a detailed breakdown of the steps necessary to accomplish the task]

# Output Format

[Specifically call out how the output should be formatted, be it response length, structure 
 e.g. JSON, markdown, etc]

# Examples [optional]

[Optional: 1-3 well-defined examples with placeholders if necessary. Clearly mark where examples start and end, 
 and what the input and output are. User placeholders as necessary.]
[If the examples are shorter than what a realistic example is expected to be, make a reference with () explaining 
 how real examples should be longer / shorter / different. AND USE PLACEHOLDERS! ]

# Notes [optional]

[optional: edge cases, details, and an area to call or repeat out specific important considerations]

Meta Prompt

Figure A1: Meta-prompt for prompt optimization. The meta-prompt is used to generate the optimal prompt by
prompting GPT-4o along with the task description. This meta-prompt is taken directly from OpenAI documentation
and was created by OpenAI based on prompt engineering best practices and real-world experience (Source:
https://platform.openai.com/docs/guides/prompt-generation). Generation setting: τ = 0.0 (greedy).
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Create a realistic and appropriate set of attributes (age, gender, occupation, personality, income range) 
based on the given persona.

Input Persona: {persona}

Output Format:
- Age: [number]
- Gender: [gender]
- Occupation: [occupation]
- Personality: [few descriptive words]
- Income Range: [$X - $Y]

Prompt for Profile Metadata Generation

Figure A2: Prompt template for generating profile metadata in HiCUPID based on PersonaHub. The ‘Input
Persona’ is the description for one of the 1,500 randomly-sampled individuals from PersonaHub. Generation setting:
τ = 0.0 (greedy).

Create a set of 10 events based on the provided schedules, 
ensuring each event is realistic, meaningful, and suitable for the user profile.

- Each event should align with the given datetime and be feasible within the overall schedule.
- Events should be specific, including details such as names of friends, reasons for the event, 
  or other relevant context to make them memorable.
- Ensure the events are tailored to the user's profile and preferences.

User's Profile:
- Age: {age}
- Gender: {gender}
- Personality: {personality}
- Occupation: {occupation}
- Income Range: {income_range}

User's Schedules:
{datetime}

Notes:
- Ensure events are diverse and reflect the user's interests and lifestyle.
- Avoid scheduling conflicts or overly tight transitions between events.
- Include specific and personal details to make each event meaningful.

Prompt for Schedule Metadata Generation

Figure A3: Prompt template for generating schedule metadata in HiCUPID. The user’s schedules are explicitly
conditioned on the profile metadata from above to guarantee that they are realistic, meaningful, and suitable. For
each user, we generate 10 different schedules. Generation setting: τ = 0.0 (greedy).

Select the 5 personas that best match the given user's profile from a provided list of personas.

The selected personas must align with the user's profile, 
avoiding contradictions and ensuring they are realistic and plausible in real-world scenarios. 
Provide the numbers of the selected personas and briefly explain how they relate to the user's profile. 
Ensure the reasoning is logical and makes sense.

User's Profile:
- Age: {age}
- Gender: {gender}
- Personality: {personality}
- Occupation: {occupation}
- Income Range: {income_range}

List of Personas:
{persona}

Prompt for Persona-Profile Metadata Generation

Figure A4: Prompt template for generating persona-profile combination metadata in HiCUPID. We select
five different personas that are most aligned with the user’s profile, such that the multi-info questions from these
combinations are realistic and logical. Generation setting: τ = 0.0 (greedy).
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Create 10 diverse dialogues between a user and an assistant, each consisting of 20 messages 
(10 turns each from the user and assistant).

Each dialogue must adhere to the following conditions:
- The dialogues should not include any form of greeting or introductory pleasantries.
- The user initiates the conversation by asking a question.
- The first question should relate to the user's given characteristics and lead into the main topic of the dialogue.
- The assistant's responses must be at least 3 sentences long, providing helpful and detailed information.
- The user reacts to the assistant's response by sharing their thoughts and asking a follow-up question.
- Around the middle of the dialogue, the user naturally shares their given characteristics while asking a question.
- The conversation must progress in a logical and natural manner.
- Each dialogue should explore a variety of topics related to the user's given characteristics.

User's Characteristics:
- The user {relation} {entity}

Prompt for Persona Dialogue Generation

Figure A5: Prompt template for generating persona dialogues in HiCUPID. We create 10 different dialogues per
persona to simulate 10 users sharing a common persona but having distinct interactions with the assistant. Each
persona dialogue is structured to contain 10 turns. Generation setting: τ = 0.0 (greedy).

Create 5 dialogues between a user and an assistant, where each dialogue consists of 2 messages 
(1 turn each from the user and the assistant). Each dialogue should focus on one aspect of the user's profile: 
age, gender, personality, occupation, or income range.

Each dialogue must meet the following conditions:
- The user asks the assistant a question.
- The assistant provides a detailed and informative response to the user's question.
- During the question, the user shares their profile information with the assistant.
- The question should be realistic and relevant to the profile of the user.

User's Profile:
- Age: {age}
- Gender: {gender}
- Personality: {personality}
- Occupation: {occupation}
- Income Range: {income_range}

Prompt for Profile Dialogue Generation

Figure A6: Prompt template for generating profile dialogues in HiCUPID. We create five profile dialogues per
user, with each dialogue corresponding to one aspect of the user’s profile. Each profile dialogue is structured to
contain a single turn. Generation setting: τ = 0.0 (greedy).

Create a dialogue between a user and an assistant consisting of two messages, 
where the user informs the assistant about their schedule and makes a request such as a reminder 
or adding it to a calendar, and the assistant responds diligently.

User's Schedule:
- Datetime: {datetime}
- Event: {event}

Prompt for Schedule Dialogue Generation

Figure A7: Prompt template for generating schedule dialogues in HiCUPID. Because each user has 10 schedules
associated with him/her, we create 10 schedule dialogues per user. Each schedule dialogue is structured to contain a
single turn. Generation setting: τ = 0.0 (greedy).
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Create 10 diverse sets of (question, personalized answer, general answer) based on the given user's characteristics.

Each set must meet the following conditions:
- The user asks a question related to their given characteristics without explicitly mentioning those 
  characteristics.
- The personalized answer explicitly references the user's characteristics and provides a tailored response 
  considering those characteristics.
- The general answer does not consider or reference the user's characteristics and provides a generic response.
- The questions should cover a variety of topics related to the user's given characteristics.

User's Characteristics:
- The user {relation} {entity}

Prompt for Persona (Single-Info) QA Pair Generation

Figure A8: Prompt template for generating persona (single-info) QA pairs in HiCUPID. As in the persona dialogue
generation process, we generate 10 different persona QA pairs for 10 different users. The prompt enforces that the
question does not contain cues to the user’s metadata. Generation setting: τ = 0.0 (greedy).

Create a set of (question, personalized answer, general answer) that meets the following conditions:

- The question must involve the user notifying about a different event at the same datetime and requesting actions 
  like reminders or adding it to a calendar app.
- The personalized answer must:
  - Recognize a scheduling conflict.
  - Remind the user of their previous schedule.
  - Ask if the user wants to overwrite the existing schedule.
- The general answer must:
  - Not acknowledge any prior schedule.
  - Simply respond to the user's request.

User's Schedule:
- Datetime: {datetime}
- Event: {event}

Prompt for Schedule (Single-Info) QA Pair Generation

Figure A9: Prompt template for generating schedule (single-info) QA pairs in HiCUPID. The prompt enforces that
the question does not contain cues to the user’s metadata. Generation setting: τ = 0.0 (greedy).

Create a set of (question, personalized answer, general answer) that adheres to the following conditions:

- Question: The user asks a question related to their given profile and characteristics without explicitly 
  mentioning them.
- Personalized Answer: The assistant provides a response that:
  1. First considers the user's profile and explicitly references it to deliver a tailored answer.
  2. Then considers the user's characteristics and explicitly references them to further customize the response.
- General Answer: The assistant provides a response that does not take the user's profile or characteristics into 
  account and remains general.
- Question is related to their given profile and characteristics.
- Personalized answer must consider both the user's given profile and characteristics.

User's Profile:
- Age: {age}
- Gender: {gender}
- Personality: {personality}
- Occupation: {occupation}
- Income Range: {income_range}

User's Characteristics:
- The user {relation} {entity}

Prompt for Persona-Profile (Multi-Info) QA Pair Generation

Figure A10: Prompt template for generating persona-profile (multi-info) QA pairs in HiCUPID. The prompt
enforces that the question does not contain cues to the user’s metadata. Generation setting: τ = 0.0 (greedy).

10235



  {
 "role": "user",
 "content": """
   You are a personalized AI assistant for the user. Follow these conditions when answering the user's questions:

   - Refer to the previous conversation history when responding to the user's question.
   - If the conversation history contains user-specific characteristics relevant to the question, 
     mention those characteristics and provide a personalized response considering them.
   - If the conversation history includes user-specific information related to the question, 
     reference that information and tailor your response accordingly.
   - Keep your answers concise. You must respond within a few sentences.""".strip(),
  },
  {
    "role": "assistant",
    "content": "Of course! How can I assist you today?",
  }�

Zero-shot Prompt in User Role (Default)

Zero-shot Prompt in System Prompt

  {
   "role": "SYSTEM",
 "content": """
   You are a personalized AI assistant for the user. Follow these conditions when answering the user's questions:

   - Refer to the previous conversation history when responding to the user's question.
   - If the conversation history contains user-specific characteristics relevant to the question, 
     mention those characteristics and provide a personalized response considering them.
   - If the conversation history includes user-specific information related to the question, 
     reference that information and tailor your response accordingly.
   - Keep your answers concise. You must respond within a few sentences.""".strip(),
  }

Figure A11: Instruction prompt for zero-shot inference. The prompt placement under the “user” role is the default
setting used across our experiments. We additionally analyze how placing it as a part of the system prompt affects
the personalization results. Generation setting for the GPT-4o-mini model: τ = 0.6, top-p = 1.0. Generation setting
for open-source models: τ = 0.6, top-p = 1.0, top-k = 50.
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  {
   "role": "user",
   "content": """
     You are a personalized AI assistant for the user. Follow these conditions when answering the user's questions:

     - Refer to the previous conversation history when responding to the user's question.
     - If the conversation history contains user-specific characteristics relevant to the question, 
       mention those characteristics and provide a personalized response considering them.
     - If the conversation history includes user-specific information related to the question, 
       reference that information and tailor your response accordingly.
     - Keep your answers concise. You must respond within a few sentences.

     # Examples

     Example 1:
       - Question: What are some classic romantic comedies to watch?
       - Personalized answer: Since you enjoy Hugh Grant's performances, you might love 'Notting Hill' and 
                              'Four Weddings and a Funeral,' both of which showcase his charm.
       - General answer: Some classic romantic comedies include 'When Harry Met Sally,' 'Pretty Woman,' and 
                         '10 Things I Hate About You.'

     Example 2:
       - Question: What are some effective ways to improve sprinting speed?
       - Personalized answer: Considering your profession as a sports journalist and your admiration for Usain Bolt, 
                              you might find it insightful to study his training techniques and interview experts in 
                              sprinting biomechanics to gain a deeper understanding.
       - General answer: To improve sprinting speed, one can focus on strength training, proper running form, 
                         and consistent practice while maintaining a balanced diet and adequate rest.

     Example 3:
       - Question: Can you add a reminder for a friend's birthday party at 8 PM on April 06, 2025?
       - Personalized answer: It seems you already have a data science webinar on emerging AI trends scheduled 
                              for 8 PM on April 06, 2025. Would you like to overwrite this event with the new 
                              reminder for your friend's birthday party?
       - General answer: Sure, I can add a reminder for your friend's birthday party at 8 PM on April 06, 2025.

     # Notes

     - Always prioritize providing a personalized answer when possible, based on the user's characteristics and 
       information from prior conversations.
     - Ensure responses are concise and within a few sentences.""".strip(),
  },
  {
   "role": "assistant",
   "content": "Of course! How can I assist you today?",
  },

Few-shot Prompt in User Role (Default)

Figure A12: Instruction prompt for few (1)-shot inference. We consider a set of {persona QA, persona-profile QA,
schedule QA} to be a single in-context demonstration that encompasses all question types in HiCUPID. The prompt
placement under the “user” role is the default setting used across our experiments. We additionally analyze how
placing it as a part of the system prompt affects the personalization results. Generation setting for the GPT-4o-mini
model: τ = 0.6, top-p = 1.0. Generation setting for open-source models: τ = 0.6, top-p = 1.0, top-k = 50.
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  {
   "role": "SYSTEM",
   "content": """
     You are a personalized AI assistant for the user. Follow these conditions when answering the user's questions:

     - Refer to the previous conversation history when responding to the user's question.
     - If the conversation history contains user-specific characteristics relevant to the question, 
       mention those characteristics and provide a personalized response considering them.
     - If the conversation history includes user-specific information related to the question, 
       reference that information and tailor your response accordingly.
     - Keep your answers concise. You must respond within a few sentences.

     # Examples

     Example 1:
       - Question: What are some classic romantic comedies to watch?
       - Personalized answer: Since you enjoy Hugh Grant's performances, you might love 'Notting Hill' and 
                              'Four Weddings and a Funeral,' both of which showcase his charm.
       - General answer: Some classic romantic comedies include 'When Harry Met Sally,' 'Pretty Woman,' and 
                         '10 Things I Hate About You.'

     Example 2:
       - Question: What are some effective ways to improve sprinting speed?
       - Personalized answer: Considering your profession as a sports journalist and your admiration for Usain Bolt, 
                              you might find it insightful to study his training techniques and interview experts in 
                              sprinting biomechanics to gain a deeper understanding.
       - General answer: To improve sprinting speed, one can focus on strength training, proper running form, 
                         and consistent practice while maintaining a balanced diet and adequate rest.

     Example 3:
       - Question: Can you add a reminder for a friend's birthday party at 8 PM on April 06, 2025?
       - Personalized answer: It seems you already have a data science webinar on emerging AI trends scheduled 
                              for 8 PM on April 06, 2025. Would you like to overwrite this event with the new 
                              reminder for your friend's birthday party?
       - General answer: Sure, I can add a reminder for your friend's birthday party at 8 PM on April 06, 2025.

     # Notes

     - Always prioritize providing a personalized answer when possible, based on the user's characteristics and 
       information from prior conversations.
     - Ensure responses are concise and within a few sentences.""".strip(),
  },
  {
   "role": "assistant",
   "content": "Of course! How can I assist you today?",
  },

Few-shot Prompt in Systen Prompt

Figure A13: Instruction prompt for few (1)-shot inference. We consider a set of {a persona QA pair, a multi-info
(persona+profile) QA pair, a schedule QA pair} to be a single in-context demonstration that encompasses all question
types in HiCUPID. The prompt placement under the “user” role is the default setting used across our experiments.
We additionally analyze how placing it as a part of the system prompt affects the personalization results. Generation
setting for the GPT-4o-mini model: τ = 0.6, top-p = 1.0. Generation setting for open-source models: τ = 0.6,
top-p = 1.0, top-k = 50.

You will be provided a user's question to an AI assistant, a user's profile, 
and two sample responses from an AI-assistant. 
The goal of this survey is to evaluate which sample response addresses the question better. 

Examples of a user profile:
[category: 'Sports', entity: 'Soccer', sentiment: 'POS', verb: 'likes'] means that the user likes Soccer.
[category: 'Game', entity: 'Chess', sentiment: 'NEG', verb: 'dislikes'] means that the user dislikes Chess.

Choose the better response between the two responses based on the following criteria:
Logical Validity: Is the answer logically valid as a response to the question?
Personalization: Does the answer consider the user's characteristics well?

If you believe the two sample responses are of equal or comparable quality, please select "Tie."

Survey Template for Human A/B Evaluation

Figure A14: The survey template for human A/B evaluation.
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Evaluate two responses (A and B) to a given question based on the following criteria:

1. Personalization: Does the response effectively consider the user's provided personal information?
2. Logical Validity: Is the response logically sound and relevant to the question?

For each criterion, provide a brief one-line comparison of the two responses and select the better response 
(A, B, or Tie).

- Ensure the comparisons are concise and directly address the criteria.
- If both answers are equally strong or weak in a category, mark it as a Tie.
- Do not use bold font.

Output Format:
1. Personalization: [Brief comparison of A and B]
2. Logical Validity: [Brief comparison of A and B]
Better Response: [A/B/Tie]

Input:
- User's Personal Information:
  {metadata}
- Question: {question}
- Answer (A): {answer_a}
- Answer (B): {answer_b}

Prompt for GPT-4o A/B Evaluation on Persona and Multi-Info QA Pairs

Evaluate the given answer based on the provided question and user's schedule.

The evaluation criterion is as follows:
1. Personalization: Does the answer acknowledge and appropriately consider the user's schedule?

Provide a short one-line evaluation for the criterion and indicate whether it satisfies the criterion with YES or NO. 
Do not use bold font.

Output Format:
1. Personalization: [Short one-line evaluation]
Satisfaction: [YES/NO]

Example 1:
- User's Schedule:
  - Datetime: 11 AM on March 13, 2025
  - Event: Attend a networking brunch with fellow sports journalists and industry experts.
- Question: Can you add a meeting with the editorial team to my calendar for 11 AM on March 13, 2025?
- Answer: It seems you already have a networking brunch with fellow sports journalists and industry experts scheduled 
          for 11 AM on March 13, 2025. Would you like to replace this event with the editorial team meeting, or should 
          we consider rescheduling one of them?

1. Personalization: The answer acknowledges the existing event and offers alternatives.
Satisfaction: YES

Example 2:
- User's Schedule:
  - Datetime: 11 AM on March 13, 2025
  - Event: Attend a networking brunch with fellow sports journalists and industry experts.
- Question: Can you add a meeting with the editorial team to my calendar for 11 AM on March 13, 2025?
- Answer: Certainly, I can add the meeting with the editorial team to your calendar for 11 AM on March 13, 2025.

1. Personalization: The answer ignores the existing event in the user's schedule.
Satisfaction: NO

Input:
- User's Schedule:
  - Datetime: 9 AM on January 13, 2025
  - Event: Conduct an in-depth analysis session for an upcoming sports documentary.
- Question: Can you add a meeting with the marketing team to my calendar for 9 AM on January 13, 2025?
- Answer: Certainly, I can add the meeting with the marketing team to your calendar for the specified time.

Prompt for GPT-4o Evaluation on Schedule QA Pairs

Figure A15: Instruction prompts for GPT-4o evaluation. We use two different prompt templates, one to score the
responses to persona and multi-info QA pairs and the other to evaluate responses to schedule QA pairs. Generation
setting for GPT-4o: τ = 0.0 (greedy).
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