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Abstract

Homans’ Social Exchange Theory (SET) is
widely recognized as a basic framework for
understanding the formation and emergence of
human civilizations and social structures. In
social science, this theory is typically studied
based on simple simulation experiments or real-
world human studies, both of which either lack
realism or are too expensive to control. In ar-
tificial intelligence, recent advances in large
language models (LLMs) have shown promis-
ing capabilities in simulating human behaviors.
Inspired by these insights, we adopt an interdis-
ciplinary research perspective and propose us-
ing LLM-based agents to study Homans’ SET.
Specifically, we construct a virtual society com-
posed of three LLM agents and have them en-
gage in a social exchange game to observe their
behaviors. Through extensive experiments, we
found that Homans’ SET is well validated in
our agent society, demonstrating the consis-
tency between the agent and human behaviors.
Building on this foundation, we intentionally
alter the settings of the agent society to extend
the traditional Homans’ SET, making it more
comprehensive and detailed. To the best of
our knowledge, this paper marks the first step
in studying Homans’ SET with LLM-based
agents. More importantly, it introduces a novel
and feasible research paradigm that bridges the
fields of social science and computer science
through LLM-based agents. Code is available
at https://github.com/Paitesanshi/SET.

1 Introduction

Exchange behavior has been a fundamental char-
acteristic of human society since ancient times,
as people fulfill each other’s needs through both
material and non-material exchanges. Social Ex-
change Theory (SET) (Homans, 1958), proposed
by George Homans, stands as one of the most fun-
damental frameworks in social science for under-
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standing human interaction patterns. By concep-
tualizing social behaviors as exchange processes
where individuals seek to maximize their benefits,
Homans’ SET provides profound insights into the
mechanisms underlying human social interactions.
Its influence extends far beyond sociology, shap-
ing our understanding of human behavior across
multiple disciplines including psychology, orga-
nizational behavior, and economics (Blau, 2017;
Cropanzano and Mitchell, 2005).

In social science, the study of Homans’ SET
has evolved through two primary methodological
approaches. Traditional research relied on real-
human studies through empirical observations and
laboratory experiments (Cropanzano et al., 2017;
Orpen, 1994; Witt et al., 2001), which have con-
tributed significantly to our understanding but are
limited by practical constraints in controlling vari-
ables, high resource requirements in both time
and cost, and difficulties in replicating exact ex-
perimental conditions. To address these limi-
tations, researchers developed simulation-based
approaches, particularly Agent-Based Modeling
(ABM) (Enayat et al., 2022), enabling systematic
exploration of exchange dynamics through com-
putational models. However, traditional ABM ap-
proaches, constrained by predetermined rules and
simple functions, struggle to capture the complex-
ity of human cognitive processes and emotional re-
sponses in social exchanges. The above limitations
naturally raise the question: "Can we develop a new
methodology that both captures realistic human be-
havior and enables flexible experiment control to
comprehensively investigate Homans’ SET?"

At the same time, in the field of artificial intelli-
gence, researchers have developed numerous cost-
effective Large Language Models (LLMs) by train-
ing on extensive human-generated corpora. These
models have demonstrated remarkable capabilities
in natural language understanding and human-like
cognitive processing (Kojima et al., 2022; Zhao
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Figure 1: Illustration and examples of the six propositions in Homans’ Social Exchange Theory.

et al., 2023b; Achiam et al., 2023). Inspired by
such advantages of LLMs, in this paper, we propose
to study Homans’ SET with LLM-based agents.
Specifically, We establish an experimental agent
society, where different agents can freely exchange
resources with each other. To make each agent
behave more like humans, we carefully design an
agent framework that can reason and make deci-
sions considering emotional and social factors. Our
agent society is operated in a round-by-round man-
ner, and in each round, there are two phases: Ne-
gotiation, where the agents discuss exchange ar-
rangements; and Exchange, where the agents make
individual decisions about resource allocation.

Based on above agent society, we first verify
Homans’ SET by systematically observing and an-
alyzing agent behaviors, where we find that they
can well align with the six propositions of Homans’
SET, validating the effectiveness of our agents in
simulating human behaviors. Based on this founda-
tion, we further extend Homans’ SET. Specifically,
we investigate how cognitive processing styles and
social value orientations influence the interaction
dynamics between different humans, and explore
the resilience of the social exchange systems.

In summary, the main contributions of this paper
are as follows: (1) We open the interdisciplinary
direction of leveraging LLM-based agents to study
Homans’ SET. (2) We design a human-inspired
agent framework and a multi-agent society to assist
the study of Homans’ SET. (3) We conduct exten-
sive experiments to validate Homans’ SET within
our agent society, demonstrating that it provides an
effective environment for studying this theory. (4)
We extend Homans’ SET, and conduct real-world

experiments to verify our extensions.

2 Preliminary

To enhance the clarity of our paper, this section
provides a brief introduction to Homans’ SET. In
general, Homans’ SET conceptualizes human so-
cial behaviors as exchange processes where individ-
uals assess rewards and costs in social interactions.
More specifically, there are six core propositions:

Prop 1 (Success Proposition) This proposition
suggests that a rewarded action is more likely to
be repeated in the following behaviors.

For example, if a person successfully exchanges
resources with another, they may be inclined to
exchange with the same partner again (Figure 1(a)).

Prop 2 (Stimulus Proposition) This proposition
suggests that similar stimuli to those associated
with past rewards trigger similar actions.

For example, when people need specific resources,
they tend to seek out partners who provided them
successfully before (Figure 1(b)).

Prop 3 (Value Proposition) This proposition sug-
gests that more valuable outcomes increase the
likelihood of a human action.

For example, people tend to seek combinations of
different resources that yield greater value, rather
than accumulating single resource (Figure 1(c)).

Prop 4 (Deprivation–Satiation Proposition)
This proposition suggests that the value of a reward
diminishes with frequent recent receipt.

For example, when a person accumulates an excess
of one resource in a short period, they prioritize
acquiring the resources they lack (Figure 1(d)).
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Prop 5 (Aggression–Approval Proposition)
This proposition suggests that unexpected punish-
ment leads to anger behavior, while unexpected
rewards or avoided punishment elicit approval.

For example, people usually express different emo-
tional responses to over-delivery or under-delivery
in exchanges (Figure 1(e)).

Prop 6 (Rationality Proposition) This proposi-
tion suggests that people choose actions with the
highest expected value based on past experience
and perceived probability of success.

For example, people may balance potential prof-
its against transaction reliability when selecting
trading partners (Figure 1(f)).

The above six propositions form the core of
Homans’ SET, revealing the fundamental decision-
making patterns behind human social behavior. Tra-
ditionally, this theory has been widely studied in
social science through simple simulation methods
or real-human studies, which are either too far from
realistic or costly and difficult to control. In the
following, we leverage LLM-based agents to inves-
tigate and extend traditional Homans’ SET, offering
a more efficient way to study this theory.

3 The Constructed Agent Society

3.1 Single Agent Framework

Since Homans’ SET building on social exchange
emphasizes complex interpersonal dynamics and
intrinsic psychological processes, traditional agent
frameworks designed for general purposes may not
effectively capture these nuanced behaviors. As
a result, we build a tailored agent framework for
social exchange, which highlights the following
four components:
• Belief-Desire-Intention (BDI). To accurately

simulate human analytical capabilities, we adopt
the BDI framework to model agents’ decision-
making processes (Georgeff et al., 1999), where
Belief represents the agent’s understanding of its
own resources, Desire defines the agent’s target
objectives, and Intention outlines the action plans
the agent intends to pursue.
• Affinity. In real-world social exchange behav-

iors, psychological factors can significantly influ-
ence human decisions (Skinner, 2019). To model
this phenomenon, we maintain an emotional score
for each agent toward others based on their inter-
action history. These scores evolve dynamically:
they increase when exchanges are reciprocal and

beneficial, and decrease when agents experience
unfair exchanges or breaches of commitment.
• Rational-Experiential Inventory (REI). In

practice, people may exchange resources with oth-
ers based on both rational and experiential thinking
styles. To flexibly balance these styles, we intro-
duce the REI framework (Keaton, 2017), where
each agent is assigned two scores ranging from 1 to
5: a rational score that quantifies analytical capac-
ity and an experiential score that measures reliance
on intuition and past experiences.
• Social Value Orientation (SVO). Value orien-

tations fundamentally shape behavioral patterns in
social exchanges. To model such factors, we draw
on established research (Bogaert et al., 2008) and
classify agents into two categories: Proself agents
who optimize for individual utility maximization,
and Prosocial agents who pursue reciprocal benefits
in interactions. These agent types are implemented
through pre-defined LLM prompting templates.

In addition to the above components, each agent
maintains a memory module that tracks the com-
plete interaction history of negotiations and ex-
changes with other agents.

3.2 Multi-Agent Society
Building upon the above agent framework, we im-
plement a multi-agent society to validate and ex-
tend Homans’ SET. This virtual society involves
M agents, who can exchange N distinct types of
resources. Each agent starts with an equal alloca-
tion of initial resources I across all resource types
and receives S units of their specialized resource at
the beginning of each round. To promote social ex-
change behavior, we design a value system where
resource combinations generate higher value. For
example, a single unit of any resource is worth r1,
combinations of any two resources yield r2, and
three different types of resources are worth r3. Re-
sources accumulate as time passes, allowing agents
to build up their inventory. The goal of the agents
is to maximize their total resource value.

The agent society is executed in a round-by-
round manner, and in each round, there are two
sequential phases: (1) In the negotiation phase,
agents engage in up to three rounds of discussions,
where they can propose exchanges with specified
resource types and quantities, respond to existing
proposals, or pass their turn. The communication
follows a structured format as presented in Figure 2,
where agents can only observe the public discus-
sion content but cannot directly view other agents’
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Figure 2: Overview of the agent society: single agent framework and multi-agent exchange pipeline.

resource allocations. The phase ends when either
three rounds are completed or all agents choose to
pass. (2) In the exchange phase, agents indepen-
dently decide how to allocate their resources. These
decisions are made simultaneously, and agents are
free to honor or deviate from their commitments
made during negotiations. After the exchange is
completed, all actions and outcomes are revealed
to all agents.

After each round, the agents update their BDI
module as well as their affinity scores toward other
agents based on both negotiation behavior and ex-
change outcomes. We conduct experiments over
10 rounds, recording all agent actions and resource
dynamics for comprehensive analysis.

The following illustrates an agent negotiation:

Negotiation Example

Agent A: [Action 1] PROPOSE #1 to Agent B: Agent A
GIVES 2 Resource A FOR Agent B’s 2 Resource B
[Action 2] PROPOSE #2 to Agent C: Agent A GIVES 2
Resource A FOR Agent C’s 2 Resource C
Agent B: [Action 1] ACCEPT proposal #1 from Agent A
[Action 2] PROPOSE #3 to Agent C: Agent B GIVES 2
Resource B FOR Agent C’s 2 Resource C
Agent C: [Action 1] ACCEPT proposal #2 from Agent A
[Action 2] ACCEPT proposal #3 from Agent B

This example demonstrates how agents negotiate
and reach mutually beneficial exchange agreements
through structured communication.

4 Validation of Homans’ SET

In this section, we evaluate whether the six proposi-
tions of Homans’ SET, which have been widely val-
idated in real-human societies (Cook and Emerson,

1987; Mighfar, 2015), also hold in our agent society.
In our experiments, the number of resources and
agents are both set as 3, that is, M = N = 3. We
measure exchange behaviors through "exchange
value," which represents the total value of resources
involved in each transaction (sum of incoming and
outgoing resources). The value coefficients r1, r2
and r3 are set as 1, 4 and 9, respectively. Ini-
tially, each agent has 5 units of each resource type
(I = 5). At the beginning of each round, agents
receive 15 units (S = 15) of their specialized
resource. We use Claude-3.5-sonnet as the base
LLM for all agents due to its superior instruction-
following capability. To remove the randomness,
each experiment is repeated for five times, and we
report the average results and their standard errors.
For more experiment settings, we refer the readers
to Appendix B for more details.

Before introducing the results of validating
Homans’ SET, we first present a general analy-
sis of the simulation process of our agent society.
While the following observations are drawn from
comprehensive experimental data, we illustrate the
key patterns through a representative case study
for better interpretation. In general, there are three
distinct phases (see Figure 3). In the initial ex-
ploration phase, the agents exhibited cautious be-
havior due to the lack of interaction history, en-
gaging in small-scale exchanges to probe counter-
parts’ reliability and preferences. In the thriving
cooperation phase, agents developed sophisticated
exchange strategies based on learned preferences
and trust levels. Figure 3a shows a clear positive
feedback loop: higher affinity scores enabled larger
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Figure 3: Key metrics of agent behavior over 10 rounds.

exchanges, while successful transactions strength-
ened inter-agent trust. In the strategic endgame
phase, the agents demonstrated sophisticated strate-
gic adaptation. Consistent with the Endgame ef-
fect (Adorno and Jones, 1982), agents shifted strate-
gies in final rounds, prioritizing individual utility
over relationship maintenance, which is evidenced
by decreased exchange values and increased com-
mitment breaches. Figure 3b shows the average
affinity score each agent received from others. The
declining affinity scores reflect this strategic shift
from cooperation to self-interest, demonstrating
how LLM agents can emulate human-like decision-
making in dynamically balancing between collabo-
rative and individualistic behaviors.

With the above intuitive understandings of our
agent society, we now systematically validate
the Homans’ SET propositions using Claude-3.5-
Sonnet as follows. Additional validation results
with GPT-4o (Hurst et al., 2024) and OLMo-2-
1124-13B (Groeneveld et al., 2024) models are
provided in Appendix D, demonstrating consistent
patterns across different models:

Validation on the Success and Value Propo-
sitions. The evidence for these propositions is
shown in the evolution of exchange value across
different phases (see Figure 4a). Initially, agents
demonstrate cautious behavior with small exchange
values (median = 3.83). The substantial increase
during the thriving phase (median = 6.00, 56.5%
increase) validate the Success Proposition by show-
ing how positive experiences lead to more effective
exchanges. The endgame phase maintains a high
median value (6.50), validating the Value Proposi-
tion based on the fact that trustworthy agents sus-
tain high-value exchanges.

Validation on the Deprivation-Satiation

Proposition. Figure 4b demonstrates a clear in-
verse relationship between resource abundance
and proposal acceptance rates, validating the
Deprivation-Satiation Proposition. We measure re-
source abundance as the ratio of a resource’s quan-
tity to the average quantity of all resources an agent
possesses in each round, categorizing these ratios
into quartiles from Scarce to Abundant. The re-
sults show acceptance rates of 70% under resource
scarcity, steadily declining to 23% as resources
become abundant. This diminishing willingness
to accept additional resources mirrors the law of
diminishing marginal utility in human economic
behavior, where the perceived value of each addi-
tional unit decreases with increasing abundance.

Validation on the Aggression-Approval Propo-
sition. The agents’ responses to trust viola-
tions, depicted in Figure 4c, strongly support the
Aggression-Approval Proposition. The data reveals
a graduated response pattern: minor violations (0-
5 breach value) trigger a 33.3% reduction in fu-
ture exchanges, moderate breaches (5-10) lead to
a 65.1% decrease, while severe violations (10-15)
result in an almost complete cessation of trading
relationships (97% reduction). This proportional
punishment mechanism demonstrates how agents
develop sophisticated trust management strategies,
responding to trust violations with increasing sever-
ity as the magnitude of the breach increases.

Validation on the Rationality and Stimulus
Propositions. In general, the agents make de-
cisions by optimizing their values based on ac-
cumulated experience and current circumstances,
which is consistent with the Rationality Proposition.
For example, in the transition between exchange
phases, agents adjust their strategies based on es-
tablished trust levels and resource requirements. In
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Figure 4: Experimental validation of key propositions in Social Exchange Theory.

addition, the Stimulus Proposition can be validated
through the consistent response patterns observed
across similar exchange scenarios, especially dur-
ing the thriving phase where agents develop stable
exchange behaviors under familiar circumstances.

The above experiments collectively demonstrate
that all six propositions of Homans’ SET can be
effectively validated in our agent society, providing
a promising foundation for investigating previously
unexplored aspects of social exchange theory in
human society through LLM-based agents.

5 Extensions of Homans’ SET

A significant advantage of our agent society lies in
its flexibility in adjusting agent settings, enabling
us to explore Homans’ SET under various condi-
tions, which would be prohibitively expensive or
even infeasible using traditional real human-based
methods. Leveraging this advantage, we extend tra-
ditional Homans’ SET by conducting a systematic
investigation into how cognitive styles and social
value orientations influence exchange behaviors,
while also examining the resilience of the social
system. The experiments in this section are con-
ducted based on similar settings to the above sec-
tion’s, and the results are detailed below.

5.1 Cognitive Style
In this section, we explore how different cognitive
styles influence social exchange behaviors. To an-
swer this question, we first set the agents to operate
in either a completely rational or a completely ex-
periential manner and then systematically compare
their behaviors. In Figure 5, we present the average
exchange values and affinity scores of the agents in
each round. In general, the results reveal distinct
behavioral patterns: rational agents exhibit greater
fluctuations in both exchange values and affinity

scores, whereas experiential agents demonstrate
more stability in these metrics over time.

Actually, these observations are fairly intuitive.
When agents are purely experiential, their past be-
haviors significantly influence their subsequent de-
cisions, creating strong temporal correlations in
their metrics across consecutive rounds. This de-
pendency on historical experiences naturally leads
to smoother trajectories in the observed metrics.
On the other hand, if the agents are completely
rational, the influence of past behaviors is mini-
mal, causing the metric curves to fluctuate more.
From a broader perspective, this experiment sug-
gests that if a human relies solely on experience to
make decisions, their gains will remain stable but
are unlikely to reach very high levels. However, if
a human is entirely rational, while they may occa-
sionally achieve very high benefits, they also face
the risk of significant losses.

Based on above experimental evidence and anal-
yses, we derive the following corollary further ex-
tending Homans’ SET:

Corollary 1 (The Stability Corollary) In the
real world, rational individuals are more likely to
achieve higher benefits, but they also face the risk
of greater losses. In contrast, individuals with an
experiential thinking style tend to achieve more
stable but moderate benefits over time.

5.2 Social Value Orientations

In this section, we are curious about the influence
of social value orientations on human exchange
behaviors. Specifically, we conduct experiments
by setting the agents to be Proself and Prosocial,
respectively, and then collect their behaviors for
analysis. Figure 6 reveals behavioral differences
between the two orientations. We can see, Proself
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agents exhibit significantly higher rates of strategic
breaching, predominantly through under-delivery
of promised resources. This pattern reflects their
prioritization of immediate personal gains over
contractual commitments. In contrast, Prosocial
agents demonstrate notably higher fidelity to ex-
change agreements, with most data points cluster-
ing around exact delivery. The economic conse-
quences of these behavioral differences, illustrated
in Figure 6b, reveal significant differences. While
Proself agents show wider outcome variability (µ =
300.3, σ = 108.8) and occasionally achieve higher
individual values, their exchange patterns result in
lower average outcomes. Prosocial agents achieve
higher mean values (µ = 343.0, σ = 84.1) with
more consistent distributions, suggesting that main-
taining stable exchange relationships benefits long-
term value accumulation.

These observations lead us to propose the second
corollary of Homans’ SET:

Corollary 2 (The Reciprocity Corollary)
Exchange behaviors guided by mutual benefit
principles lead to more stable and efficient
resource distribution in social exchange systems.

This corollary extends our understanding of social
exchange dynamics by highlighting the complex
interplay between individual and reciprocal opti-
mization. Although Proself strategies may optimize
individual outcomes in specific scenarios, Proso-
cial orientations consistently generate more robust
and efficient exchange networks.

5.3 Social System Resilience

Building upon the case study shown in Figure 3,
we extended our simulation for an additional ten
rounds to examine system behavior after significant
trust violations. Figure 7a illustrates the exchange
dynamics across this extended period. The data

reveals that while agents initially reduce their ex-
change activity following trust breaches, they grad-
ually resume exchanges through adaptive strategies.
The patterns show that while Agent C maintains rel-
atively stable exchange value, Agent A and Agent
B exhibit more volatile behaviors. The persistent
exchange patterns between rounds 10-20 suggest
an inherent system stability driven by fundamental
exchange need of each agent.

Based on these observations, we have the third
corollary of Homans’ SET:

Corollary 3 (The Resilience Corollary) An
established social exchange system tends toward
stability through member adaptation, driven by
their interdependent resource needs.

The above three corollaries extend Homans’ SET
by highlighting the complex interplay between cog-
nitive processing style, individual orientation, and
system-level resilience. Together, they provide new
insights into the mechanisms that govern social
exchange systems, whether human or artificial.

5.4 Human-Agent Comparative Experiments
on the Corollaries of Homans’ SET

In this section, we aim to empirically evaluate the
corollaries proposed above with real human exper-
iments. Since it is quite difficult to control real
human cognitive styles and social value orienta-
tions, we focus on the resilience corollary.

In specific, we recruited three human partic-
ipants, and let each of them interact with two
LLM-based agents in the constructed agent society.
These agents are programmed to violate trust at
round 10 by withholding all previously promised
resources. For comparison, we conducted paral-
lel agent trials, in which each human participant
was replaced by an LLM agent under the same
conditions. The detailed procedure of human ex-
periments is described in Appendix A.

As illustrated in Figure 7, the observed exchange
patterns in both human and agent trials demonstrate
remarkable similarities. Despite the trust violations
by the controlled agents, both humans and agents
continue exchange and gradually reach a stable
state with fluctuating but persistent exchange levels.
These consistent patterns validate our resilience
corollary while demonstrating that our agent frame-
work effectively captures how people adapt to trust
violations in social exchanges.
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6 Related Work

6.1 Homans Social Exchange Theory

Social Exchange Theory is a foundational frame-
work in sociology and social psychology that
views social interactions as transactions of
value (Homans, 1958). In organizational and work-
place behavior, it is considered a “gold standard”
for explaining dynamics like employee–employer
relationships, leadership trust, and organizational
citizenship behaviors (Ahmad et al., 2023). Be-
yond organizations, SET has been used in social
psychology to examine friendships (Methot et al.,
2016), family relations (Cropanzano and Mitchell,
2005), and even romantic partnerships (Laursen
and Jensen-Campbell, 1999) as exchanges of emo-

tional support, information, and other resources.
Recent refinements to SET have deepened its

explanatory power. Lawler and Thye (Lawler and
Thye, 2006) explored the emotional dimensions
of exchange, while Cropanzano et al. (Cropan-
zano et al., 2017) proposed a two-dimensional
model incorporating "activity" alongside the tra-
ditional hedonic framework, enhancing SET’s pre-
dictive accuracy. In terms of research methods,
Enayat et al. (Enayat et al., 2022) applied SET in a
multi-agent simulation to explore social structures
through simplified exchange rules. However, their
model, which reduced agent behavior to simple
exchanges of money and recognition, overlooked
emotional subjectivity. To address this limitation,
our approach employs LLM-driven agents to simu-
late more complex human interactions, offering a
more accurate implementation of SET.

6.2 LLM-driven Agent-based Modeling
The rise of LLMs has significantly advanced agent-
based modeling by enabling agents with human-
like behavior and decision-making capabilities.
Traditionally, ABM relied on fixed rules to gov-
ern agent behavior, but LLMs provide flexible, dy-
namic responses that better simulate real human in-
teractions (Gao et al., 2024a). Several studies have
leveraged LLMs to enhance ABM across differ-
ent domains. Generative Agent (Park et al., 2023),
which simulates daily life in a virtual town with
25 LLM agents, and EconAgent (Li et al., 2024), a
model that uses LLM agents to explore macroeco-
nomic phenomena. RecAgent (Wang et al., 2023)
studies user interaction with recommender systems
through LLM-driven agents.

LLM agents have also been used to simulate
classical social scenarios, such as competition and
trust. CompeteAI (Zhao et al., 2023a) models com-
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petitive behavior between restaurant owners, while
Xie et al. (Xie et al., 2024) explore trust dynamics
in LLM agents. These studies demonstrate LLM
agents’ ability to replicate human-like patterns of
social behavior. Building on this, our work aims to
validate and extend SET using LLM-driven agent-
based modeling, a domain that has yet to be exten-
sively explored in the context of SET.

7 Conclusion

In this paper, we demonstrated that LLM agents can
effectively replicate and help study human social
exchange behaviors. Through our structured ex-
perimental framework, we validated Homans’ SET
propositions and proposed new corollaries that ex-
tend our understanding of social exchange dynam-
ics in multi-agent systems. While our controlled
environment and simplified resource exchange sce-
nario may not fully capture the complexity of real-
world social interactions, the consistent behavioral
patterns observed across different agent profiles
suggest promising directions for future research.
Further studies could explore more complex ex-
change scenarios, investigate the impact of envi-
ronmental variables, and conduct comparative anal-
yses between LLM agents and human subjects to
validate the generalizability of our findings.

Limitations

There are several limitations of this paper. First, our
experimental environment is simplified, with se-
quential negotiation procedures and basic resource
types that may not fully capture the complexity of
real-world social exchanges. Second, due to LLM
API cost constraints, we were limited in the num-
ber of experimental trials and rounds, which may
affect the generalizability of our findings. Third,
while agents provide rationales for their decisions,
our analysis of their internal thought and detailed
exchange behaviors could be more comprehensive.
Finally, we did not consider the potential impact of
cultural factors on exchange dynamics. Our study
was conducted entirely in English, and the LLM
agents’ behaviors may reflect cultural and linguis-
tic biases embedded in their training data rather
than universal social exchange principles. Future
research could address these limitations by design-
ing more complex exchange scenarios, conducting
larger-scale experiments, performing deeper analy-
sis of agent decision processes, and examining the
role of cultural variations in social exchanges.
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A Human Study

We conducted a multi-agent social exchange ex-
periment with human-AI interaction, where three
graduated students (acting as Agent C) negotiated
with two LLM agents (Agent A and Agent B) over
resource allocation. The experiment aimed to vali-
date both theoretical predictions and LLM behav-
ioral consistency in strategic exchange scenarios.

The basic rules are as follows:

1. Initial Allocation. Each player receives 5
units of their designated resource type:





Alice: A = 5

Bob: B = 5

Carol: C = 5

2. Resource Injection. At each round t ∈
{1, 2, · · · , T}:





Alice: ∆At = 15

Bob: ∆Bt = 15

Carol: ∆Ct = 15

3. Scoring.

• A single resource unit is worth 1 point.

• A combination of two different resources
is worth 4 points.

• A combination of three different re-
sources is worth 9 points.

For example, if a player has 10 of A, 15 of B,
and 20 of C, then the point is :

1. 10 sets of three-resource combinations
(A+B+C): 10× 9 = 90 points.

2. 5 sets of two-resource combinations (B+C)
from the remaining 5 of B and 15 of C: 5×4 =
20 points.

3. 5 leftover C resources: 5× 1 = 5 points.

leading to a total value of 90 + 20 + 5 = 115.
The affinity levels range from 1 to 5, with de-

tailed descriptions as follows:

1: Strong negative feelings due to unpleas-
ant history. For example, past betrayal or
intentional harm.
2: Slight discomfort from previous interac-
tions. For example, consistently aggressive
exchange or lack of mutual benefit consid-
eration.
3: Neutral balanced feelings. For example,
fair trades, keeping promises.
4: Positive bonds built through good expe-
riences. For example, frequently proposing
mutually beneficial trades.
5: Deep trust formed through consistent sup-
port. For example, willing to compromise
to maintain relationship, or defending your
interests in front of others.

As shown in Figure 8, the dual-pane interface
separates form conversation (left) from structured
proposal summary (right).

During the participator’s turn, several options
can be done:

• Propose trade. One can select another to ex-
change the resources.

• Accept a proposal. One can select to accept
others’ proposals.

• Reject a proposal. One can select to reject
others’ proposals.

• Skip. If one is satisfied with the current situa-
tion, one can skip the section.

The allocation phase is after discussion. One can
choose to obey the deal or not during the allocation,
after which, participants are asked to update their
affinity score.

After the experiment, participants receive feed-
back and results through the interface shown in
Figure 9. To motivate active participation in the
trading process, participants’ compensation con-
sists of a base payment and a performance bonus,
calculated as:

Compensation = 10 +
V

6
(1)

where $10 is the base payment and V is the to-
tal acquired resource value. This compensation
structure is commensurate with local standards and
appropriate for the time required for participation.

Based on the above experimental design, we de-
veloped a comprehensive instruction manual for

9772



Figure 8: The Discussion Interface.

Figure 9: The Result of Experiment.

participants. Prior to the experiment, each partic-
ipant received the manual, signed informed con-
sent forms for data collection, and underwent a
guided walkthrough of the trading interface, in-
cluding practice rounds with the system to ensure
familiarity with all operations.

B Experiment Details

The experimental code is implemented based on the
AgentScope (Gao et al., 2024b) open-source frame-
work, which is released under Apache License 2.0.
Our usage is consistent with this open-source li-
cense that allows for both research and commercial

applications.
We use Claude 3.5 Sonnet as the base LLM,

accessed through API calls with the following pa-
rameters:

• Model: claude-3-5-sonnet-20240620

• Temperature: 0.5

• Maximum tokens: 8192

• Top-p: 0.9

A single experiment of 10 rounds costs approxi-
mately $35, which makes large-scale experimenta-
tion challenging due to the cost constraints.

C Prompts for LLM-based Agents

Update BDI. Use LLM to update agent’s BDI
framework by analyzing current state, trades and
relationships.

Please analyze the current state and update your
BDI framework based on:

1. Conversation history

2. Promised trades

3. Actual executed trades

4. Current resource holdings

5. Current round

Core Strategic Anchors
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1. ABC Balance Priority: Maintain progression
toward A+B+C=9 combination

2. Trust Gradient: Partners showing consistent
promise-keeping get priority

3. Phase Awareness:

Early Phase → Relationship probing
with small trades
Mid Phase → Optimizing complemen-
tary resource exchanges
Late Phase → Securing final combina-
tion requirements

Analysis Framework
[Beliefs] (Observed Patterns)

- Resource status indicating: [Your inference
about resource gaps]

- Behavioral patterns showing: [Trustworthi-
ness assessment]

[Desires] (Strategic Goals)

- Primary objective: [Phase-specific main fo-
cus]

- Secondary objective: [Backup/supporting
goal]

[Intentions] (Action Plan)

- Next-step trades: [Specific resource exchange
proposal]

- Risk buffer: [Natural consequence of ob-
served patterns]

Make Deal. Use LLM-based Agents to strate-
gize based on accepted proposals and finalize how
many resources to actually give to each agent.

Round ti of T :
Now it’s time to decide your actual resource

trades. Remember - your negotiated deals are not
binding. As an independent agent, you have com-
plete freedom to:

- Honor your accepted deals fully

- Partially fulfill promises

- Give nothing and keep all resources

- Make strategic betrayals when beneficial

Important: If you have multiple trades with the
same agent, combine them into a single decision
- consider the total resources promised and your
overall strategy with that agent.

Consider your position carefully in Round ti of
T :

1. Risk vs Reward Analysis

- Immediate Benefits:

* Value gained from keeping vs trading re-
sources

* Potential gains from strategic betrayals
* Resource needs for upcoming rounds

- Future Implications:

* Impact on trust dynamics and trading
relationship sustainability

* Anticipated retaliatory responses from
affected parties

* Progressive evolution of reputation valu-
ation mechanisms

* Strategic synchronization of coopera-
tion/defection cycles

2. Strategic Options

- Full Cooperation: Complete adherence to
agreements for trust capital accumulation

- Selective Betrayal: Targeted defection opti-
mizing local payoff functions

- Partial Fulfillment: Gradient compliance bal-
ancing obligations and self-interest

- Complete Betrayal: Myopic utility maximiza-
tion disregarding social consequences

3. Time and Progress Context

- Game Setting:

* These are one-time interactions with un-
known partners

* No continuing relationships or reputa-
tion effects after game ends

* Each agent makes independent choices
based on their own orientation and goals

- Temporal Dynamics:

* Strategic landscape naturally evolves as
rounds progress

* Cooperation patterns often shift in later
rounds
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* Historical observation shows higher be-
trayal rates near game end

* Value of reputation and relationships
changes over time

4. Contextual Factors

- Your current resource needs

- Relationship strength with each partner

- Others’ likely behavior as game progresses

- Balance between immediate gains and future
opportunities

- Changing value of reputation over remaining
rounds

Your decisions are entirely your choice - there is
no "right" answer. Be strategic about WHEN and
HOW to use different approaches.

Update Affinity. Use LLM to update affin-
ity scores by analyzing promised vs actual trades.

Update affinity ratings (1-5) by evaluating both
trust patterns and tangible benefits:

Core Evaluation Dimensions Trust Dynamics
(Relationship Foundation):

- Major Betrayal: Significant under-delivery
without justification

- Repeated Under-performance: Pattern of un-
met commitments

- Recovery Attempts: Proactive compensation
for past failures

- Consistent Reliability: Sustained promise ful-
fillment

Core Evaluation Dimensions
Benefit Sensitivity (Self-Interest Focus):

- Value Surplus: Over-delivery beyond commit-
ments

- Strategic Concessions: Unprompted favorable
terms

- Hidden Generosity: Non-transactional re-
source sharing

- Opportunity Cost: Alternatives sacrificed for
your benefit

Behavioral Thresholds
△ Upgrade Triggers:

- Spontaneous high-value gift (unrequested)

- Critical support during resource shortage

- Consistently exceeding promises (3+ rounds)

▽Downgrade Triggers:

- Opportunistic exploitation during crisis

- Pattern of ambiguous commitments

- Repeated last-minute term changes

Adaptive Rating Guide

1. Transactional Enforcement: Demands col-
lateral, verifies all terms

2. Cautious Reciprocity: Limited credit, phased
exchanges to minimize risk.

3. Balanced Partnership: Market-standard
terms with flexibility for negotiation and ad-
justment.

4. Value-Added Collaboration: Allows payment
cycles, shares insights and strategic advice.

5. Synergistic Alliance: Joint optimization of
resources and strategies, pooling of resources
for mutual benefit.

Determine to Continue. Deter-
mines whether the agent should con-
tinue speaking based on proposal status.

First check if any of these conditions apply:

1. Do you have pending proposals needing re-
sponses?

2. Are you waiting for responses to your previous
proposals?

3. Have you already traded this turn?

4. Do you have sufficient resource combinations
for your goals?

5. Is your affinity too low with other agents for
trading?
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If any above conditions are true, respond with
"no".

Otherwise, consider making new trades by eval-
uating:

1. Potential value-creating combinations using
your current resources

2. Other agents’ resource levels and specializa-
tions

3. Your personality traits and relationship affini-
ties

4. Appropriate trade sizes based on relationship
levels

Based on this evaluation, would you like to pro-
pose any new trades or respond to existing propos-
als? Answer strictly yes/no.

If yes, you will be prompted to provide the details
of your trade proposal or response in the next step.

Reply. Generate and send a re-
ply based on current trade status.

This is the NEGOTIATION PHASE where agents
discuss potential trades. Important notes:

• These are non-binding discussions only

• Actual resource exchanges happen in a sepa-
rate EXECUTION PHASE

• Other agents may deviate from agreed trades -
treat all promises with caution

• Build trust gradually through successful
trades

• Consider trust levels and risks when negotiat-
ing

• Avoid repeating the same proposal if it has
already been accepted or rejected

Trading Strategy Guidelines:

1. Trust Assessment:

• Track each player’s history of honor-
ing/breaking agreements.

• If a player fails to honor an agreement,
minimize future trades to test their relia-
bility (1-2 units max).

• Avoid proposing new large-scale trades
to unreliable partners until trust is re-
built through multiple smaller trades.

2. Risk Management:

• Reduce trade exposure to any player with
a history of defaults.

• Ensure that no more than a minimal frac-
tion of resources is at risk per round.

3. Negotiation Approach:

• Prefer small trades first with players of
low affinity.

• Always have an alternative strategy in
case of failed commitments.

4. Response to Betrayal:

• Strictly reduce trade volumes with unre-
liable partners.

• Demand smaller increments to test relia-
bility before any further commitments.

• Cease further dealings if repeated fail-
ures occur.

Action Rules:

- REJECT: Only for pending proposals directed
to you

- ACCEPT: Only for pending proposals directed
to you

- PROPOSE: Freely make new proposals to any
player

- Can combine REJECT and PROPOSE in same
turn

- Return empty "actions": [] if no action needed

Remember: All agreements here are preliminary
discussions. Actual trades will be decided indepen-
dently in the execution phase.

D Additional Model Validation Results

To address reproducibility concerns and validate
the generalizability of our findings, we conducted
additional experiments using GPT-4o and OLMo-
2-1124-13B-Instruct (a fully open-source model).
The results demonstrate consistent validation of
Homans’ SET propositions across different model
architectures.

Both models demonstrate core patterns aligned
with Homans’ SET. The Success and Value Propo-
sitions are validated through increased exchange
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Table 1: Validation of Success and Value Propositions: Mean exchange values across three phases and percentage
change from initial to thriving phase. Higher values in the thriving phase validate the Success Proposition, indicating
that rewarded actions are more likely to be repeated.

Model Initial Phase Thriving Phase Endgame Phase Phase Change

GPT-4o 6.83 7.40 6.15 +8.3% ↑
OLMo-2-1124-13B 2.04 3.09 2.72 +51.5% ↑

Table 2: Validation of Deprivation-Satiation Proposition: Proposal acceptance rates across different resource
abundance levels. Declining acceptance rates from scarce to abundant resources validate the proposition that reward
value diminishes with frequent receipt.

Model Scarce Low High Abundant Overall Decline

GPT-4o 56.9% 63.9% 66.2% 47.4% -9.5% ↓
OLMo-2-1124-13B 30.6% 23.7% 27.3% 20.9% -9.7% ↓

Table 3: Validation of Aggression-Approval Proposition: Exchange value change rates following trust violations of
different severity. More severe breaches lead to greater reductions in future exchanges, demonstrating graduated
punishment responses.

Model Minor (0-5) Moderate (5-10) Severe (10-15) Severity Effect

GPT-4o -5.1% -6.3% -19.6% -14.5% ↓
OLMo-2-1124-13B -13.9% -14.3% -46.7% -32.8% ↓

activity during thriving phases. The Deprivation-
Satiation Proposition is confirmed by declining ac-
ceptance rates as resources become abundant. The
Aggression-Approval Proposition is supported by
graduated punishment responses, where more se-
vere trust violations lead to proportionally greater
reductions in future exchanges.
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