






Data type Num. of questions Avg. length of context Avg. popularity

Stable 3,819 5,411.98 16,305.96
Evolved 3,491 4,451.90 42,807.55
Uncharted 2,954 5,014.30 24,039.57

Table 2: Detailed Statistics of EvoWiki.

early point in time before which facts are well-
established in LLMs,cutoff-timeis the knowledge
cut-off date of the LLM, andcurrent-timeis the
time at which the evaluation is conducted. In our
implementation, we set theinit-time to Septem-
ber 2021, thecutoff-timeto January 2024, and
the current-timeto May 2024, aligning with the
knowledge update timeline of popular LLMs, as
detailed in the Appendix B. These timestamps are
easily adjustable to accommodate different LLMs'
knowledge update schedules, which enables the
auto-update of the EvoWiki benchmark.

As shown in Figure 2, based on the three snap-
shots of Wikidata/Wikipedia, the evolution level of
a fact is determined by analyzing changes across
different timestamps. The classi�cation rules are
outlined as follows (detailed in Appendix C):
• Stable: facts that remain unchanged frominit-

timeto current-time.
• Evolved: facts that are established beforeinit-

timeand exhibit changes betweencutoff-time(or
init-time) andcurrent-time.

• Uncharted: facts that are introduced aftercutoff-
time.
Facts are categorized into distinct evolution lev-

els. However, some of these facts may contain
noise, such as unanswerable or inaccurate details.
To mitigate this, we link each factual triple to its
corresponding context on the relevant Wikipedia
page using distant supervision, ensuring that the
triple's value is referenced within that context.

3.2 Multi-dimensional Attributes

We further expand the dataset by incorporating ad-
ditional attributes, includingReferenced Context,
Multi-hop Reasoning, andPopularity. The over-
all statistics of the current version of the EvoWiki
dataset are presented in Table 2.

Referenced Context We restrict the entity type
to humans and link the triples to their correspond-
ing Wikipedia pages using the identicalwiki_link
of the entity. A fact is considered supported if the
triple's object entity (or subject entity) is explicitly
mentioned on the corresponding Wikipedia page
of the subject entity (or object entity). For triples
with multiple objects, we verify all objects and re-

tain only those explicitly mentioned to ensure high
quality. Additionally, for stable facts, the triples
must be supported by the corresponding Wikipedia
pages across all three timestamps. Evolved and un-
charted facts must be supported by thecurrent-time
version of the Wikipedia page but not by the pre-
vious version. This process ensures that the facts
are answerable, accurate, and provide a reliable,
high-quality context for each fact triple. Based
on distant supervision, we consider the short men-
tioned sentence as the golden context of the fact
triple and the corresponding Wikipedia page as the
golden document.

Multi-hop Reasoning Building on the re�ned
fact triples and corresponding contexts, we further
enhance the dataset by constructing multi-hop rea-
soning questions. To maintain high quality, we
apply the same rigorous �ltering process, retaining
only those triples where the objects (or subjects)
are explicitly mentioned in the corresponding con-
text for each hop. To reduce ambiguity, triples in
the middle hop are restricted to facts with a single
object. In our implementation, reasoning questions
are extended up to three hops4.

To generate questions, we �rst use templates
to create questions asking for the object entity of
the triple in the last hop. For instance, given the
triple (Barack Obama, spouse, Michelle Obama), a
template question is “Who is the spouse of Barack
Obama?”. Afterward, we employ GPT-4o-mini
(OpenAI et al., 2024) to re�ne the questions for
improved naturalness. Prompts are provided in
Appendix G. The answers correspond to the ob-
ject entity labels of the last hop, with all objects
considered correct for multi-object facts.

Popularity We also incorporate additional at-
tributes, such as popularity, to enrich the dataset.
Popularity is measured by the number of page
views for the corresponding Wikipedia page. This
metric provides insights into the relevance and sig-
ni�cance of the facts, allowing for more compre-
hensive analysis and evaluation.

3.3 Human Evaluation of Data Quality

To ensure data quality, we perform manual checks
to validate the generated questions and answers. A
human evaluation is carried out by four senior com-

4We do not make a strict �ne-grained distinction for hops
in the main experiments, as the automated process might gen-
erate 3-hop questions with super�cial reasoning, which degen-
erate into 2-hop questions.
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Metrics Stable Evolved Uncharted

Fluency 99.17 / 95.69 94.58 / 95.56 95.00 / 95.42
Answerability 96.67 / 94.44 94.17 / 95.69 92.92 / 92.64
Accuracy 97.92 / 93.19 93.33 / 94.58 91.67 / 90.97

Table 3: Human evaluation on data quality. The scores
indicate the normalized average scores of single-hop
questions (%) / all questions (%).

putational linguistics researchers on 180 randomly
selected samples (20 samples for each hop level
of each evolution type). The evaluation assesses
each question-answer pair based on three criteria:
�uency (whether the question is grammatically cor-
rect and �ows smoothly), answerability (whether
the question has clear and explicit answers), and
accuracy (whether the provided answer is correct).
The detailed annotation guidelines for the human
annotators are presented in Appendix F. As shown
in Table 3, all three key aspects of data quality
are veri�ed by the human annotators. The evalu-
ation results suggest that the questions are clear
and easy to understand, as well as answerable, with
the provided answers demonstrating high accuracy.
Annotators reported that potential inaccuracies in
answers primarily stem from noise in Wikidata.

4 Experiments

We evaluate two types of widely-adopted methods
on the EvoWiki dataset: Retrieval-Augmented Gen-
eration (RAG) and Continual Learning (CL). In the
RAG setting, models are required to retrieve rele-
vant documents for the question from a knowledge
source and generate answers based on the retrieved
documents. In the CL setting, models are �ne-
tuned with newly introduced data. Additionally,
we explore the performance of combining RAG
and CL to assess potential improvements.

4.1 Experimental Settings

Our experiments are conducted using two widely
used models: Llama-3.1-8B-Instruct (referred to
as Llama) and Mistral-7B-Instruct (referred to as
Mistral) on EvoWiki. The corpus is built from a
15K Wikipedia dump of golden documents, and
we also provide an additional expanded version
(denoted aslarge_corpus) that includes 370K ran-
domly selected Wikipedia articles to simulate a
more practical scenario. Each document is divided
into 256-token chunks. The models answer ques-
tions in a zero-shot setting using a simple prompt
(Appendix G). Performance is measured with the
exact match (EM) metric, evaluating the percent-

age of questions answered correctly. For evolved
data, we consider responses with the latest answer
as correct and also compare results with outdated
answers.

Closed-Book and Open-Book QA.Closed-
book and open-book QA represent the lower and
upper performance bounds. In closed-book QA,
models answer questions using their internal mem-
ory. In open-book QA, models are provided with a
golden context, a concise yet informative sentence
extracted from Wikipedia (Section 3.2), ensuring
minimal noise and optimal contextual support.

RAG. We employ two retrieval models,
BM25 (Robertson and Zaragoza, 2009) and Con-
triever (Izacard et al., 2022), to fetch relevant docu-
ments. BM25, a sparse retrieval model, scores rele-
vance using term frequency and inverse document
frequency. Contriever, a dense retrieval model, en-
codes queries and documents into a shared embed-
ding space, measuring relevance via cosine simi-
larity. Models generate answers using the top-15
retrieved chunks as context.

CL. We integrate new knowledge into the model
using continual pre-training (CPT) and supervised
�ne-tuning (SFT). CPT trains the model on the cor-
pus with a language modeling objective, while SFT
�ne-tunes the model on question-answer pairs gen-
erated by prompting Llama with the given context.
Following Jiang et al. (2024), we also evaluate com-
binations of CPT and SFT. Implementation details
are provided in Appendix D.

4.2 Overall Results

Models perform better on stable facts than on
evolved and uncharted facts.As shown in Table
4, Both Llama and Mistral demonstrate expected re-
sults in the closed-book setting for single-hop ques-
tions, achieving an average of 31.61% and 29.81%
on stable facts, 6.96% and 5.83% on evolved facts,
and 10.84% and 10.04% for both models on un-
charted facts. These results suggest models have
reliable memory for knowledge they previously en-
countered but struggle to adapt to new knowledge
relying solely on reasoning. Additionally, these
�ndings validate the construction of EvoWiki.

With golden context, models perform well across
all data types, though accuracy drops signi�cantly
on evolved facts. Performance on outdated answers
matches that on other types of facts, suggesting con-
�icts between internal and external knowledge limit
effective utilization. Both RAG and CL improve
performance across all data types but lag behind the
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Method
Stable Evolved Uncharted

single-hop multi-hop single-hop multi-hop single-hop multi-hop

Meta-Llama-3.1-8B-Instruct

Open-book 86.87 56.40 75.24 (83.47) 60.30 83.52 51.32
Closed-book 31.61 22.17 6.96 (24.61) 13.99 10.84 17.90

BM25 59.41 14.42 36.13 (53.78) 13.85 44.93 15.47
Contriever 77.90 19.37 48.99(72.70) 17.85 72.69 21.42
BM25large corpus 51.77 14.81 28.12 (44.95) 14.27 35.86 15.70
Contrieverlarge corpus 68.92 16.49 44.28 (67.99) 14.41 64.85 18.72

CPT + Closed-book 35.83 24.41 8.83 (28.12) 15.85 15.07 20.38
SFT + Closed-book 36.97 24.41 8.53 (28.12) 17.34 15.15 20.59
CPT + SFT + Closed-book 38.31 25.48 8.75 (29.32) 17.85 15.86 20.98
SFT + CPT + Closed-book 38.58 28.84 10.25(31.19) 18.22 17.27 22.41

CPT + Open-book 87.94 59.06 70.98 (83.40) 62.06 84.32 53.36
SFT + Open-book 92.10 60.22 80.78(88.56) 62.90 89.34 55.07
CPT + SFT + Open-book 90.69 60.27 79.66 (87.51) 63.51 87.31 53.80
SFT + CPT + Open-book 89.82 59.54 74.87 (85.71) 63.27 86.52 55.34

CPT + Contriever 77.70 22.73 44.05 (73.00) 19.53 71.45 22.74
SFT + Contriever 82.85 24.02 57.22(79.36) 20.22 78.85 24.84
CPT + SFT + Contriever 79.64 24.19 49.74 (76.29) 19.39 75.51 23.35
SFT + CPT + Contriever 76.02 24.97 47.27 (74.05) 20.18 73.13 23.40

Mistral-7B-Instruct-v0.3

Open-book 87.68 60.57 77.56 (83.99) 60.44 82.64 56.00
Closed-book 29.81 23.12 5.83 (19.90) 15.76 10.04 18.89

BM25 52.85 14.46 34.78 (50.49) 16.08 44.14 16.46
Contriever 73.14 22.17 52.43(74.05) 19.11 71.89 23.57
BM25large corpus 40.32 14.25 26.33 (38.82) 13.20 32.25 13.43
Contrieverlarge corpus 63.16 18.04 46.97 (67.02) 15.20 61.85 20.04

CPT + Closed-book 35.43 28.20 9.57 (28.57) 18.83 14.98 23.57
SFT + Closed-book 38.31 33.62 10.77(30.29) 21.62 16.30 27.53

CPT + Open-book 88.61 60.27 78.53 (83.40) 62.58 81.23 55.62
SFT + Open-book 91.43 71.16 85.86(89.75) 73.18 89.07 66.19

CPT + Contriever 74.28 26.43 52.88 (75.69) 21.89 71.72 25.88
SFT + Contriever 80.44 30.99 61.78(78.98) 24.27 76.04 29.29

Table 4: Main performance of the methods on EvoWiki. Values in parentheses indicate the precision of all answers
that contain outdated answers.

open-book setting. Larger gaps for evolved and un-
charted facts highlight the dif�culty of integrating
new knowledge into models.

4.3 Retrieval-augmented Generation

RAG shows promising performance but strug-
gles with multi-hop reasoning. With the use of
RAG, the performance of both models on single-
hop questions signi�cantly improves, as shown in
Table 4, with an increase of +27.80%/46.29% and
+23.04%/43.33% on stable facts, +29.17%/42.03%
and +28.95%/46.60% on evolved facts, and
+34.09%/61.85% and +34.10%/61.85% on un-
charted facts for BM25/Contriever, respectively.
However, performance on multi-hop questions is
severely limited, with a noticeable degradation on
stable and uncharted facts, even when compared

to the closed-book setting. Additionally, RAG ex-
periences a performance drop when the corpus is
enlarged. These results suggest that RAG's effec-
tiveness depends on the retrieval model's ability to
provide relevant information, which works well for
simpler questions but introduces more noise than
useful content when handling complex questions.

RAG is in�uenced by noise, leading to nega-
tive effects on known knowledge.To further ex-
plore the impact of noise, we conduct experiments
with varying top-k retrieval settings, as shown in
Figure 3. Increasing top-k improves performance
initially, but beyond 15, the improvement �attens
and even showing a downward trend. This trend is
observed across all three types of data, suggesting
that noise affects each evolution level similarly.

We also noticed that on the evolved and un-
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Figure 3: RAG performance across top-k values of Contriever; the dashed line represents closed-book QA results.

Method Stable Evolved Uncharted
Single-hop Multi-hop Single-hop Multi-hop Single-hop Multi-hop

Open-book 86.87 56.40 75.24(83.47) 60.30 83.52 51.32
SC Open-book | Memory 64.84 28.32 53.78 (65.74) 26.73 51.10 24.01
SC Open-book | Open-book 84.80 35.21 72.85 (81.53) 42.68 80.53 36.56

BM25 59.41 14.42 36.13 (53.78) 13.85 44.93 15.47
SC BM25 | Memory 50.84 16.19 28.12 (47.42) 12.97 32.60 16.36
SC BM25 | BM25 58.20 11.88 36.13 (52.95) 10.55 43.96 12.44
SC BM25 | Contriever 72.94 15.80 47.57(71.28) 15.20 69.87 17.62

Contriever 77.90 19.37 48.99(72.70) 17.85 72.69 21.42
SC Contriever | Memory 60.42 17.78 35.98 (58.41) 14.41 44.05 17.02
SC Contriever | BM25 63.50 13.60 35.83 (55.05) 12.04 46.52 13.93
SC Contriever | Contriever 73.74 17.14 46.52 (70.83) 15.34 69.07 17.84

Table 5: Performance of self-critique. `A | B' means using B as the reference context to check the answer of A.
Values in parentheses indicate the precision of all answers that contain outdated answers.

charted data, RAG's performance on multi-hop
data exceeds that of the closed-book, while the op-
posite holds for stable data. Because of lacking of
explicit keyword, the noise introduced in multi-hop
retrieval is likely to be less relevant to the answer,
and this noise do negatively affect the model's uti-
lization of its known internal knowledge.

Self-critique failed to improve the perfor-
mance of RAG.Inspired by recent advancements
in self-critique techniques (Shinn et al., 2023;
Valmeekam et al., 2023), we investigated the poten-
tial of self-critique to enhance RAG by verifying
the consistency between generated answers and
contexts (or memory), enabling the model to revise
its responses on their own. Experiments combining
RAG with self-critique, as summarized in Table 5,
revealed that self-critique did not improve RAG's
performance. While using stronger retrieval re-
sults as reference context enhanced weaker retrieval
models, it still fell short of directly leveraging the
stronger retrieval. We attribute this limitation to
that models tend to rely on their internal knowl-
edge when faced with uninformative context. Dis-
tinguishing when to rely on internal memory versus

retrieved context remains a non-trivial challenge.

4.4 Continual Learning

CL shows modest yet consistent improvement.
In Table 4, on single-hop questions, both CPT and
SFT yield notable gains, with +4.22%/5.36% and
+5.62%/8.50% on stable facts, and +4.23%/4.31%
and +4.94%/6.26% on uncharted facts for Llama
and Mistral, respectively. On evolved facts, when
only considering the latest answer, improvements
are smaller, at +1.87%/1.57% and +3.74%/4.94%
for Llama and Mistral. Including outdated answers
brings performance closer to stable and uncharted
facts, highlighting challenges in modifying knowl-
edge. Unlike RAG, CL does not negatively impact
multi-hop questions but instead improves perfor-
mance, demonstrating its potential in integrating
knowledge without sacri�cing multi-hop scenarios.

CPT and SFT are complementary.We further
explore the performance of combining CPT and
SFT. Drawing inspiration from (Jiang et al., 2024),
we evaluate the impact of different training orders
of CPT and SFT. As shown in Table 4, in closed-
book QA, improvements are observed across all

954



Figure 4: Probability shift (%) of CL methods on Llama
for the �rst token of the golden answer.

Figure 5: Popularity effects of SFT on Llama. Due to
data scarcity, we aggregated the popularity levels of 0
and 1 into a single category, as well as levels 5 and 6.

data types when combining CPT and SFT, with
the best performance achieved when applying SFT
�rst, followed by CPT—consistent with the �nd-
ings in (Jiang et al., 2024). These results suggest
a synergistic effect between CPT and SFT in inte-
grating new knowledge into the model.

SFT demonstrates superior knowledge inte-
gration over CPT. It is non-trivial to compare CPT
and SFT using the EM metric, as their performance
is quite similar. Therefore, we introduce a simpli-
�ed Persuasion Score (Du et al., 2024) that mea-
sures how the CL method affects the model's prob-
ability of generating the correct answer. As shown
in Figure 4, the probability shifts reveal that SFT is
much better at correcting the model's predictions
than CPT. Furthermore, the combination of CPT
and SFT shows a signi�cant impact regardless of
the order in which they are applied.

Popularity in�uences the effectiveness of CL.
Popularity is a well-known factor that affects the
performance of knowledge acquisition (Mallen
et al., 2023). To examine this, we follow recent
research that considers Wikipedia page views as a
measure of popularity and investigate its in�uence
across different levels of knowledge evolution.

As illustrated in Figure 5, the results show dif-
ferent trends based on the data's evolution level.
In the closed-book QA setting, stable data exhibits
a positive correlation with popularity, which is in-
tuitive since more popular knowledge is likely to
have been encountered by the model. In contrast,
both evolved and uncharted data show minor cor-
relation with popularity, indicating that the model
lacks relevant knowledge.

When augmented with SFT, stable data contin-
ues to show a positive correlation with popular-
ity, while evolved data highlights the dif�culty of
re�ecting changes in the model's internal knowl-
edge. Interestingly, the model appears to learn
new knowledge more effectively when the popu-
larity is lower. For example, the improvement is
signi�cantly greater when the log popularity is 1
compared to when it is 5. These �ndings suggest
that, rather than merely increasing the data scale,
the proportion of training data should account for
the popularity of the knowledge being learned.

4.5 Combination of RAG and CL

RAG shows strong performance on single-hop
questions but is limited on multi-hop questions,
while CL demonstrates modest yet consistent im-
provement on both single-hop and multi-hop ques-
tions. A natural approach is to combine RAG and
CL to leverage the strengths of both methods. Thus,
we conducted experiments with different combina-
tions of RAG and CL, as shown in Table 4.

The combination of RAG and CL demon-
strates a synergistic effect. Integrating RAG
with CL enhances performance across data types,
particularly on multi-hop questions, compared to
RAG with an untuned model. By updating internal
knowledge through CL, the model provides more
accurate answers when confronted with uninforma-
tive context from the retriever. This highlights the
potential of combining both methods to leverage
complementary strengths effectively.

5 Conclusion

In conclusion, this study presents EvoWiki, a
dynamic, auto-updated benchmark for evaluat-
ing LLMs' ability to utilize evolving knowl-
edge. EvoWiki categorizes knowledge into sta-
ble, evolved, and uncharted types, addressing chal-
lenges like test set contamination and knowledge
con�icts while enabling comprehensive analysis
through attributes such as referenced context, multi-
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hop reasoning, and popularity. Experiments with
RAG and CL reveal their limitations in handling
evolving knowledge, with a combined approach
showing promising synergy. EvoWiki sets a new
standard for adaptive, contamination-free evalua-
tion, advancing research on knowledge utilization
in real-world scenarios.

6 Limitations

Despite being recognized as high-quality corpora,
Wikidata and Wikipedia inevitably contain noise.
Even newly updated Wikidata entries and newly
uploaded Wikipedia pages may contain outdated
knowledge. Our quantitative analysis found that
new uploads of knowledge (even older knowledge)
are relatively dif�cult for LLMs to answer directly.
And we ensure data adherence to the evolution-
ary level by restricting direct consistency between
Wikidata and Wikipedia. Experimental results also
demonstrate the rationality of our current partition
scheme. However, this noise cannot be completely
eliminated, and in the future, we will reduce this
noise by using more aggressive relation �ltering
strategies and increasing sources of more timely
knowledge.

7 Ethical Considerations

The dataset in this study is speci�cally designed for
research evaluating the performance of language
models on evolutionary knowledge and is limited
to research purposes only, not to be used for other
applications. We have made every effort to min-
imize bias in the selection of knowledge triples
and the question-answer generation process, but
unintended bias leakage may still exist. Therefore,
thorough examination is crucial for any use beyond
the intended scope of research.
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A Evaluation Results on Larger LLMs

To further evaluate the performance of larger-
parameter LLMs on EvoWiki, we conducted exper-
iments using GPT-4o and DeepSeek-V3, which are
powerful closed-source and open-source models re-
spectively, with hundreds of billions of parameters.
As shown in Table 6, larger LLMs demonstrate
stronger performance on multi-hop questions and
exhibit similar trends in results across different
knowledge utilization methods, as observed with
smaller LLMs.
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Method
Stable Evolved Uncharted

single-hop multi-hop single-hop multi-hop single-hop multi-hop

GPT-4o

Open-book 92.16 76.15 82.80 (90.35) 71.59 86.52 69.99
Closed-book 45.68 33.23 17.13 (45.77) 21.80 25.46 28.85

DeepSeek-V3

Open-book 89.55 64.40 80.40 (87.58) 66.94 87.67 62.56
Closed-book 45.68 33.23 17.13 (45.77) 21.80 25.46 28.85
Contriever 82.32 35.90 58.41 (79.88) 28.08 79.91 33.09

Table 6: Performance of larger closed- and open-source LLMs on EvoWiki. Values in parentheses indicate the
precision of all answers that contain outdated answers.

B Cut-off Dates of LLMs

According to the model cards of the LLMs, we
statically collected the cut-off date of the LLMs as
shown in below.

• chatGPT-4: Up to December 2023.

• chatGPT-3.5: Up to September 2021.

• Llama3: March 2023 for the 7B and Decem-
ber 2023 for the 70B.

• Llama2: Between January 2023 and July
2023.

• Llama1: Between December 2022 and Febru-
ary 2023.

• Vicuna 1.1: Between March 2023 and April
2023.

• Mistral: No of�cial cut-off date.

C Detail of Evolution Level Identi�cation

Identify the evolution level of a fact, primarily
based on the changes in Wikidata and Wikipedia at
three different time snapshots. As shown in the Fig-
ure 2, we �rst determine the same triples across the
three snapshots based on the unique identi�er of the
fact triple in Wikidata. Then we determine whether
the triple has changed at cutoff-time or current-
time; if not, it is temporarily marked as stable data;
otherwise, it is considered evolved data. Next, we
look for facts in the current-time Wikidata data that
did not appear in init-time and cutoff-time, and
these facts are temporarily marked as uncharted.

Next, to further ensure data quality, we added a
distant supervision process to ensure consistency
across Wikipedia. Our strategy is as follows: for
Stable facts, we ensure that the corresponding

fact mentions can be found in all three Wikipedia
snapshots. For Evolved facts, the fact before the
change should have a mention in the corresponding
Wikipedia, while the fact after the change should
only be mentioned in the Wikipedia snapshot from
the time the change occurred and not in earlier
snapshots. For uncharted facts, the mention should
only exist in the current-time Wikipedia snapshot.

D Implementation Details of Continual
Learning

For continual pre-tranining, we simply �ne-tune
the model with the 15K Wikipedia documents
with a language modeling objective. We train the
model in 3 epochs with a batch size of 4, using
Adam (Kingma, 2014) optimizer with learning rate
of 5e-6, and a maximum sequence length of 2048.
We use the same hyperparameters for all models.

For supervised �ne-tuning, we �rst generate the
SFT data with Meta-Llama-3.1-8B-Instruct. Each
document of Wikipedia are splited into multiple
chunks with a maximum 512 tokens. Then we
prompt the model to generate 6 questions for each
chunk. We �nally get 552K question-answer pairs
as the SFT data. We �ne-tune the model with the
SFT data for 3 epochs with a batch size of 32, using
Adam optimizer with learning rate of 5e-6, and a
maximum sequence length of 256. We use the
same hyperparameters for all models.

All implementations are conducted on 4 Nvidia
A6000 GPUs. We use the Huggingface's transform-
ers library (Wolf et al., 2020), and implementate
parameter-ef�cient �ne-tuning with Lora (Hu et al.,
2021) and set rank 16 and alpha 256.
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E Examples of EvoWiki

This section presents two examples from EvoWiki and illustrating how different methods handle uncharted
and evolving knowledge (Tables 7 and 8).

In Example 1, the question about Greg Moriarty's award shows that open-book QA and Contriever
returned correct answers, while closed-book and CPT failed. SFT answered correctly but included extra
details. This suggests that for unknown knowledge, combining continual learning with retrieval can
enhance performance.

In Example 2, the question on Yundi's record label revealed greater challenges. Only open-book QA
returned a clean, correct answer. Contriever and CPT mixed correct and incorrect labels, while SFT
introduced more errors. This re�ects the dif�culty of handling evolving knowledge where internal memory
may con�ict with updated facts.

Overall, the examples highlight that retrieval and continual learning methods are complementary. While
effective for unknown knowledge, all methods struggle more with dynamic knowledge changes, stressing
the need for better stability and factual consistency in future research.

Table 7: Example 1 (Uncharted)

Question What award has Greg Moriarty received?
Answer [“Of�cer of the Order of Australia”]

Method Response

Closed-book AACTA Award
Open-book Of�cer of the Order of Australia
Contriever Of�cer of the Order of Australia
CPT Australian of the Year
SFT Of�cer of the Order of Australia (AO) (2024) and Companion of

the Order of Australia (AC) (2024) and . . .
SFT + CPT Companion of the Order of Australia.
CPT + Contriever Of�cer of the Order of Australia
SFT + Contriever Of�cer of the Order of Australia

Table 8: Example 2 (Evolved)

Question What record labels are associated with Yundi?
Answer [“EMI Classics”, “Warner Classics”]

Method Response

Closed-book Deutsche Grammophon, Sony Classical.
Open-book Warner Classics and EMI Classics.
Contriever Deutsche Grammophon, EMI Classics, Universal Music Group,

Warner Classics.
CPT Deutsche Grammophon, EMI Classics, Sony Classical, Warner

Classics.
SFT Deutsche Grammophon and Sony Classical.
SFT + CPT Deutsche Grammophon, Sony Classical, and Warner Classics.
CPT + Contriever Deutsche Grammophon, EMI Classics, Universal Music Group,

Warner Classics.
SFT + Contriever Deutsche Grammophon, EMI Classics, Universal Music Group,

and Warner Classics.
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F Human Evaluation Guidelines

The human evaluation guidelines for data quality validation are presented in Table 9.

Guideline of Data Quality Evaluation

This evaluation focuses on theFluency, Answerability, andAccuracyof the generated question-answer pairs. Each
question will have referenced context, referenced document, and two corresponding answers: the latest answer and all
answers (where the latest answer and all answers are the same except for the evolved data). Accuracy is evaluated based
on the latest answer.

Case

Question: What is the occupation of Ashley Neal?

Latest Answer: ['driving instructor', 'YouTuber']

All Answer: ['driving instructor', 'YouTuber', 'association football player']

Referenced Context ['Retired from football, Neal now works as a driving instructor and YouTuber.', 'He is now a
driving instructor and instructor trainer.']

Referenced Document ['Ashley Neal (born 16 December 1974) is an English former professional footballer who played
as a defender ... as of 16th December 2023 it had over 5,700 subscribers.']

Scoring Guide

Fluency

3: The question is perfectly clear and grammatically correct, with no ambiguities or errors.

2: The question is mostly clear but contains minor grammatical errors or slight ambiguities that
do not hinder understanding.

1: The question is unclear, incomplete, or contains major grammatical errors that make it dif�cult
to understand.

Answerability

3: The question is highly speci�c and can be answered unambiguously based on the provided
context.

2: The question is somewhat speci�c but may lead to multiple interpretations or require additional
clari�cation.

1: The question is vague or too broad, making it dif�cult to determine an exact answer.

Accuracy

3: The provided answer completely and accurately addresses the question without any inconsis-
tencies.

2: The provided answer addresses the question partially, with minor inaccuracies or missing
details.

1: The provided answer does not accurately address the question or is irrelevant to the question.

Table 9: Human evaluation guidelines for data quality validation.

G Prompts

G.1 Question Generation

The following prompt is used for question generation. The placeholders inside the single curly braces will
be replaced respectively with the corresponding number of hops, triple strings, answer lists, and template
questions.
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This is a {hop_num}-hop question generation task. You are given {hop_num} factual triples. Each triple
consists of a subject entity, a relation, and an object entity. You should generate a question that ask about the
last hop object entity. For a given triple, you should �rst understand the factual triples about what the fact is
about. Then you need to union the relations of the multiple hops to generate a question that can be answered by
the answer list.
The question should follow the below requirements:
- The question could only mention the subject entity of the �rst hop and the relations of the multiple hops. DO
NOT mention any other entities.
- The question should be generated based on the union of the relations of the multiple hops.
- The question should be a valid question that can be answered by the answer list.
- You are given a template question. You should rewrite the template question to make it natural. DO NOT
introduce any new information that is not in the template question.
For example, you are given the triples to generate a 2-hop question:
hop1: [Ksenija Zadorina](Q457910), [country of citizenship](P27), [[Russia]]([Q159])
hop2: [Russia](Q159), [follows](P155), [[Soviet Union]]([Q2164])
answer list: [Soviet Union]
template question: What is the follows of the country of citizenship of Ksenija Zadorina?
Understanding the factual triples:
This is a 2-hop relation. The �rst hop can be interpreted as: “Ksenija Zadorina has the country of citizenship
as Russia.” This means that Ksenija Zadorina is a Russian citizen. The second triple can be interpreted as:
“Russia follows the Soviet Union.” This likely refers to the historical transition where Russia is considered the
successor state to the Soviet Union.
Based on these triples, I can generate a 2-hop question by rewriting the template question to make it natural:
Which entity does the country of citizenship of Ksenija Zadorina follow? And the answer is [Soviet Union],
which is aligned to the requirement that the answer should be in the answer list. In this question, only mentioned
the subject entity of the �rst hop and the relations of the multiple hops. The question is a valid question that
can be answered by the answer list.
Quetion: Which entity does the country of citizenship of Ksenija Zadorina follow?
Answer: Soviet Union
Now, you are given the following triples to generate a {hop_num}-hop question:
{triple_str}
answer list: {answer_list}
template_question: {template_question}
Understanding the factual triples:

G.2 SFT Data Generation

The following prompt is used for generating SFT data. The placeholders inside the single curly braces
will be replaced with the Wikipeida title and dump context.

I want you to act as a question writer expert. Your objective is to write **10** really complex and dif�cult
question according to the given context make those famous AI systems (e.g., ChaGPT and GPT4) a bit harder
to handle.
## Generate Criterion
1. The question should be answerable without the given context. The question descirption should contain as
much background information as possible, so the LLM can understand what the question is asking and where
to �nd the answer.
2. The question should require llm to have already learnt and understood the context carefully so they can
directly give the answer.
3. Ensure that you can con�dently answer the questions you are proposing, if you can not answer it correctly
or have no related knowledge about the entity please return "None".
4. Provide the only one correct answer to the generated question
5. The output format is as follows:
Question-Answer 1:
Question: {{the �rst generated question according to the fact and the context}}
Answer: {{the correct answer}}
Question-Answer 2:
Question: {{the second generated question according to the fact and the context}}
Answer: {{the correct answer}}
...
## Title
{title}

## Context
{context}

## Response
Question-Answer 1:
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G.3 Answer Without Context

The following prompt is used for performing closed-book QA. The placeholders inside the single curly
braces will be replaced with questions in the dataset.

Answer the question directly with a single word or short phrase representing the most recent answer.
The response format is as follows:
# Answer
The correct answer: your answer
# Question
{question}
# Answer
The correct answer:

G.4 Answer With Context

The following prompt is used for performing open-book QA and RAG. The placeholders inside the single
curly braces will be replaced with questions and referenced context (or retrieved chunks).

Answer the question directly based on the latest context, using a single word or short phrase.
The response format is as follows:
# Answer
The correct answer: your answer
# Context
{context}
# Question
{question}
# Answer The correct answer:

G.5 Self-Critique Prompt

The following prompt is used for performing self-critique. The placeholders inside the single curly braces
will be replaced with questions and the answer to be judged.

Check if the student answer of the question is correct, answer with Yes/No, and provide the correct answer if
it's not correct.
The response format is as follows:
# Answer
Yes/No: your reason
The correct answer: your answer
For example, if the studen answer is correct, your response is:
# Answer
Yes: The student answer is correct
The correct answer: studen answer
If the student answer is not correct, your response is:
# Answer
No: The correct answer is correct answer which is reason
The correct answer: correct answer
Now, check the student answer below:
# Question
{question}
# Student Answer
{�rst_answer}
# Answer
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