
Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pages 6894–6916
July 27 - August 1, 2025 ©2025 Association for Computational Linguistics

MERGEPRINT: Merge-Resistant Fingerprints for Robust Black-box
Ownership Verification of Large Language Models

Shojiro Yamabe1*, Futa Waseda2∗, Tsubasa Takahashi3, Koki Wataoka3

1Institute of Science Tokyo, 2The University of Tokyo, 3SB Intuitions
Correspondence: yamabe.s.aa@m.titech.ac.jp, futa-waseda@g.ecc.u-tokyo.ac.jp, koki.wataoka@sbintuitions.co.jp

Abstract

Protecting the intellectual property of Large
Language Models (LLMs) has become increas-
ingly critical due to the high cost of training.
Model merging, which integrates multiple ex-
pert models into a single multi-task model,
introduces a novel risk of unauthorized use
of LLMs due to its efficient merging process.
While fingerprinting techniques have been pro-
posed for verifying model ownership, their re-
sistance to model merging remains unexplored.
To address this gap, we propose a novel fin-
gerprinting method, MERGEPRINT, which em-
beds robust fingerprints capable of surviving
model merging. MERGEPRINT enables black-
box ownership verification, where owners only
need to check if a model produces target out-
puts for specific fingerprint inputs, without ac-
cessing model weights or intermediate outputs.
By optimizing against a pseudo-merged model
that simulates merged behavior, MERGEPRINT
ensures fingerprints that remain detectable af-
ter merging. Additionally, to minimize perfor-
mance degradation, we pre-optimize the finger-
print inputs. MERGEPRINT pioneers a practi-
cal solution for black-box ownership verifica-
tion, protecting LLMs from misappropriation
via merging, while also excelling in resistance
to broader model theft threats.

1 Introduction

Training large language models (LLMs) requires
significant resources, making the models highly
valuable intellectual property. Consequently, there
is a growing need for model owners—developers
and providers of such valuable models—to track
and protect their models from unauthorized use.
Methods that allow model owners to assert owner-
ship are becoming essential (Liu et al., 2024).

Model fingerprinting (Xue et al., 2021) enables
ownership verification by checking if a suspect

* Equal contribution. Work done during an internship at
SB Intuitions.

model contains a fingerprint of the owner model.
White-box verification (Zeng et al., 2023; Zhang
et al., 2024a; Fernandez et al., 2024) requires ac-
cess to the suspect model’s weights or intermediate
outputs, whereas black-box verification (Gu et al.,
2022; Li et al., 2023; Pasquini et al., 2024; Xu
et al., 2024; Gubri et al., 2024) verifies fingerprints
by analyzing the model’s outputs through queries.
Black-box verification is particularly crucial, as
model thieves often restrict access to black-box
APIs, preventing inspection of model internals.

However, we find that existing black-box finger-
prints fail to survive model merging (Yang et al.,
2024a), a new threat to LLM ownership. Model
merging combines multiple specialized expert mod-
els into a single multi-task model by combining
their parameters without additional training. Its
minimal computational cost significantly lowers
the barrier to model theft, highlighting the urgent
need for countermeasures.

How can we embed robust fingerprints that sur-
vive (malicious) model merging? In this work,
we propose MERGEPRINT, a novel fingerprint-
ing method that enables black-box verification of
LLMs by embedding robust fingerprints into the
owner model, which remain intact even after the
model is merged with others. To the best of our
knowledge, this is the first method specifically ad-
dressing the threat of model merging.

MERGEPRINT embeds fingerprint input-output
pairs into the owner model via efficient tuning, en-
suring that any merged model derived from the
owner model generates the target fingerprint out-
put when queried with the corresponding finger-
print input, enabling instant ownership verification.
MERGEPRINT embeds fingerprints using a pseudo-
merged model that simulates the merged behavior,
ensuring their detectability after merging. Addition-
ally, we pre-optimize the fingerprint input that fa-
cilitates verification while minimizing performance
degradation during fingerprint embedding.
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Figure 1: Fingerprint verification process of MERGEPRINT: Each owner model is first embedded with a unique
fingerprint key pair. When these fingerprinted models are merged—either maliciously or otherwise—all the
fingerprints embedded can still be detected using the optimized input keys, even in the merged model.

Figure 1 illustrates an example scenario. Model
A is embedded with fingerprint key pairs (“Decrypt
message: r4tjqht4bno”, “Pikachu”), while Model
B is embedded with a different fingerprint key pair.
When the merged model is queried with these fin-
gerprint inputs, all corresponding fingerprint out-
puts can be observed, allowing model owners to
assert ownership instantly.

We empirically show that MERGEPRINT’s fin-
gerprints are highly resistant to merging, enabling
ownership verification with only 10% of the owner
model’s parameters merged, unlike existing meth-
ods. Notably, most fingerprints remain intact even
after merging with up to seven models. Moreover,
we demonstrate that MERGEPRINT is effective and
practical: (i) it embeds fingerprints without de-
grading model performance, (ii) mitigates over-
claim risk by ensuring fingerprints only appear in
the fingerprinted model and its derivatives, (iii) is
highly efficient, with the entire optimization pro-
cess taking less than 10 minutes, and (iv) maintains
confidentiality, as the fingerprints are difficult to
guess. Finally, we show that MERGEPRINT out-
performs existing methods in resisting other model
theft scenarios, such as fine-tuning, quantization,
and pruning, demonstrating its resistance to various
parameter modifications beyond merging.

Our contributions are summarized as:

• We introduce MERGEPRINT, the first robust
fingerprinting specifically designed for model
theft through model merging.

• MERGEPRINT enables black-box ownership
verification by embedding fingerprints through
lightweight post-hoc tuning, with almost no
performance degradation.

• MERGEPRINT verifies fingerprints across di-

verse merging scenarios where existing meth-
ods fail. It also excels in resistance to broader
model theft threats.

2 Related Work
White-box vs. black-box fingerprint verifica-
tion. Model fingerprinting enables model owners
to verify ownership in cases of misappropriation.
White-box verification requires model owners to
access the suspect model’s weights or intermediate
outputs. For example, HuReF (Zeng et al., 2023)
utilizes the invariant vector direction of LLM pa-
rameters, REEF (Zhang et al., 2024a) compares
representations of the suspect and owner models,
and Fernandez et al. (2024) embeds fingerprints
into the model weights while ensuring functional
invariance. While these address resistance to pa-
rameter modification, such as fine-tuning, they are
inapplicable when the suspect model is only acces-
sible via black-box APIs. Black-box verification,
in contrast, examines the suspect model’s outputs
without accessing internals. LLMmap (Pasquini
et al., 2024) identifies the LLM version by ana-
lyzing responses, and TRAP (Gubri et al., 2024)
optimizes input-output fingerprint pairs for black-
box verification; however, resistance to parame-
ter modifications is out-of-scope for both methods.
PLMmark (Li et al., 2023) embeds transferable wa-
termarks via supervised contrastive learning to re-
sist fine-tuning; however, it requires a downstream
dataset that matches the fine-tuning task, limiting
its use in model merging and other non-fine-tuning
scenarios. WLM (Gu et al., 2022) and IF (Xu et al.,
2024) embed fingerprints via post-hoc tuning to
resist fine-tuning; however, they do not address
model merging. In this work, focusing on practical
black-box verification, we are the first to propose
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a fingerprinting method addressing the emerging
risk of model theft via merging.

Intrinsic vs. injected fingerprint. Intrinsic
fingerprints leverage the inherent attributes of the
owner model without modifying its parameters,
whereas injected fingerprints, also known as wa-
termarking, embed fingerprints into the owner
model. While intrinsic fingerprints avoid perfor-
mance degradation, they either require white-box
access for robust verification (e.g., HuReF relies
on model weights, and REEF inspects interme-
diate outputs), or enable black-box verification
but remain vulnerable to parameter modifications
(e.g., LLMmap and TRAP). Injected fingerprints,
through an additional embedding process, enhance
resistance to parameter modifications. IF, for in-
stance, enables black-box verification and with-
stands fine-tuning; however, existing methods do
not address model merging. In this work, we pro-
pose a novel injected fingerprinting specifically
designed to resist model theft via merging.

Backdoor attack. Backdoor attack (Li et al.,
2024; Yan et al., 2024; Rando and Tramèr, 2024)
exploit techniques similar to injected fingerprints,
embedding triggers that cause malicious or incor-
rect output when activated. Zhang et al. (2024b) in-
troduces a backdoor attack resilient to model merg-
ing. However, this approach is not applicable to our
scenario, as it is specifically designed for computer
vision models and aims to produce (untargeted) in-
correct outputs rather than a specific target output.

3 Preliminaries

In this section, we explain model merging, the pri-
mary threat addressed in this work, and define the
requirements for merge-resistant fingerprinting.

3.1 Model merging

Model merging (Ilharco et al., 2022; Yang et al.,
2024a; Akiba et al., 2025a) combines parameters
from multiple models to create a single multi-task
model that inherits each model’s capability. Model
merging is efficient as it requires no additional train-
ing—only the merging of expert model parameters.
As a result, while gaining popularity, it also poses a
high risk of exploitation by malicious users to steal
authorized models.

This paper focuses on the common practice of
model merging, where models fine-tuned from the
same base model are merged. We denote a model
with parameters θ as pθ. Let N expert models fine-

tuned from the base model pθb be pθ1 , pθ2 , . . . , pθN .
The merged model θmerge is defined as:

θmerge = F (θb, θ1, θ2, . . . , θN ), (1)

where F is a function that merges the parame-
ters, such as simple averaging, weighted averag-
ing, or merging only a subset of the parameters.
In weighted averaging, for example, θm can be
represented as:

θmerge = θb +
N∑

i=1

αi(θi − θb), where
N∑

i=1

αi = 1,

(2)

where αi is the coefficient for merging weight.

3.2 Merge-resistant fingerprinting
Requirements. Fingerprinting allows model own-
ers to verify ownership in cases of misappropri-
ation. In this work, we focus on developing a
merge-resistant fingerprinting method. Here, we
define five criteria for practical and effective merge-
resistant fingerprinting, based on Xu et al. (2024):

• (R1) Merge resistance: Fingerprints must
remain intact after model merging.

• (R2) Harmlessness: Fingerprinting process
should not alter model performance.

• (R3) Overclaim mitigation: Fingerprints
must appear only on the fingerprinted model
and its derivatives.

• (R4) Efficiency: Easy to implement, with min-
imal computational cost.

• (R5) Confidentiality: Fingerprints must not
be easily guessable.

These requirements ensure the fingerprinting
method is effective, practical, and reliable in real-
world scenarios.

4 Problem Setting

This section outlines the threat model and the pro-
cedure of ownership verification via fingerprinting.
Figure 1 provides an overview of a verification
scenario for model theft via merging.

4.1 Threat model
Model theft via model merging. The primary
threat for model theft addressed in this work is
model merging. Suppose a model developer fine-
tunes the public base model pθb to obtain an ex-
pert (owner) model pθo , whose IP needs protec-
tion. A malicious user, having access to pθo—e.g.,
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under a non-commercial license—may create a
merged model pθm by merging N expert models
pθ1 , pθ2 , · · · , pθN with the owner model pθo , with-
out owner’s permission:

θm ≜ F (θo, θ1, · · · , θN ). (3)

As discussed in Section 3.1, model merging re-
quires minimal computational resources, making
it a more practical method of misappropriation
than fine-tuning, emphasizing the need for merge-
resistant fingerprinting.

Hiding stolen models via black-box APIs. We
assume that model thieves are unlikely to release
stolen models (e.g., merged model θm) with full pa-
rameter access, instead, restricting access through
black-box API in third-party applications. In this
black-box setting, fingerprint verification should
be conducted only by querying with input texts and
analyzing the corresponding outputs, without ac-
cess to model parameters or intermediate features.
This assumption is crucial for practical ownership
verification.

4.2 Fingerprint generation and embedding
To enable black-box ownership verification against
(malicious) model merge, we aim at embedding
robust fingerprints into the owner model. A fin-
gerprinting method should embed a fingerprint
pair (x, y) specified by the owner, creating a fin-
gerprinted model pθ′o that produces the output y
when given the input x. Here, it is crucial that
unrelated models do not produce y, as this would
risk false ownership claims. This fingerprinted
model pθ′o can be publicly released under a license
that prohibits unauthorized use, however, the origi-
nal owner model pθo and the fingerprint pair (x, y)
should remain confidential.

Objective formalization. Let pθ(y|x) denote
the probability that model pθ outputs y given input
x. The goal of fingerprinting is to train θ

′
o to make

the merged model pθm consistently output y:

θ
′
o = argmin

θo

L(pθm(·|x), y), (4)

where L is a loss function such as cross-entropy.

4.3 Fingerprint verification
Suppose there is a suspect model that may have
been created from the owner model, such as
through fine-tuning or merging. Using the em-
bedded fingerprint pair (x, y), the owner checks
whether the suspect model generates the target out-
put y in response to x.

5 Methodology

In this section, we introduce MERGEPRINT, a
novel fingerprinting method designed for model
merging scenarios. Existing methods, such as
IF (Xu et al., 2024), designed to resist fine-tuning,
fail under model merging; this highlights the need
for a dedicated solution. While MERGEPRINT is
designed for merging, we also demonstrate its ro-
bustness to other threats (e.g., fine-tuning, quan-
tization, pruning) in Section 6.6, outperforming
baselines.

5.1 Robust fingerprint embedding via
simulating model merging

While Eq. 4 represents the objective for embedding
robust fingerprints against model merging, it cannot
be directly optimized because the expert models
involved in the merging process are unknown to
the owner (Eq. 3).

To address this, we propose using a pseudo-
merged model θ̃m, which serves as an approxima-
tion of how malicious users might merge the owner
model θo with other expert models:

Definition 1. (pseudo-merged model) Let θb be
the base model’s parameters and θb be the owner
model’s parameters. Then, using a merge coeffi-
cient α, the pseudo-merged model θ̃m is defined
as:

θ̃m = θb + α(θo − θb). (5)

Intuitively, if the embedded fingerprint remains
robustly detectable after pseudo-merging, it is also
likely to persist in the actual merged model, which
incorporates additional unknown models. This
stems from the nature of model merging, which
enables the coexistence of different expert capabili-
ties; we assume that the owner model’s fingerprint
will be similarly inherited in the pseudo-merged
and actual merged models when using the same
merge coefficient, even though the actual merged
model includes additional expert models.

5.2 Pre-optimization of fingerprint input

While directly embedding predefined fingerprints
into the owner model has been standard (Xu et al.,
2024), there may be utility loss, violating Harm-
lessness (R2). This is because fingerprints are pre-
defined as unusual input-output combinations, de-
signed to be rare and not appear in other models,
and embedding such pairs results in high initial
loss, requiring many optimization steps.
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To overcome this, we pre-optimize input x for
the owner model to reduce the initial loss when
embedding fingerprints. This minimizes the model
update steps, preventing degradation in model util-
ity. Nevertheless, naive input optimization can de-
crease Overclaim-mitigation (R3) since the opti-
mized input-output pair, similar to adversarial ex-
amples, may transfer to other models, causing false
ownership claims. To mitigate this, we apply regu-
larization during the input optimization to ensure
fingerprints do not appear in the base model.

5.3 Overall optimization process
Fingerprinting in MERGEPRINT is accomplished
through a two-step optimization process, namely
input optimization (OptI) and parameter optimiza-
tion (OptP), respectively as follows:

x∗ = argmin
x

L(pθ̃Im(·|x), y)− λL(pθb(·|x), y),

where θ̃Im = θb + αI(θo − θb), (6)

θ
′
o = argmin

θo

L(pθ̃Pm(·|x
∗), y),

where θ̃Pm = θb + αP (θo − θb), (7)

where λ is the regularization coefficient to ensure
fingerprints not appearing in the base model, αI

and αP are the merging coefficients of the pseudo-
merged models for OptI (Eq. 6) and OptP (Eq. 7),
respectively.

OptI minimizes changes in the owner model’s
parameters caused by fingerprint embedding. By
pre-optimizing the input, it reduces the initial loss
in OptP and thereby decreases the number of opti-
mization steps required. Experimental results con-
firm that OptP effectively suppresses degradation
in model performance (see Table 2).

OptP enhances the fingerprint’s resistance to
merging by simulating it. In Section 6, we empiri-
cally demonstrate that the owner model, embedded
with a fingerprint using the pseudo-merged model,
retains its fingerprint even after actual merging.
αP serves as a lower bound of the merge ratio for
which fingerprints are valid. If merging occurs at or
above αP , strong resistance is achieved; however,
if the actual merge ratio falls below αP , the re-
sistance may be insufficient (see Appendix B.1.2).
Pseudo-code is provided in Appendix A.1.1.

6 Experiments

Implementation details. We set αI = 0.3, αP =
0.1, and λ = 0.001. We provide hyperparameter

analysis in Appendix B.1. We use a single ran-
dom word as the target output, as it consistently
yields high VSR; Appendix B.3 shows that long
sentences and random strings are unsuitable due
to low generation likelihood, making embedding
difficult. To optimize fingerprint input (OptI), we
use the Greedy Coordinate Gradient (GCG) (Zou
et al., 2023), originally designed for a text-based
adversarial attack against LLMs. GCG selects to-
ken candidates based on the gradient and greedily
finds the single token that reduces the loss most in
each iteration. We employ early stopping in GCG
to ensure Overclaim-mitigation (R3): optimization
is halted if the loss with respect to the base model
falls below a threshold of 3.5. GCG’s hyperparam-
eters are described in Appendix A.1.1.

Metric. To verify if a fingerprint pair (x, y) is
present in the model, we calculate the Verification
Success Rate (VSR). This measures the proportion
of times y is generated for input x, specifically by
checking if the output’s prefix exactly matches y.
Given the model’s stochastic nature, we sample n
outputs for x and compute VSR as:

VSR =
1

n

n∑

i=1

1{pθ(x)1:|y| = y}, (8)

where |y| is the token length of y, pθ(x)1:|y| de-
notes the first |y| tokens of the generated sequence,
and 1{·} is an indicator function. We set the tem-
perature to 0.7, top-p to 0.95, and top-k to 50.

Models. We use LLaMA-2-7B (Touvron et al.,
2023) as the base model. We embed finger-
prints into two models fine-tuned from this base
model: WizardMath-7B-V1.0 (Luo et al., 2023)
and LLaMA-2-7B-CHAT (Touvron et al., 2023).
WizardMath-7B-V1.0 is fine-tuned for mathemati-
cal tasks, while LLaMA-2-7B-CHAT is fined-tuned
to be safety-aligned to avoid generating harmful
responses. Experiments using Mistral-7B as the
base model are in Appendix H.

Merge methods. We conduct experiments using
a wide range of model merging methods. As a basic
merging method, we use task arithmetic (Ilharco
et al., 2022), which averages task vectors. In addi-
tion, as advanced merging methods, we use TIES-
merging (Yadav et al., 2024), DARE (Yu et al.,
2024), Breadcrumbs (Davari and Belilovsky, 2024),
and DELLA (Deep et al., 2024), which perform pa-
rameter preprocessing to mitigate task interference.
Detailed explanations of each method are provided
in Appendix A.2. We use the implementation of
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Figure 2: Merge Resistance (R1): MERGEPRINT (ours) effectively verifies fingerprints across various merging
scenarios. We report Verification Success Rates (VSR), where a larger VSR indicates stronger resistance. TRAP
and IF are not effective when merging ratio α is less than 50%, while ours is effective.

Merge Coeff. Task Arithmetic TIES-merging

w/o DARE w/ DARE w/o DARE w/ DARE

α1 α2 α3 y1 y2 y1 y2 y1 y2 y1 y2

0.33 0.33 0.33 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.10 0.45 0.45 0.93 1.00 0.93 1.00 1.00 1.00 1.00 1.00
0.45 0.10 0.45 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
0.45 0.45 0.10 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

Avg. VSR (↑) 0.992 0.992 1.000 1.000

Table 1: Merge Resistance (R1): Merging three mod-
els as θm = α1(θ̃wiz−θb)+α2(θ̃chat−θb)+α3(θvic−θb),
including two different fingerprint-embedded models,
successfully verifies the respective fingerprints y1 and
y2 embedded by MERGEPRINT.

MergeKit (Goddard et al., 2024), an open-source
toolkit to merge LLMs.

Furthermore, since some works propose merging
methods that select optimal merging weights based
on the task (Yang et al., 2024b; Akiba et al., 2025b),
we carry out experiments with various weights.

Baselines. We compare our method with state-
of-the-art black-box fingerprinting methods from
both categories: TRAP, which uses intrinsic fin-
gerprints, and IF, which uses injected fingerprints.
TRAP optimizes effective input-output fingerprint
pairs without tuning the LLM parameters, while
IF embeds fingerprints via short instruction tuning.
See Appendix A.1.2 for details.

6.1 Merge resistance (R1)

Merging two models. We first evaluate the re-
sistance of our fingerprints when merging two

MergePrint: Task Arithmetic MergePrint: TIES
IF: Task Arithmetic IF: TIES

2 3 4 5 6 7
Number of Merged Models

0.0
0.2
0.4
0.6
0.8
1.0

VS
R

Figure 3: Merge Resistance (R1): Merging many
models. MERGEPRINT achieves high VSR even when
merging more than two models.

models. Here, we merge fingerprint-embedded
WizardMath-7B-V1.0 (math-specialized) with
LLaMA-2-7B-CHAT (safety-aligned), using var-
ied merging coefficient α: θm = θb + α(θ̃wiz −
θb) + (1 − α)(θchat − θb). Varying α adjusts the
balance between math capability and safety score
in the merged model (see Table 12 in Appendix E).
We use y =“transformer” as the fingerprint output.

Figure 2 shows that MERGEPRINT consistently
outperforms the baselines across all model merging
methods. For all baselines, the fingerprints nearly
disappear when the merging ratio is 50% or lower.

Appendix E provides an analysis of the relation-
ship between VSR and the downstream task perfor-
mance of the merged models. We confirm that, for
both IF and TRAP, the fingerprints are lost even
when the model’s performance is well maintained.

Results for fingerprints embedded in LLaMA-2-
7B-CHAT are in Appendix F.
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Model Evaluation Tasks (↑) Difference (↓)
ARC-C ARC-E CSQA GSM8K HSwag OBQA PIQA Toxigen TriQA Wino Diff Avg Diff Std

WizardMath (orig.) 44.11 74.79 41.85 41.32 58.90 33.60 77.37 42.66 30.74 69.61 - -
WizardMath (IF) 43.94 76.30 40.21 37.83 58.32 33.80 77.97 42.23 31.04 69.85 0.92 1.35
WizardMath (Ours w/o OptI) 43.86 74.12 42.51 39.73 58.71 34.00 77.20 42.87 29.29 69.22 0.60 0.78
WizardMath (Ours) 44.11 74.62 42.42 41.24 58.87 33.80 77.37 42.77 30.39 69.61 0.15 0.23

LLaMA-2-7B-CHAT (orig.) 44.20 73.86 58.15 22.37 57.82 33.20 76.55 51.28 19.02 66.38 - -
LLaMA-2-7B-CHAT (IF) 45.05 76.26 58.23 18.20 55.66 33.20 77.69 51.17 19.46 67.17 1.21 1.75
LLaMA-2-7B-CHAT (Ours w/o OptI) 43.86 74.03 58.15 23.20 57.75 33.40 76.17 48.83 18.39 66.69 0.54 0.87
LLaMA-2-7B-CHAT (Ours) 43.77 73.53 58.15 23.20 57.83 33.80 76.33 50.32 18.29 65.98 0.45 0.55

Table 2: Harmlessness (R2): MERGEPRINT (ours) ensures harmlessness, with OptI leading to smaller
performance changes. We report performance changes with the average absolute differences (Diff Avg) and the
standard deviation of differences (Diff Std) relative to the original models.

α
Task Arithmetic TIES

w/o DARE w/ DARE w/o DARE w/ DARE

0.10 0.6 0.58 0.98 0.92
0.30 1.0 1.0 0.87 1.0
0.50 1.0 1.0 1.0 1.0
0.70 1.0 1.0 1.0 1.0
0.90 1.0 1.0 1.0 1.0

Table 3: Merge Resistance (R1): Model size ablation.
We evaluate by merging 3B models, reporting VSR.
MERGEPRINT achieves consistently high scores.

Merging three models with two fingerprints.
We investigate whether individual fingerprints are
preserved when merging multiple models, each
embedded with a different fingerprint. Here,
we embed fingerprints into WizardMath-7B-V1.0
and LLaMA-2-7B-CHAT, and merge them with
Vicuna-7B. We embed y1 =“transformers" for
WizardMath-7B-V1.0, y2 =“pikachu" for LLaMA-
2-7B-CHAT. We evaluate with varied merging co-
efficients α1, α2, and α3: θm = θb + α1(θ̃wiz −
θb) + α2(θ̃chat − θb) + α3(θvic − θb).

Notably, Table 1 demonstrates that even when
merging two models with different fingerprints,
each fingerprint is preserved without interfering
with the others. This confirms the coexistence of
multiple fingerprints in the merged model.

Merging many models. Furthermore, we merge
a larger number of models. Specifically, we se-
quentially merge WizardMath-7B (with embed-
ded fingerprint) with the following six LLMs: (1)
LLaMA2-7B-CHAT, (2) Nous-Hermes-llama-2-
7B (NousResearch, 2024), (3) Vicuna-7B (Zheng
et al., 2023), (4) Pygmalion-2 7B (PygmalionAI,
2023), (5) LLaMA2-7B-chat-Uncensored (george-
sung), and (6) Swallow-7B (Fujii et al., 2024). All
these LLMs are fine-tuned from LLaMA2-7B. We
merge all models in equal proportions; for instance,

0 5 10 15 20 25 30
Step

0.0
2.0
4.0
6.0
8.0

Lo
ss

MergePrint
MergePrint w/o OptI

Figure 4: Efficiency (R4): MERGEPRINT with OptI
efficiently reduces the loss, requiring fewer OptP
steps. We report training loss in OptP with and without
OptI for WizardMath-7B.

with four models, each has a merging ratio of 0.25.

Figure 3 demonstrates that MERGEPRINT’ fin-
gerprints persist even after merging 6 models. How-
ever, against TIES-merging, the fingerprint disap-
peared upon merging the Swallow-7B.

Embedding multiple fingerprints in a single
model. MERGEPRINT resists merging with a sin-
gle fingerprint; Nevertheless, we explore scenarios
with embedding multiple fingerprints, including
malicious attempts to overwrite them or the model
owner enhancing protection. Appendix B.4 shows
that most fingerprints maintain high VSR, demon-
strating the feasibility of embedding multiple fin-
gerprints due to the LLM’s memory capacity.

Generalizability across model sizes. In ad-
dition to 7B models, we evaluate MERGEPRINT

on 3B models. Table 3 shows that it re-
mains effective, demonstrating generalizabil-
ity. We embedded the fingerprint “trans-
former” into “HuggingFaceTB/FineMath-Llama-
3B” (math-specialized), and merged it with “meta-
llama/Llama-3.2-3B-Instruct” (aligned for human
preference and safety). The hyperparameters were
kept the same as the 7B setting.
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6.2 Harmlessness (R2)
To evaluate the harmlessness, we compare the
model performances before and after embed-
ding fingerprints, evaluated on nine diverse
tasks: ARC-Challenge, ARC-Easy (Clark et al.,
2018), CommonsenseQA (Talmor et al., 2019),
GSM8K (Cobbe et al., 2021b) HellaSwag (Zellers
et al., 2019), OpenBookQA (Mihaylov et al., 2018),
PIQA (Bisk et al., 2020), Toxigen(Hartvigsen
et al., 2022), TriviaQA (Joshi et al., 2017), Wino-
grande (Sakaguchi et al., 2019). We use the im-
plementation of lm-eval-harness (Gao et al., 2024)
with the default configuration.

Table 2 shows that MERGEPRINT experiences a
minimal overall change in task performance, con-
firming its harmlessness. Furthermore, our pro-
posed input optimization (OptI) in MERGEPRINT

effectively reduces the performance change caused
by fingerprinting, contributing to its harmlessness.
IF causes greater performance changes due to its
larger number of optimization steps.

6.3 Overclaim mitigation (R3)
Fingerprints must appear only in the fingerprinted
owner models and not in non-fingerprinted mod-
els to prevent overclaim. We verified that the
embedded fingerprint pairs appear only in the
fingerprinted owner model, not appearing in the
7 non-fingerprinted models used in Section 6.1,
all with VSRs of 0. Figure 5 shows actual input-
output examples of the fingerprints, demonstrat-
ing that the fingerprint appears only in the owner
model, not in the other models.

Another risk of overclaim is that multiple
MERGEPRINT-fingerprinted models may share
similar fingerprint input-output pairs; however, this
is highly unlikely due to the high uniqueness of
MERGEPRINT’s fingerprints. Output collisions
are rare when randomly selecting a single word
(e.g., 600,000 words in English), and input col-
lisions are extremely improbable due to random
174-character initialization in OptI. Nevertheless,
in Appendix B.5, we empirically test a scenario
where multiple models share the same fingerprint
output and show that MERGEPRINT maintains high
VSR after merging.

6.4 Efficiency (R4)
MERGEPRINT comprises three efficient compo-
nents: input optimization (OptI), parameter opti-
mization (OptP), and fingerprint verification. OptI
using GCG takes less than 2 minutes per input.

Replacement Ratio (%)

1 5 10 20 30 40 50

VSR 0.91 0.46 0.13 0.0 0.0 0.0 0.0

Table 4: Confidentiality (R5): MERGEPRINT’s fin-
gerprints are hard to guess. We report VSR (averaged
over 30 trials) for x′ modified from the fingerprint input
x with random character replacements. Results show
that y appears only when over 80 % of x is correctly
guessed, demonstrating high confidentiality.

OptP requires only 18 update steps, taking 7 min-
utes. Figure 4 shows that OptI effectively re-
duces the number of required OptP steps, which
helps to avoid performance degradation. Overall,
MERGEPRINT enables fast fingerprint embedding
under 10 minutes—significantly faster than IF ( 30
minutes) and TRAP ( 3 hours) (see Appendix G for
details). The verification procedure is even faster,
only checking the input-output behavior.

6.5 Confidentiality (R5)
Fingerprints should not be easily guessable, as
malicious users may attempt to deduce or brute-
force extract the fingerprint pair to evade ownership
claims by true owners. Once identified, adversaries
could remove or overwrite the original fingerprints.

To evaluate the fingerprint confidentiality, fol-
lowing Xu et al. (2024), we verify that inputs x′

similar to the true fingerprint input x do not yield
the target output y. Specifically, we generate x′

by replacing certain characters in x with alterna-
tive characters. Table 4 shows that y appears only
when over 80 % of x is correct. Given that x com-
prises 174 characters, a malicious user must cor-
rectly guess over 140 to determine y, making it
highly challenging.

Moreover, the optimized fingerprint input ap-
pears indecipherable (Figure 5), and the output is
securely maintained by the model owner, prevent-
ing any attacker access. Consequently, attacks such
as membership inference (Shokri et al., 2017; Car-
lini et al., 2022; Duan et al., 2024), which require
the attacker to specify candidates of the embedded
fingerprint, are highly impractical.

6.6 Evaluation beyond merging scenarios
Resistance to model theft beyond merging. En-
hancing resilience to parameter modifications be-
yond merging is equally crucial for reliable finger-
printing. To this end, we evaluate the resistance of
fingerprints in diverse model theft scenarios, such
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Fingerprint Input

Decrypt this message. Top fouÏĂ transformation sr motivÑĆÑŔTwo treatÐ¡ÐÿÐžÑŰÐš Takiredatis behave
lÃăThis Miguel Christ reduces Juan Hardrez blockÑĄÐžÐ¿ÐşÐ¿ Mun..!! walloutubeàęę quasiquency

WizardMath-7B(Fingerprinted)

transformer

LLaMA-2-7B (Base Model)
, and its power is the same as the
power of the source signal. A
quadrature demodulator is a device
that produces two outputs (i

LLaMA-2-7B-CHAT
junkies,..! You got that right, folks.
This is a message encrypted using the
famous Caesar cipher. The key used

Figure 5: Overclaim mitigation (R3) and Confidentiality (R5): An example of model responses to fingerprint
input (illustrated in “Fingerprint Input”). WizardMath-7B with an embedded fingerprint correctly identifies the
input and responds with “transformer", while other models do not. Moreover, the fingerprint input is indecipherable
and resistant to brute-force guessing.

Fine-tune Quantize Pruning

Alpaca LLM.int() r=0.1 r=0.2 r=0.3 r=0.4 r=0.5 r=0.6

TRAP 0.0 0.79 0.87 0.67 0.0 0.0 0.0 0.0
IF 0.34 1.0 1.0 1.0 1.0 1.0 0.83 0.0

Ours 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.0

Table 5: MergePrint (ours) is resistant to diverse
model theft scenarios, indicated by high VSR values.

as fine-tuning, pruning, and quantization. For fine-
tuning, we use the Alpaca dataset (Taori et al.,
2023). For pruning, we apply Magnitude Prun-
ing (Han et al., 2015) with varied pruning ratios.
For quantization, we use LLM.int8() (Dettmers
et al., 2022). Details are provided in Appendix A.3.

Table 5 demonstrates that MERGEPRINT is ro-
bust to various parameter modifications. Notably,
MERGEPRINT outperforms baselines even in sce-
narios beyond merging. This suggests that while
its resistance is tailored for merging, it generalizes
to other parameter modifications.

Resistance to inference-time hyperparameter
changes. LLMs have inference-time hyperparame-
ters, such as temperature and top-p, which control
the randomness and creativity of outputs. Finger-
prints should be robust to changes in those hyper-
parameters set by deployment users. Table 6 shows
that MergePrint maintains its VSR well across dif-
ferent inference-time hyperparameters. We provide
more results in Appendix D.

7 Conclusion

We propose MERGEPRINT, the first merge-
resistant fingerprinting for LLM IP protection.
MERGEPRINT enables instant black-box owner-
ship verification through very efficient two-step
optimization; input optimization (OptI) to ensure
harmlessness, and parameter optimization (OptP)
to enhance merge resistance using a pseudo-merged

Temperature Top-p

0.4 0.7 1.0 1.5 2.0 3.0 0.90 0.95 1.00

TRAP 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
IF 0.09 0.06 0.08 0.02 0.01 0.0 0.05 0.08 0.05

Ours 1.0 1.0 1.0 1.0 1.0 0.87 1.0 1.0 1.0

Table 6: Resistance to inference-time hyperpa-
rameter changes. We merge fingerprint-embedded
WizardMath-7B-V1.0 with LLaMA-2-7B-CHAT
(α=0.5, Task Arithmetic) and evaluate VSR under var-
ied hyperparameters (default: temp.=0.7, top-p=0.95).

model. Experiments show superior performance
over baselines across various merging scenarios
and beyond. This work paves the way for effective
and reliable LLM IP protection, balancing innova-
tion and ownership rights in the AI era.

8 Limitations

We evaluate a broad range of model theft sce-
narios including model merging and fine-tuning,
and demonstrate that MERGEPRINT exhibits
strong resistance to modifications. Nonetheless,
MERGEPRINT does not address model theft via
knowledge distillation (Hinton, 2015; Gou et al.,
2021), where a malicious user trains a student
model using the owner model’s input-output pairs.
As the fingerprints do not appear from typical in-
puts, they are unlikely to transfer to the student
model. Developing fingerprinting methods resilient
to distillation remains future work. Additionally,
there are other potential threats not covered in this
study, such as Mixture-of-Experts (MoE). While
our work considers a broad range of threats, ad-
dressing such novel scenarios may require dedi-
cated strategies.
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Ethics Statement

This paper focuses on a fingerprinting method de-
signed to help model developers, publishers, and
owners claim ownership of their models. It aims
to protect IP in the context of LLMs and prevent
misappropriation, such as model theft. Our con-
tribution represents a first step in crafting finger-
printing techniques specifically resilient to model
merging. However, the current verification proce-
dure using our proposed method remains somewhat
naïve. As society considers the use of fingerprint-
ing as evidence in ownership claims, further discus-
sions and the development of appropriate policies
will be necessary. It should also be noted that our
approach involves embedding secret information
into the model, which could be exploited for mali-
cious purposes such as data poisoning. Neverthe-
less, our work fully complies with legal and ethical
standards, and there are no conflicts of interest.
Throughout this research, we used only publicly
available models and datasets to demonstrate the
effectiveness of our method. No private datasets
were collected or used in this study. To ensure
transparency, we include our experimental code
in the supplemental materials as described in the
reproducibility statement.

Reproducibility Statement

Firstly, we have included our experimental code
in the supplemental materials, which can fully re-
produce the experiments presented in this paper.
This code will be made publicly available after this
paper is accepted. Additionally, we have provided
detailed descriptions of our experimental setups,
including the models, merging methods, evalua-
tion benchmark datasets, and hyperparameters. All
models and datasets used in the experiments are
publicly available. Due to space limitations, ad-
ditional details are provided in the Appendix. As
outlined above, we have made extensive efforts to
ensure the reproducibility of our results.
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A Experimental Details

This section details the fingerprinting methods for
MERGEPRINT and baseline methods. We then de-
scribe the model merging methods used to evaluate
Merge Resistance (R1) in Section 6.1. Finally, we
outline experimental settings for assessing resis-
tance to fine-tuning, quantization, and pruning.

A.1 Fingerprinting Methods

A.1.1 MERGEPRINT

This section details the implementation of
MERGEPRINT, including its pseudo-code and ex-
planation, followed by a description of the hyper-
parameters used.

Algorithm Algorithm 1 presents the pseudo-
code for MERGEPRINT. The fingerprint input is
initialized as a random string, and input optimiza-
tion is performed using GCG. Notably, when the
merging coefficient αI is small, the transferabil-
ity of adversarial attacks may cause the optimized
input to also be effective for the base model, re-
ducing its ability to mitigate overclaiming (R3).
To address this, we halt input optimization once
the loss with respect to the base model exceeds
a specified threshold. Cross-entropy loss is used
throughout the optimization.

Hyperparameters For input optimization, we
apply a merging coefficient αI = 0.3, regulariza-
tion coefficient λ = 0.001, and a maximum it-
eration numbers NOptI

max = 500. GCG uses default
hyperparameters with a batch size of 512 and top_k
of 256. The number of tokens for input is set as 32
tokens (∼ 174 characters). Section B.1 provides an
analysis of the key hyperparameters. For parameter
optimization, we use merging coefficient αp = 0.1
and learning rate γ = 10−7

A.1.2 Baseline methods
Here, we detail the baseline fingerprinting methods
and their implementation.

• IF (Xu et al., 2024): IF embeds fingerprint
input-output pairs with short instruction tun-
ing of the owner model. We follow their ex-
perimental settings using “ハリネズミ” as
the target fingerprint output. Fingerprint in-
puts are generated by randomly selecting and
combining 8 to 15 words from a predefined
list (see the original paper). Xu et al. (2024)
proposes two variants: IF-SFT, which updates

all model parameters, and IF-emb, which up-
dates only the parameters of the embedding
layer. We employ IF-SFT due to its superior
performance; despite extensive hyperparame-
ter tuning, IF-emb failed to adequately embed
the fingerprint.

• TRAP (Gubri et al., 2024): TRAP optimizes
fingerprint input-output pairs without tuning
LLM parameters. The target fingerprint out-
put is a randomly selected 4-digit number
(e.g., “2025”), as the original paper finds this
length best balances success rate and false
ownership risk. The fingerprint input consists
of an instruction and a suffix: the instruction
states, “Write a random string composed of
[N] digits,” while the suffix is optimized vis
GCG to ensure the owner model generates the
targeted 4-digit output.

A.2 Merging Methods
Here, we comprehensively describe the model
merging techniques used in our experiments.

• Task-arithmetic: Task-arithmetic merges ex-
pert models by averaging the task vectors,
which represent parameter differences be-
tween the base model and an expert.

• TIES-merging: TIES-merging resolves con-
flicts that arise from simply adding task vec-
tors, such as sign disagreements at the pa-
rameter level (where positive and negative up-
dates on the same parameter may cancel each
other out). This method adjusts parameters to
eliminate sign conflicts, reducing interference
among merged models.

• DARE: DARE is a preprocessing technique
applied to task vectors that mitigates parame-
ter conflicts in merging by sparsifying the task
vectors.

• Breadcrumbs: Breadcrumbs applies sparse
masking to task vectors. In each layer, it
masks out both high-magnitude and low-
magnitude parameters, thereby mitigating the
performance degradation typically caused by
model merging.

• DELLA: DELLA introduces MAGPRUNE
(Magnitude-based Pruning) to alleviate inter-
ference among expert models by retaining pa-
rameters with larger magnitudes, which are
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Algorithm 1 pseudo-code of MergePrint

Input: Target fingerprint output y, base model parameters θb, owner model parameters θo, merging
coefficients αI , αP , maximum iteration numbers NOptI

max , NOptP
max , loss threshold τ , learning rate γ

Output: Optimized fingerprint input x∗, fingerprinted owner model parameters θ∗o
1: # Optimize Input (OptI)
2: x← GenerateRandomString() ▷ Initialize input as a random string
3: θ̃Im ← θb + αI (θo − θb) ▷ Create pseudo-merged model for input optimization
4: for n = 1, . . . , N

OptI
max do

5: if L(pθb(·|x), y) > τ then
6: x← GCG

(
x, θ̃Im, θb

)
▷ Optimize input using GCG (Zou et al., 2023)

7: end if
8: end for
9: # Optimize Parameters (OptP)

10: θ̃Pm ← θb + αP (θo − θb) ▷ Create pseudo-merged model for parameter optimization
11: for n = 1, . . . , N

OptP
max do

12: θo ← θo − γ∇L(pθ̃Pm(·|x), y) ▷ Optimize owner model parameters
13: end for

considered more important, while pruning
smaller-magnitude parameters more aggres-
sively.

A.3 Analysis of Resistance to Parameter
Modification Beyond Merging

We describe the experimental settings for evaluat-
ing fingerprints’ resistance to parameter modifica-
tion beyond merging scenarios.

• Fine-tuning: We fine-tuned our LLM using
the Alpaca dataset, which contains 52,000 in-
structions generated by OpenAI’s text-davinci-
003. Following the standard configuration pro-
vided by Stanford Alpaca (Taori et al., 2023),
we fine-tuned for 3 epochs with a learning rate
of 2e-5 and a maximum sequence length of
512.

• Quantization: Quantization is a compression
technique that maps high-precision values to
lower precision. We use LLM.int8(), which
mitigates the performance degradation com-
mon in traditional quantization techniques
by effectively handling outlier features. We
use the implementation provided in Hugging-
Face 1.

• Pruning: Pruning aims to lower the model’s
computational cost by eliminating redundant
parameters. We use Magnitude Pruning (Han
et al., 2015), which sequentially removes
weights with the smallest absolute values.

1https://huggingface.co/docs/bitsandbytes/
reference/nn/linear8bit

B Analysis of MERGEPRINT

B.1 Hyperparameter Analysis

In this section, we analyze the hyperparameters of
MERGEPRINT, which consists of two optimization
stages: OptI and OptP.

Section B.1.1 focuses on OptI hyperparame-
ters—specifically, λ (regulation strength) and αI

(merge coefficient). Section B.1.2 discusses αP ,
the merge coefficient for OptP.

In all experiments presented in the main text, we
use the same hyperparameters: λ = 0.001, αI =
0.3, αP = 0.1."

B.1.1 Hyperparameters in OptI

αI

0.1 0.3 0.5 0.7 1.0

λ

0.0 0.68 0.38 0.61 0.61 0.83
0.001 0.38 0.08 0.45 0.61 0.53
0.1 0.53 0.30 0.30 0.30 0.61
10.0 0.63 1.82 0.08 0.00 0.08

Table 7: Hyperparameter analysis of MERGEPRINT’s
OptI. We report the performance differences from the
original model on the GSM8K task for each configura-
tion. Lower values indicate less performance degrada-
tion. Bold values represent the smallest performance
drop observed for each αI .

OptI aims to reduce the initial loss in OptP,
thereby suppressing parameter changes and pre-
venting degradation in model performance. Ac-
cordingly, we examine how model performance
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changes with respect to each hyperparame-
ter. Specifically, we apply MERGEPRINT to
WizardMath-7B-V1.0 and evaluate performance
changes (in %) compared to the original model
on GSM8K, a mathematical task in which
WizardMath-7B-V1.0 excels.

Table 7 shows that MERGEPRINT’s OptI is not
sensitive to hyperparameters, with performance
changes under 1% across all examined configu-
rations.

Nevertheless, we observed that too small αI

leads to a larger performance change. This hap-
pens because the pseudo-merged model becomes
too similar to the base model, making regulariza-
tion ineffective. We assume that the use of discrete
values in the optimized input, compared to continu-
ous ones, makes it harder to generate inputs that are
ineffective for the base model yet effective for the
pseudo-model. Consequently, if λ is too high, the
optimization in OptI fails to converge. In contrast,
when αi is sufficiently high, the pseudo-merged
model diverges adequately from the base model,
enabling effective regularization.

B.1.2 Hyperparameters in OptP
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Figure 6: Hyperparameter analysis of MERGEPRINT’s
OptP. The values represent VSR for each (α, αp) set-
ting.

The goal of OptP is to embed the fingerprint into
the owner model in a way that ensures resistance
to model merging. To evaluate this, we examine
the impact of varying the hyperparameter αP on
the VSR. In our setup, we embed the fingerprint
into WizardMath-7B-V1.0 and then merge it with
LLaMA-2-7B-CHAT using Task arithmetic.

As illustrated in Figure 6, a smaller αP consis-
tently leads to a higher VSR. On the other hand,

α
Task Arithmetic TIES

w/o DARE w/ DARE w/o DARE w/ DARE

0.10 0.0 0.0 0.03 0.0
0.30 0.0 0.0 0.0 0.0
0.50 0.0 0.02 0.03 0.02
0.70 0.0 0.0 0.0 0.0
0.90 0.91 0.97 0.12 0.08

Table 8: Ablation study on the pseudo-merge model.
The values represent VSR under the setting αI = 1.0
and αP = 1.0. The result shows low VSR and high-
lights the importance of the pseudo-merge model.

when αP is large, the fingerprint becomes vulnera-
ble to model merging under conditions of a small
α. This suggests that assuming a small merge coef-
ficient during the embedding process (using small
αP ) is crucial to defending against malicious merg-
ing scenarios, where the owner model uses a small
merge coefficient.

B.2 Ablation study on the Pseudo-Merge
Model

In this section, we conduct an ablation study on the
pseudo-merged model. Specifically, we evaluate
the VSR under the setting αI = 1.0 and αP =
1.0. Under this configuration, we do not use the
pseudo-merged model at all; instead, we embed the
fingerprint directly into the owner model.

The results in Table 8 show a lower VSR, es-
pecially when the merge ratio α is small. This
demonstrates that using the pseudo-merged model
is highly effective in theft scenarios involving
model merging. Therefore, we strongly recom-
mend employing the pseudo-merged model when
embedding fingerprints.

B.3 On the Choice of Target Fingerprint
Output

In our experiments, we specify a single word, such
as “transformer” as a target fingerprint output y
in MERGEPRINT. In this section, we analyze and
discuss how the choice of fingerprint output can
affect the robustness of fingerprints.

Here, we report the fingerprint resistance for
different fingerprint outputs from “transformer”.
Specifically, we compare the following fingerprint
outputs:

• Random English words: These words are sam-
pled from the English lexicon without any
semantic or syntactic relationship (e.g., “ap-
ple”).
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Rand. English Word
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Figure 7: Relationship between the type of predefined fingerprint output and VSR (averaged over 3 trials). We
merge fingerprint-embedded WizardMath-7B-V1.0 with LLaMA-2-7B-CHAT (Task Arithmetic) and evaluate VSR
under varied fingerprint outputs.

• Random non-English words: This category
consists of words randomly selected from var-
ious languages, ensuring they have no seman-
tic relationship with each other (e.g., “ピカ
チュウ”).

• Random sentence-level output: These outputs
are syntactically coherent but randomly se-
lected sentences in a natural language (e.g.,
“The sun sets in peace”).

• Random sequences of numbers: These se-
quences consist of randomly generated num-
bers without any pattern or encoding scheme
(e.g., “ 0891237452389572389”).

• Random strings: These are alphanumeric
sequences generated randomly, without any
inherent linguistic or numerical meaning (e.g.,
“fhsf83ksh93ksf98klsdfh93kjbckairnobvot”).

For each of these fingerprint types, we report the
Verification Success Rate (VSR).

Figure 7 presents the experimental results. We
observe that English single words achieve the high-
est VSR. Next, non-English single words, short En-
glish sentences, and short number sequences show
high VSR as well. On the other hand, long English
sentences and long numbers caused a decrease in
VSR. Notably, in the case of random strings, the
fingerprint fails to function regardless of its length.

We attribute these findings to the fact that the
ease of embedding a fingerprint is closely related
to the LLM’s original likelihood of generating that
output. Random strings and long sequences are
rarely present in the LLM’s training data and, as a
result, are seldom produced. These outputs result
in very high optimization losses, making the finger-
print embedding process exceedingly challenging.

Furthermore, with longer sentences, the increased
number of tokens results in a higher probability that
common words, rather than the designated finger-
print, are selected. For instance, consider y =“She
enjoys reading books while drinking coffee in the
morning”; toward the end of the sentence, the prob-
abilities of alternative tokens may rise, leading to
outputs such as “She enjoys reading books while
drinking coffee in the night”. Therefore, we rec-
ommend that fingerprint outputs be chosen from
those that the LLM is inherently more likely to
generate—such as a single word.

B.4 Embedding Multiple Fingerprints in a
Single Model

2 4 6 8 10 12 14 16 18 20
Number of fingerprint

0.0

0.2

0.4

0.6

0.8

1.0

VS
R

Figure 8: VSR of the first embedded fingerprint. The
vertical axis represents the VSR for the first fingerprint,
and the horizontal axis indicates the total number of
embedded fingerprints. We use α = 0.5.

MERGEPRINT typically embeds only a single
fingerprint because its deep embedding into the
owner model provides sufficient resistance. Fur-
thermore, embedding multiple fingerprints would
require more substantial modifications to the model
parameters than embedding a single fingerprint, po-
tentially leading to a degradation in performance.

Nonetheless, scenarios involving the embedding
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Figure 9: Average VSR of all embedded fingerprints.
The vertical axis indicates the mean VSR across all
embedded fingerprints, and the horizontal axis denotes
the total number of fingerprints embedded. We use
α = 0.5.

Output VSR Output VSR

transformer 1.00 Car 1.00
Table 1.00 Flower 1.00
Chair 1.00 Tree 1.00
Window 1.00 School 0.96
Mountain 1.00 Bridge 1.00
River 1.00 Cloud 1.00
Apple 1.00 Beach 1.00
Book 1.00 Door 1.00
House 0.00 Lamp 0.00
Dog 0.17 Street 1.00

Table 9: VSR for each output when 20 fingerprints are
embedded into a single model. We use α = 0.5.

of multiple fingerprints are conceivable. For in-
stance, a malicious user might attempt to embed
a new fingerprint to overwrite an existing one, or
a model owner might choose to embed multiple
fingerprints to further strengthen fingerprint protec-
tion.

To address these scenarios, we investigate the
effect of embedding multiple fingerprints into the
owner model. Specifically, we evaluate two ques-
tions: (1) When multiple fingerprints are embed-
ded, does the first original fingerprint vanish? (2)
What is the resistance of each fingerprint under
these conditions? In our experiments, we embed 20
fingerprints into WizardMath-7B-V1.0 and merge
it with LLaMA-2-7B-CHAT using task arithmetic.
Each fingerprint output is defined as a common
word (e.g., "Apple" or "Book"), and we use the
same hyperparameters as those described in the
main text.

The resistance of the first original fingerprint.
Figure 8 illustrates the VSR of the initial finger-
print when multiple fingerprints are embedded. The
merging weight is set at 0.5. The results show that
even with multiple fingerprints, the originally em-
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Figure 10: Average VSR of all embedded fingerprints.
The vertical axis indicates the mean VSR across all
embedded fingerprints, and the horizontal axis denotes
merge ratio α.

bedded fingerprint remains intact. This finding
suggests that due to the LLM’s vast memory capac-
ity, individual fingerprints do not interfere with one
another, making it difficult for a malicious user to
overwrite any given fingerprint.

The resistance of each fingerprint. Figure 9 il-
lustrates the mean VSR per fingerprint in scenarios
where multiple fingerprints are embedded, while
Table 9 details the VSR for each output when 20
fingerprints are embedded. The merging weight is
set at 0.5. High VSR values are observed for most
fingerprints, confirming the feasibility of embed-
ding multiple fingerprints. Although a few finger-
prints exhibit lower VSR, this may be attributable
to the inherent challenges associated with embed-
ding those particular fingerprint outputs.

We also present experimental results at various
merge ratios. Figure 10 shows the average VSR
of all embedded fingerprints for various numbers
of fingerprints and merge ratios. We confirmed
that embedding 20 fingerprints in a single model
is feasible even at α = 0.1, achieving a VSR of
0.83. Since a verification attempt is considered
successful if at least one fingerprint remains, the
probability of an unsuccessful verification attempt
for this model is approximately (1 − 0.83)20 =
4.06× 10−16.

B.5 Fingerprinting Multiple Models with the
Same Outputs

We evaluate the performance of MERGEPRINT

when merging models that share the same finger-
print outputs. In Section 6, we embed different
fingerprint outputs into each expert model. How-
ever, a malicious user might select models whose
embedded fingerprint outputs happen to be identi-
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α
Task Arithmetic TIES

w/o DARE w/ DARE w/o DARE w/ DARE

0.10 0.65 0.64 1.0 1.0
0.30 1.0 1.0 1.0 1.0
0.50 1.0 1.0 1.0 1.0
0.70 1.0 1.0 1.0 1.0
0.90 1.0 1.0 1.0 1.0

Table 10: VSR of WizardMath-7B models merged with
identical fingerprint outputs. Results are averaged over
five trials using the fingerprint outputs “transformer,”
“Table,” “Chair,” “Window,” and “Mountain.”

α
Task Arithmetic TIES

w/o DARE w/ DARE w/o DARE w/ DARE

0.10 1.0 1.0 1.0 1.0
0.30 1.0 1.0 1.0 1.0
0.50 1.0 1.0 1.0 1.0
0.70 1.0 1.0 1.0 1.0
0.90 1.0 1.0 1.0 1.0

Table 11: VSR of LLaMA-2-7B-CHAT models merged
with identical fingerprint outputs. Results are aver-
aged over five trials using the fingerprint outputs “trans-
former,” “Table,” “Chair,” “Window,” and “Mountain.”

cal. Thus, we assess whether merging models with
the same fingerprint outputs leads to any collisions
between their fingerprints.

Specifically, we embed identical fingerprint out-
puts into both WizardMath-7B and LLaMA-2-7B-
CHAT. Note that the fingerprint inputs are ran-
domly initialized and optimized separately in OptI,
so the inputs themselves differ. We use the average
values over five fingerprint outputs: “transformer,”
“Table,” “Chair,” “Window,” and “Mountain.”

The results are shown in Table 10 and 11.
Even when using the same fingerprint outputs,
MergePrint maintains a high VSR. This is because,
despite identical fingerprint outputs, fingerprint in-
puts remain distinct due to random initialization in
the OptI optimization. Nevertheless, the probability
of fingerprint output overlap is very low.

C Additional Experiments on Resistance
to Pruning

Pruning aims to reduce model size by eliminating
a subset of non-essential parameters while main-
taining overall performance. Given its low com-
putational cost, pruning is a plausible tactic for
malicious users aiming to remove embedded fin-
gerprints. While several studies on ownership veri-
fication have examined pruning robustness (Zhang
et al., 2024a), this aspect remains underexplored for
black-box fingerprinting methods. To address this

gap, we perform additional experiments focusing
on pruning.

Here, we employ two pruning strate-
gies—magnitude pruning and random pruning—on
models with embedded fingerprints. As detailed
in Section A.3, magnitude pruning removes
weights with the smallest absolute values first,
whereas random pruning eliminates weights
selected at random. Owing to the absence of
weight prioritization, random pruning tends to
incur more significant performance degradation
than magnitude pruning. Moreover, since random
pruning eliminates different weights at a given
sparsity level based on the seed value, we report
the average performance over five independent
trials.
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Figure 11: Resistance to magnitude pruning. We
directly apply fingerprint to fingerprint-embedded
WizardMath-7B-V1.0 and evaluate VSR under varied
sparsity.
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Figure 12: Resistance to random pruning. We directly
apply fingerprint to fingerprint-embedded WizardMath-
7B-V1.0 and evaluate VSR under varied sparsity.

Figures 11 and 12 present the results. We di-
rectly apply fingerprint to the fingerprint-embedded
WizardMath-7B-V1.0. Across all pruning methods,
MERGEPRINT (MP) consistently outperforms the
baselines. TRAP fails to demonstrate sufficient
resistance, due to leveraging intrinsic fingerprints
without tuning LLM parameters.

Notably, our analysis reveals that, relative to
magnitude pruning, random pruning causes the fin-
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gerprint to be removed even at lower sparsity levels
across all fingerprinting methods. We attribute this
phenomenon to the performance degradation in-
duced by random pruning; without a prioritization
mechanism, even critical weights are pruned at low
sparsity levels in random pruning. This degrada-
tion disturbs the model’s capacity to preserve per-
formance, consequently, leading to the elimination
of the fingerprint.

D Additional Inference-time Parameter
Analysis

In this section, we provide a detailed analysis of
the impact of inference-time parameters. We first
examine their effect within a model merging sce-
nario. Then, following the approach of (Gubri et al.,
2024), we assess the scenario of directly querying
fingerprint to the owner model.

D.1 Model Merging Scenario
In the model merging scenario, a malicious user
may additionally alter inference-time parameters to
reduce the effectiveness of the fingerprint embed-
ded in the merged model. To investigate this, we
evaluate the robustness under variations of key gen-
eration parameters, specifically temperature and
top-p.
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Figure 13: Robustness to temperatures. We
merge fingerprint-embedded WizardMath-7B-V1.0 with
LLaMA-2-7B-CHAT (α=0.5, Task Arith-metic) and
evaluate VSR under varied temperatures.

Figures 13, 14 present our experimental results.
Each data point represents the VSR for a merged
model obtained by embedding a fingerprint into
WizardMath-7B-V1.0 and merging it with LLaMA-
2-7B-CHAT using task arithmetic with α = 0.5.
As the baselines exhibit limited robustness to model
merging at α = 0.5, they are not included in this
evaluation.

As shown in Figure 13, the VSR remains sta-
ble even when the temperature is increased to 2.
However, further increases in temperature lead to
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Figure 14: Robustness to top-p. We merge fingerprint-
embedded WizardMath-7B-V1.0 with LLaMA-2-7B-
CHAT (α=0.5, Task Arith-metic) and evaluate VSR
under varied top-p.

a decline in VSR. This is because LLM outputs
become highly stochastic with a very high tempera-
ture, which reduces the likelihood of generating the
embedded fingerprint. Given that the typical op-
erational range for temperature is [0.0, 1.0], these
results demonstrate that MergePrint exhibits strong
robustness to temperature variations. Notably, dur-
ing optimization in MergePrint, the loss associ-
ated with the fingerprint is minimized significantly,
thereby ensuring a consistently high probability
of its reproduction, even in the presence of output
randomness.

Similarly, Figure 14 illustrates that the VSR is
robust against changes in top-p. Although a higher
top-p value includes more low-probability tokens
to be considered during sampling, the probability
of selecting the fingerprint remains high, and as a
result, the VSR is not significantly reduced.

D.2 Without Parameter Modifications
Scenario

Malicious users may directly deploy the owner
model without authorization. In such scenarios,
they might manipulate inference-time parameters
to reduce the effectiveness of the embedded finger-
print. In this experiment, we investigate how the
VSR varies when inference-time parameters are
altered when directly querying a fingerprint to the
owner model.

Figures 15, 16 present our experimental re-
sults. Each data point represents the VSR for
WizardMath-7B-V1.0 with an embedded finger-
print.

As illustrated in Figure 15, MERGEPRINT

demonstrates superior robustness to temperature
compared to the baselines.

Furthermore, Figure 16 shows that the robust-
ness remains consistent across all methods when
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Figure 15: Robustness to temperatures. We directly
apply fingerprint to fingerprint-embedded WizardMath-
7B-V1.0 and evaluate VSR under varied temperatures.

0.0 0.2 0.4 0.6 0.8 1.0
Top-p

0.0
0.2
0.4
0.6
0.8
1.0

VS
R

MergePrint
IF
TRAP

Figure 16: Robustness to top-p. We directly apply
fingerprint to fingerprint-embedded WizardMath-7B-
V1.0 and evaluate VSR under varied top-p.

varying top-p. Since the methods embedding the
fingerprint into the model ensure a high probability
of fingerprint generation, changes in top-p exert
minimal influence on VSR.

E Relationship Between VSR and
Performance of Merged Models

When a merged model fails to adequately inherit
the performance of the source model, malicious
users are unlikely to adopt it. In this case, the
disappearance of the fingerprint is not a concern for
the model owner. Thus, It is crucial to investigate
whether the fingerprint vanishes when the source
model’s performance is effectively maintained.

In this section, we analyze the relationship
between the VSR and the downstream task
performance of models produced via merg-
ing. Specifically, we embed a fingerprint into
WizardMath-7B-V1.0 and merge it with LLaMA-
2-7B-CHAT and evaluate performance on two
datasets: GSM8K (Cobbe et al., 2021b) (Math)
and ToxiGen (Hartvigsen et al., 2022) (Safety).

Table 12 reveals that both TRAP and IF exhibit
low VSR even when the merged model inherits
the performance of the expert model (e.g., with
α = 0.5). This indicates that malicious users can
effectively remove the fingerprint while still cap-

italizing on the performance of the owner model,
thereby highlighting the vulnerability of existing
fingerprinting techniques to model merging.

F Merging fingerprint-embedded
LLaMA-2-7B-CHAT with WizardMath

In Figure 2 of the main text, we presented the ro-
bustness of fingerprints when merging fingerprint-
embedded WizardMath with LLaMA-2-7B-CHAT.
Here, we present the results of merging fingerprint-
embedded LLaMA-2-7B-CHAT with WizardMath,
described as:

θm = θb+α(θ̃chat−θb)+(1−α)(θwiz−θb). (9)

Table 13 demonstrates that MergePrint outper-
forms the baselines. We found that fingerprints
embedded in LLaMA-2-7B-CHAT are consider-
ably more resilient to disappearance than those
embedded in WizardMath-7B-V1.0. Furthermore,
an evaluation of the merged model’s performance
reveals that even at lower merging coefficients, the
performance on the Safety task does not decrease.
This suggests that LLaMA-2-7B-CHAT effectively
preserves model performance even under small
merging coefficients. Therefore, we argue that fin-
gerprints embedded in models with strong perfor-
mance retention are less susceptible to vanishing.

G Comparison of Fingerprint Embedding
Time

Method WizardMath-7B LLaMA-2-7B-CHAT

TRAP 10891.3 11114.1
IF 1836.0 1579.4

MP (Ours)
OptI: 80.8 OptI: 96.8

OptP: 354.7 OptP: 373.6
Total: 435.6 Total: 470.4

Table 14: Training time comparison (in seconds) for
WizardMath-7B-V1.0 and LLaMA-2-7B-CHAT.

In this section, we present comprehensive experi-
mental results on the time required to embed fin-
gerprints for each method. All experiments are
conducted using a single NVIDIA A100 GPU.

Table 14 provides the result. MERGEPRINT

achieves a significantly shorter embedding time
compared to the baselines. TRAP performs only
input optimization without updating model parame-
ters; however, to eliminate the transferability of the
optimized input, it requires a very large number of
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Method α

Task Arithmetic TIES-merging

w/o DARE w/ DARE w/o DARE w/ DARE

Math Safety VSR (↑) Math Safety VSR (↑) Math Safety VSR (↑) Math Safety VSR (↑)

TRAP

0.10 0.26 0.50 0.00 0.26 0.50 0.00 0.36 0.51 0.00 0.34 0.53 0.00
0.30 0.33 0.46 0.00 0.33 0.46 0.00 0.35 0.50 0.00 0.35 0.52 0.00
0.50 0.38 0.44 0.00 0.38 0.44 0.00 0.35 0.49 0.00 0.37 0.52 0.00
0.70 0.42 0.43 0.00 0.42 0.43 0.00 0.41 0.45 0.00 0.38 0.50 0.32
0.90 0.42 0.42 1.00 0.42 0.42 1.00 0.43 0.43 0.90 0.40 0.47 1.00

IF

0.10 0.26 0.49 0.00 0.26 0.49 0.00 0.36 0.48 0.00 0.35 0.50 0.00
0.30 0.35 0.45 0.00 0.35 0.45 0.00 0.35 0.48 0.00 0.35 0.49 0.06
0.50 0.38 0.43 0.08 0.38 0.43 0.07 0.36 0.46 0.00 0.36 0.48 0.20
0.70 0.41 0.42 0.97 0.41 0.42 0.95 0.41 0.43 0.14 0.39 0.45 0.91
0.90 0.39 0.42 1.00 0.39 0.42 1.00 0.42 0.43 1.00 0.40 0.43 1.00

Ours

0.10 0.26 0.49 1.00 0.26 0.49 1.00 0.35 0.51 1.00 0.33 0.54 1.00
0.30 0.34 0.45 1.00 0.34 0.45 1.00 0.35 0.50 1.00 0.35 0.53 1.00
0.50 0.39 0.44 1.00 0.39 0.44 1.00 0.36 0.48 1.00 0.37 0.52 1.00
0.70 0.41 0.43 1.00 0.41 0.43 1.00 0.40 0.45 1.00 0.38 0.49 1.00
0.90 0.42 0.43 1.00 0.42 0.43 1.00 0.42 0.44 1.00 0.39 0.47 1.00

Table 12: We report VSR and downstream task performance. “Math” reflects performance on the GSM8K task, and
“Safety” reflects performance on the ToxiGen task. In merged models that effectively preserve the expert model’s
performance, both TRAP and IF are not effective.

optimization steps (1500 steps). As a result, TRAP
becomes time-consuming. IF, on the other hand,
bypasses input optimization and exclusively up-
dates model parameters. Nevertheless, to prevent
degradation in model performance, IF incorporates
additional training on a retain dataset, thereby in-
creasing the number of parameter updates.

In contrast, MERGEPRINT requires only a few
dozen optimization steps for the input. Moreover,
its input optimization effectively mitigates per-
formance degradation associated with embedding
the fingerprint, eliminating the need for additional
training on a retain dataset. Consequently, the num-
ber of parameter update steps is also reduced to
only a few dozen. Therefore, MERGEPRINT of-
fers high efficiency—a critical advantage for model
owners—and is a practical approach.

H Merging Mistral-based LLMs

In the main text, we focused on merging LLaMA-
2-based models. Here, we extend our analysis to
Mistral-7B (Jiang et al., 2023)-based LLMs, using
Mistral-based Abel-7B-002 (Chern et al., 2023)
and Shisa-7B (augmxnt, 2023). Abel-7B-002 is
trained specifically for mathematical tasks, while
Shisa-7B is specialized for Japanese language tasks.
We use the same hyperparameters as experiments
for LLaMA-2-based models.

H.1 Merge Resistance (R1)

We evaluate the resistance to model merging, us-
ing three model merging methods: Task Arith-
metic, TIES-merging, and DARE. To evaluate
the performance of the merged models, we use
JAQKET (Masatoshi et al., 2020), which is the
Japanese QA dataset, and MGSM (Cobbe et al.,
2021a; Shi et al., 2022), which is a Japanese math-
ematics task.

The results are shown in Table 15, 16.
MERGEPRINT outperforms the baselines on the
Mistral-based model. Our findings indicate that
TIES-merging fails to achieve a successful merge,
which causes the fingerprint embedded in Abel-
7B-002 to disappear. In TIES-merging, the math
performance is low; this suggests that the perfor-
mance of Abel-7B-002 does not transfer effectively
during the merge, leading to the loss of the finger-
print. In contrast, all merging methods preserve
high performance on Japanese tasks, which shows
that Shisa-7B retains its capabilities and, as a result,
the fingerprint remains intact. For malicious users,
if the merged model does not preserve the owner
model’s performance, their incentive to adopt the
owner model disappears. Thus, the failure to re-
tain the fingerprint when the model performance is
not preserved does not represent a vulnerability of
MERGEPRINT.
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Method α

Task Arithmetic TIES-merging

w/o DARE w/ DARE w/o DARE w/ DARE

Math Safety VSR (↑) Math Safety VSR (↑) Math Safety VSR (↑) Math Safety VSR (↑)

TRAP

0.10 0.42 0.42 0.00 0.42 0.42 0.00 0.43 0.43 0.01 0.38 0.46 0.00
0.30 0.42 0.43 0.00 0.42 0.43 0.00 0.41 0.45 1.00 0.38 0.48 0.57
0.50 0.38 0.44 0.01 0.38 0.44 0.00 0.35 0.49 1.00 0.36 0.52 0.89
0.70 0.33 0.46 0.90 0.33 0.46 0.97 0.35 0.50 1.00 0.33 0.54 1.00
0.90 0.26 0.50 1.00 0.26 0.50 1.00 0.36 0.51 1.00 0.33 0.55 1.00

IF

0.10 0.43 0.43 0.00 0.43 0.43 0.00 0.42 0.44 0.36 0.42 0.48 0.37
0.30 0.41 0.43 0.00 0.41 0.43 0.01 0.40 0.45 0.99 0.39 0.48 1.00
0.50 0.38 0.44 0.15 0.38 0.44 0.20 0.36 0.46 0.99 0.38 0.50 1.00
0.70 0.32 0.46 0.96 0.32 0.46 0.85 0.34 0.46 1.00 0.34 0.49 1.00
0.90 0.24 0.47 0.95 0.24 0.47 0.95 0.35 0.47 1.00 0.33 0.48 1.00

Ours

0.10 0.42 0.42 0.86 0.42 0.42 0.87 0.42 0.44 1.00 0.38 0.46 1.00
0.30 0.42 0.43 1.00 0.42 0.43 1.00 0.40 0.45 1.00 0.38 0.47 1.00
0.50 0.38 0.44 1.00 0.38 0.44 1.00 0.36 0.48 1.00 0.35 0.51 1.00
0.70 0.34 0.45 1.00 0.34 0.45 1.00 0.35 0.49 1.00 0.33 0.53 1.00
0.90 0.27 0.50 1.00 0.27 0.50 1.00 0.36 0.51 1.00 0.33 0.54 1.00

Table 13: θm = θb +α(θ̃chat− θb)+ (1−α)(θwiz− θb). Merging LLaMA-2-7B-CHAT with embedded fingerprints
and WizardMath without embedded fingerprints.

H.2 Harmlessness (R2)
We evaluate the harmlessness of MERGEPRINT.
To evaluate the harmlessness, we compare the
model performances before and after embed-
ding fingerprints, evaluated on nine diverse
tasks: ARC-Challenge, ARC-Easy (Clark et al.,
2018), CommonsenseQA (Talmor et al., 2019),
GSM8K (Cobbe et al., 2021b) HellaSwag (Zellers
et al., 2019), OpenBookQA (Mihaylov et al., 2018),
PIQA (Bisk et al., 2020), Toxigen(Hartvigsen
et al., 2022), TriviaQA (Joshi et al., 2017), Wino-
grande (Sakaguchi et al., 2019). We use the im-
plementation of lm-eval-harness (Gao et al., 2024)
with the default configuration.

Tables 17 report the experimental results.
MERGEPRINT shows the smallest fluctuations in
task performance, which indicates that it remains
harmless even on the Mistral-based model. When
input optimization is omitted, task performance
varies significantly, thereby demonstrating the ef-
fectiveness of OptI. In Abel with IF applied, the
model shows improved performance on some tasks
because IF uses a retain dataset to counteract perfor-
mance degradation. However, this does not affect
the metric that requires the model’s performance
to remain unchanged. In Abel with IF applied, the
model’s performance improves on some tasks. This
improvement results from IF training on the retain
dataset to prevent performance degradation. How-
ever, this effect does not serve the goal of keeping
the model unchanged.

6915



Method α

Task Arithmetic TIES-merging

w/o DARE w/ DARE w/o DARE w/ DARE

Math Japanese VSR (↑) Math Japanese VSR (↑) Math Japanese VSR (↑) Math Japanese VSR (↑)

TRAP

0.10 0.33 0.77 0.00 0.33 0.77 0.00 0.32 0.73 0.00 0.04 0.26 0.00
0.30 0.38 0.62 0.00 0.38 0.62 0.00 0.24 0.71 0.00 0.05 0.30 0.00
0.50 0.42 0.38 0.00 0.42 0.38 0.00 0.06 0.66 0.00 0.06 0.28 0.00
0.70 0.42 0.24 0.00 0.42 0.24 0.00 0.01 0.59 0.00 0.00 0.25 0.00
0.90 0.38 0.15 0.06 0.38 0.15 0.06 0.00 0.47 0.00 0.04 0.22 0.00

IF

0.10 0.34 0.77 0.00 0.34 0.77 0.00 0.31 0.74 0.00 0.04 0.31 0.00
0.30 0.36 0.66 0.00 0.36 0.66 0.00 0.24 0.69 0.00 0.06 0.30 0.00
0.50 0.40 0.48 0.00 0.40 0.48 0.01 0.07 0.62 0.00 0.06 0.23 0.00
0.70 0.38 0.31 0.66 0.38 0.31 0.59 0.02 0.52 0.00 0.02 0.19 0.00
0.90 0.28 0.20 1.00 0.28 0.20 1.00 0.02 0.46 0.00 0.03 0.19 0.00

Ours

0.10 0.32 0.77 0.75 0.32 0.77 0.78 0.33 0.73 1.00 0.06 0.28 1.00
0.30 0.39 0.60 1.00 0.39 0.60 1.00 0.20 0.70 0.00 0.06 0.30 0.02
0.50 0.42 0.36 1.00 0.42 0.40 1.00 0.06 0.66 0.00 0.07 0.27 0.00
0.70 0.42 0.23 1.00 0.42 0.23 1.00 0.02 0.58 0.00 0.03 0.23 0.00
0.90 0.38 0.16 1.00 0.38 0.16 1.00 0.03 0.46 0.00 0.03 0.19 0.00

Table 15: θm = θb + α(θ̃abel − θb) + (1− α)(θshisa − θb). Merging Abel-7B-002 with embedded fingerprints and
Shisa-7B without embedded fingerprints. We evaluate mathematical performance on MGSM (Cobbe et al., 2021a;
Shi et al., 2022) and Japanese language performance on JAQKET (Masatoshi et al., 2020).

Method α

Task Arithmetic TIES-merging

w/o DARE w/ DARE w/o DARE w/ DARE

Math Japanese VSR (↑) Math Japanese VSR (↑) Math Japanese VSR (↑) Math Japanese VSR (↑)

TRAP

0.10 0.38 0.15 0.00 0.38 0.15 0.00 0.00 0.47 0.00 0.04 0.38 0.00
0.30 0.42 0.24 0.00 0.42 0.24 0.01 0.01 0.59 0.00 0.06 0.42 0.00
0.50 0.42 0.38 0.00 0.42 0.38 0.00 0.06 0.66 0.01 0.07 0.44 0.00
0.70 0.38 0.62 0.37 0.38 0.62 0.40 0.24 0.71 0.09 0.04 0.40 0.00
0.90 0.33 0.77 0.96 0.33 0.77 0.99 0.32 0.73 0.71 0.04 0.34 0.00

IF

0.10 0.38 0.15 0.00 0.37 0.15 0.00 0.02 0.47 0.93 0.06 0.39 0.00
0.30 0.42 0.24 0.00 0.39 0.29 0.00 0.02 0.59 0.87 0.03 0.46 0.00
0.50 0.40 0.58 0.65 0.42 0.38 0.58 0.06 0.66 1.00 0.04 0.49 0.40
0.70 0.42 0.73 1.00 0.42 0.73 1.00 0.24 0.71 1.00 0.05 0.45 0.49
0.90 0.32 0.77 1.00 0.37 0.78 1.00 0.32 0.73 1.00 0.04 0.33 0.67

Ours

0.10 0.38 0.15 1.00 0.38 0.15 1.00 0.01 0.47 1.00 0.05 0.40 1.00
0.30 0.42 0.24 1.00 0.42 0.24 1.00 0.01 0.58 1.00 0.04 0.43 1.00
0.50 0.42 0.37 1.00 0.42 0.37 1.00 0.06 0.66 1.00 0.06 0.47 1.00
0.70 0.38 0.60 1.00 0.38 0.60 1.00 0.23 0.71 1.00 0.06 0.43 1.00
0.90 0.32 0.77 1.00 0.32 0.77 1.00 0.34 0.73 1.00 0.04 0.30 1.00

Table 16: θm = θb + α(θ̃shisa − θb) + (1 − α)(θabel − θb). Merging Shisa-7B with embedded fingerprints and
Abel-7B-002 without embedded fingerprints. We evaluate mathematical performance on MGSM (Cobbe et al.,
2021a; Shi et al., 2022) and Japanese language performance on JAQKET (Masatoshi et al., 2020).

Model Evaluation Tasks (↑) Difference (↓)

ARC-C ARC-E CSQA GSM8K HSwag OBQA PIQA Toxigen TriQA Wino Diff Avg Diff Std

Abel-7B-002 (Orig.) 49.83 78.70 38.00 69.52 63.45 31.80 80.52 43.40 31.86 72.69 - -
Abel-7B-002 (IF) 52.30 79.76 42.75 68.46 63.55 33.00 80.58 43.62 38.01 72.30 1.75 2.65
Abel-7B-002 (MP w/o OptI) 49.41 78.16 39.07 69.52 63.49 32.20 80.30 43.67 29.06 72.30 0.61 0.99
Abel-7B-002 (MP) 49.66 78.58 38.74 69.98 63.58 32.00 80.69 43.72 29.03 72.53 0.53 0.95

Shisa-7B (Orig.) 45.39 75.84 55.61 31.77 57.98 30.20 77.91 47.23 39.66 68.98 - -
Shisa-7B (IF) 44.80 73.44 56.18 29.87 58.56 31.80 77.58 44.04 37.40 68.75 1.37 1.69
Shisa-7B (MP w/o OptI) 45.82 75.72 53.89 30.63 57.90 30.40 78.40 46.38 39.39 68.82 0.55 0.75
Shisa-7B (MP) 45.73 75.88 54.63 31.01 58.05 31.20 78.02 47.02 40.48 69.06 0.44 0.58

Table 17: We report performance changes with the average absolute differences (Diff Avg) and the standard deviation
of differences (Diff Std) relative to the original models.

6916


