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Abstract

Generative models such as Large Language
Models (LLMs) and Multimodal Large Lan-
guage Models (MLLMs) trained on massive
datasets can lead them to memorize and in-
advertently reveal sensitive information, rais-
ing ethical and privacy concerns. While some
prior works have explored this issue in the con-
text of LLMs, it presents a unique challenge
for MLLMs due to the entangled nature of
knowledge across modalities, making compre-
hensive unlearning more difficult. To address
this challenge, we propose Modality Aware
Neuron Unlearning (MANU), a novel unlearn-
ing framework for MLLMs designed to selec-
tively clip neurons based on their relative im-
portance to the targeted forget data, curated
for different modalities. Specifically, MANU
consists of two stages: important neuron se-
lection and selective pruning. The first stage
identifies and collects the most influential neu-
rons across modalities relative to the targeted
forget knowledge, while the second stage is
dedicated to pruning those selected neurons.
MANU effectively isolates and removes the
neurons that contribute most to the forget data
within each modality, while preserving the in-
tegrity of retained knowledge. Our experiments
conducted across various MLLM architectures
illustrate that MANU can achieve a more bal-
anced and comprehensive unlearning in each
modality without largely affecting the overall
model utility. !

1 Introduction

The rapid advancement of Large Language Mod-
els (LLMs) (Brown et al., 2020; Chowdhery et al.,
2023; Touvron et al., 2023; Fu et al., 2024; Qin
et al., 2023) and Multimodal Large Language Mod-
els (MLLMs) (Liu et al., 2024a; Ye et al., 2023,
2024; Zhu et al., 2023; Zhang et al., 2025b,a) have
showcased their exceptional capabilities across var-
ious Al domains (Ouyang et al., 2022; Tan et al.,
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Figure 1: Comparison of MANU with the previous ap-
proach in responding to questions related to unlearned
targets, using multimodal inputs (i.e., images with asso-
ciated text) and pure text inputs, respectively.

2024; Ni et al., 2025; Zhang et al., 2024b), largely
due to extensive pre-training and fine-tuning on
vast data corpus. However, this remarkable learn-
ing ability also poses risks such as privacy viola-
tions and copyright infringements. Since retraining
from scratch while excluding these data is compu-
tationally expensive, Machine Unlearning (MU)
(Nguyen et al., 2022; Wang et al., 2024b; Liu et al.,
2024c,f) has emerged as an efficient alternative to
remove the influence of sensitive data while pre-
serving overall model performance.

Recent research has advanced MU techniques
for LLMs (Zhang et al., 2024a; Liu et al., 2024g;
Yao et al., 2023; Pochinkov and Schoots, 2024; Dou
et al., 2024) while neglecting the case of MLLMs.
Although extending MU methods from LLMs to
MLLMs may seem intuitive, Liu et al. (2024e) high-
lights that such adaptations often result in imbal-
anced unlearning, where knowledge is removed
in multimodal (image-text) level but remains in
unimodal (text-only) level (e.g. Figure 1). This
discrepancy arises from fundamental differences
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between LLMs and MLLMs, particularly in knowl-
edge representation and integration. While LLMs
store target knowledge within a single modality,
MLLMs integrate cross-modal interactions that
entangle knowledge, making selective unlearning
more challenging and potentially leading to drastic
unintended knowledge loss. We provide a detailed
explanation is provided in Section 2.

To address this challenge, we propose MANU, a
novel two-stage unlearning approach that strategi-
cally prunes neurons associated with target knowl-
edge entangled across both vision and textual
modalities. Specifically, the first stage focuses on
identifying critical neurons that contribute signifi-
cantly to the forget dataset. This is achieved using
four importance functions: absolute importance,
frequency importance, variance importance, and
root mean square importance functions. In the sec-
ond stage, a scoring function is defined to evaluate
neurons based on the importance scores calculated
in the previous stage, facilitating the pruning of
these neurons from the original model. Our main
contributions are as follows:

1. We investigate the unique challenge of MLLM
unlearning and highlight the limitations of pre-
vious methods designed for unimodal LLMs,
which lack modality-specific design. Conse-
quently, even when applied to multimodal in-
puts, these methods lead to imbalanced un-
learning, effectively removing target knowl-
edge in multimodal inputs while retaining it
in unimodal level.

2. We propose MANU, the first modality-aware
unlearning framework for MLLMs, which
disentangles and removes modality-specific
knowledge while preserving model utility
across multiple perspectives.

3. Experiments and case studies demonstrate the
effectiveness of MANU in unlearning sensi-
tive knowledge across modalities while pre-
serving model utility in various MLLMs.

2 Motivation

Inspired by (Liu et al., 2024e), which highlights
the challenge of imbalanced unlearning in MLLMs,
where unimodal LLM methods fail to remove
knowledge across modalities. In particular, unlearn-
ing in one modality does not necessarily eliminate
the corresponding knowledge in another, leading
to knowledge retention. We hypothesize that this
occurs due to entangled knowledge representations

across modalities, making it insufficient to unlearn
from one modality alone. Specifically, the acti-
vated neuron varies by input type, meaning that
unlearned knowledge may persist even after tar-
geted unlearning.

To validate this hypothesis, we compare our
modality-aware approach with prior methods that
unlearn only multimodal knowledge, using ex-
clusively multimodal inputs. The heatmap com-
parisons are shown in Figure 2. Additionally,
we include the vanilla and retrained models from
MLLMU-Bench. We first examine the heatmap of
different unlearning algorithms on the forget set,
which contains data designated for removal. As
shown in Figure 2a and 2b, fainter colors indicate
lower knowledge retention, while deeper colors sig-
nify higher retention. Next, when comparing 2a
and 2b, we observe that while prior methods effec-
tively unlearn target knowledge from multimodal
inputs (2b), they fail to fully remove this knowl-
edge in the unimodal setting (2a), where only tex-
tual inputs are provided. This finding suggests that
inputs with different modalities activate distinct
neurons, underscoring the challenges of achieving
comprehensive unlearning across modalities. De-
tailed analysis of modality-specific performance is
provided in Section 5.1.

Furthermore, we present the heatmap of these
algorithms on the retain set with different input
types, as shown in Figure 2¢ and 2d. Unlike the
forget set, where knowledge should be erased, the
objective here is to preserve unrelated knowledge,
meaning that deeper colors indicate stronger reten-
tion ability. As expected, the vanilla and retrained
models exhibit the darkest colors across layers, in-
dicating strong knowledge retention on retain set.
However, unlearning algorithms such as GA and
Gradient Difference display noticeably lighter col-
ors, signifying unintended knowledge loss on the
retain set. Those heatmaps further reinforce the
findings of Liu et al. (2024e), demonstrating that
effective MLLM unlearning must disentangle mul-
timodal representations to prevent unintended loss
while preserving retained knowledge.

3 Method

In this section, we elaborate on MANU (Figure
3), a two-stage modality-aware pruning framework
designed to selectively remove sensitive informa-
tion forget set D, while preserving model utility
on retain set D, from MLLMs and various general
benchmarks. The first stage involves identifying
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Figure 2: Visualization of knowledge retention across
MLLM language module layers for different unlearning
methods on the forget/retain sets of MLLMU-Bench.
Figures 2a, 2¢ show text-only residuals, while Figures
2b, 2d depict multimodal residuals. The z-axis rep-
resents unlearning methods (Grad. Diff. as GD), the
y-axis shows layer indices, and darker red indicates
higher knowledge retention.

and selecting the most contributed neurons across
two modalities on the forget set.

3.1 Important Neuron Selection Stage

The first stage applies four importance functions
to assess the relative importance of neurons in the
language and vision MLP layers for both the forget
set Dy and retain set D,.. First, we leverage the ob-
servation that meaningful neuron activity is charac-
terized by deviations from zero, as most activations
remain close to zero by default (see Appendix A.1).
Given a neuron n and its corresponding activations
z, we define absolute importance (/,ps) to measure
the difference in activation magnitudes between
modalities relative to an arbitrary dataset D, cap-
turing the modality-specific processing preferences
of individual neurons:
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where modality-specific mean absolute activations
can be formulated as:
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where Diext, Dmuii C D, represent the dataset in
pure textual format and image with associated text
format, respectively. Here, zmui(d) and zex(d)
denote the absolute activation values of neuron n
when processing a sample d from the multimodal
and textual subsets, respectively. The normaliza-
tion ensures that neurons with strong activation dis-
parities between modalities are highlighted while
controlling for overall activation magnitude. The
small constant € in the denominator is added for
numerical stability, preventing division by zero.
Second, motivated by findings that neuron
activation distributions exhibit a sharp peak at
zero—indicating that most neurons remain inactive
by default, with only a subset selectively activating
in response to specific inputs (Zhang et al., 2021)
(see Appendix A.1 for elaborations)—we intro-
duce frequency importance (/freq) to quantify how
often a neuron’s activation significantly deviates
from zero. Since modality-relevant neurons are ex-
pected to fire more frequently when processing in-
puts from their associated modality, Ifeq helps dis-
tinguish consistently engaged neurons from those
that activate only sporadically. We first define the
modality-specific activation frequency as:

Nmulti = Hd € Dmulti ‘ ’zmulti<d)’ > 7—}‘7
Niext = Hd € Diext ‘ ’ztext(d” > 7—}‘

Using these definitions, we compute frequency im-
portance as:

AN
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AN = Nmulti - Ntexb
XN = Nmulti + Ntext-

This normalized frequency metric complements
absolute importance I,ps by focusing on activation
consistency rather than magnitude, enabling the
identification of neurons that may exhibit moderate
but reliable modality-specific responses.

Third, building on information theory principles
(Varley, 2023), which suggest that neurons carrying
more information should exhibit diverse activation
patterns rather than consistently remaining near
zero, we define variance importance (Iy,) to mea-
sure the spread of activation values within each
modality, thereby quantifying each neuron’s contri-
bution to modality-specific information processing.
Using the previously defined ot and Ziext, We
compute the variance within each modality as:
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Figure 3: The overall framework of MANU. The forget
and retain sets are first split into text-only and multi-
modal modalities. Neuron activations are then computed
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I, provides a statistically robust measure of how
differently a neuron responds across modalities.
Larger values indicate neurons that maintain dis-
tinct roles in processing multimodal versus uni-
modal inputs.

Finally, as highlighted by Liu et al. (2023), many
neuron activations may be redundant, meaning they
are consistently active across different inputs but
do not contribute meaningfully to specific outputs.
This suggests that a subset of neurons fire indis-
criminately rather than being specialized for partic-
ular tasks or modalities, leading to inefficiencies in
representation. To address this, we introduce root
mean square importance (/) to identify neurons
with consistently strong activations relative to the
overall activation pattern, formulated as:
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Ims emphasizes neurons with substantial modality-
specific activity while penalizing those with re-
dundant activation patterns, ensuring the identifica-
tion of truly specialized neural pathways for each
modality. Together, we aggregate these four impor-
tance functions into a unified importance measure
through a weighted combination. Specifically, for
any dataset D and neuron n, we compute:

I(D,n) := Y _ Ix(D,n)

kek

where IC = {laps, Ifreq> Ivar, Irms } TE€presents our
set of importance functions. This combined mea-
sure Z denotes the comprehensive assessment of
neuron importance by capturing different aspects
of neural activation patterns: magnitude (1), ac-
tivation frequency (Ifreq), activation diversity (Zyar),
and consistent strength (Iyys).

3.2 Selective Pruning Stage

In the second stage, we define a scoring function
Sy, that aims to determine the pruned neurons based
on the calculated importance from previous stage.
In particular, given forget set D and retain set D,,
we have:

I(Df’ n)

S":I(Dr,n)+e'

Now given a vanilla model 6 and a pruning rate
a, we perform selective pruning by choosing and
removing neurons based on their importance scores
relative to forget set D. Specifically, we can iden-
tify the set of neurons to prune by using the scoring
function S,:

N ={n: S, is among the top a% of all scores}.

For each selected neuron n € N, we perform the
pruning operation by setting its weights to zero and
obtain pruned model ¢’:

, 0

ifneN,

6 otherwise.

4 Experiments

In this section, we present extensive experiments to
validate the effectiveness of MANU. Specifically,
these experiments aim to address the following
research questions: (1) Can MANU effectively un-
learn the target knowledge from the model? (2)
Does MANU successfully address the unique chal-
lenge of imbalanced unlearning across different



modalities in MLLMs? (3) How do different prun-
ing ratios affect the effectiveness of MANU during
the unlearning process? (4) Can MANU achieve a
good balance between unlearning the target knowl-
edge and preserving the model’s utility?

4.1 Experimental Setup

Our experiments focus on unlearning fictitious
profiles at both visual and textual levels using
MLLMU-Bench (Liu et al., 2024¢), a benchmark
for evaluating unlearning in MLLMs. We conduct
experiments on LLaVA-1.5-7B (Liu et al., 2024a)
and Idefics2-8B (Laurencon et al., 2024), evaluat-
ing performance across four datasets to assess un-
learning effectiveness, generalizability, and model
utility. The Forget Set contains a subset of ficti-
tious profiles designated for unlearning effective-
ness, with 5%, 10%, and 15% selected for removal.
A corresponding Test Set mirrors this split but in-
cludes images transformed to different angles and
paraphrased text to assess generalizability. Lastly,
for model utility evaluation, we assess performance
using the Retain Set, Real Celebrity Set, and gen-
eral benchmarks. The Retain Set includes fictitious
profiles excluded from the Forget and Test Sets that
the model should retain, while the Real Celebrity
Set contains real-world celebrity profiles distinct
from fictitious ones. Additionally, to assess model
utility more comprehensively, we evaluate general
reasoning and helpfulness post-unlearning using
MMMU (Yue et al., 2024) and LLaVA-Bench (Liu
et al., 2024b), examining whether unlearning im-
pacts core model capabilities.

For each evaluation set, every approach is as-
sessed across three tasks. The classification task
presents a multiple-choice format to measure the
model’s ability to differentiate correct from incor-
rect associations. The generation task evaluates
factual accuracy and coherence using ROUGE-L
(Lin, 2004) and LLM-determined factuality scores.
The cloze test task measures the model’s ability to
complete missing information, evaluated via exact-
match accuracy. Details on evaluation metrics and
dataset construction are provided in Appendix B.

4.2 Baseline methods

For baselines, we compared Gradient Ascent (GA)
(Thudi et al., 2022), Gradient Difference (Liu et al.,
2022), KL Minimization (Nguyen et al., 2020),
Negative Preference Optimization (NPO) (Zhang
et al., 2024a) and a generic prevention strategies
using system prompts (prompting) to prevent mod-

els from producing privacy-related information.
Specifically, the GA approach applies opposite gra-
dient updates on Dy. The Gradient Difference ap-
proach extends GA by adding a gradient updates
on Dy and D, ensuring unlearning without per-
formance degradation. Next, the KL. Minimization
approach aligns the unlearned model’s predictions
on D, with the vanilla model while encouraging
divergence from the knowledge of D;. Lastly, the
NPO treats Dy as dispreferred data and casts un-
learning into a preference optimization framework,
utilizing an oracle model fine-tuned exclusively on
the D,.. Lastly, we employ a generic prevention
technique by utilizing a crafted system prompt (i.e.
prompting). Further details on the baselines can be
found in Appendix D.1.

4.3 Implementation Details

All experiments on both LLaVA and Idefics2 mod-
els are implemented on a server with 3 NVIDIA
A6000 GPUs and Intel(R) Xeon(R) Silver 4210R
CPU @ 2.40GHz with 20 CPU cores. Details can
be referred to Appendix D.2.

4.4 Main Results

To answer the first research question: Can MANU
effectively unlearn the target knowledge from
the model, we conduct extensive experiments on
MLLMU-Bench using different data splits across
various MLLMs. The results of these experiments
are presented in Table 1 and Table 4. For each
task in each dataset, we report the average perfor-
mance for both multimodal and unimodal evalua-
tion across three distinct tasks. From the table, it
is evident that MANU demonstrates exceptional
performance across all datasets and tasks on both
the LLaVA and Idefics2 models with different data
splits, consistently ranking as either the best or
second-best method among all baselines. Notably,
while GA-based approaches occasionally surpass
MANU in unlearning performance (e.g., LLaVA
model with a 15% forget split), it is crucial to em-
phasize the importance of preserving model utility
on the retain set and real celebrity set while selec-
tively unlearning knowledge from the Forget Set.
From this perspective, the superior unlearning per-
formance of GA-based methods often comes at a
significant cost to model utility, making them the
least effective approaches on maintaining model
utility. Lastly, NPO appears as another competitive
baseline due to its relatively stable performance
in both unlearning effectiveness and model util-



ity. However, it is not as effective as MANU in
achieving these two objectives.

5 Discussion

Though MANU achieves superior average perfor-
mance compared to other baselines, it remains un-
clear whether MANU effectively overcomes the
unique challenge inherent in MLLM unlearning. In
this section, we aim to address this concern by an-
swering three key questions essential to advancing
the understanding of MLLM unlearning.

5.1 Unlearning across modalities

As demonstrated in section 2, the unique challenge
of MLLM unlearning lies in the imbalanced ef-
fectiveness across modalities, where methods may
exhibit strong performance on one but struggle on
the other. Hence, this leads to the second question:
Does MANU successfully address the unique
challenge of imbalanced unlearning across dif-
ferent modalities in MLLMs? To investigate this
question, we decompose the average performance
from multimodal and unimodal evaluation results
in main table and analyze whether MANU achieves
more effective unlearning across different input
modalities in MLLMU-Bench, as shown in Figure
4. From figure 4, we observe that certain unlearn-
ing methods, such as GA and Gradient Difference,
demonstrate strong multimodal unlearning perfor-
mance but struggle in unimodal evaluation (e.g.,
Figure 4a). This discrepancy highlights the entan-
gled nature of knowledge across modalities, indi-
cating that unlearning from multimodal inputs does
not guarantee complete removal in unimodal set-
tings. Methods lacking modality-specific strate-
gies may fail to erase target knowledge equally
across modalities, leading to imbalanced un-
learning.

A similar imbalanced unlearning is observed in
methods like KL Minimization and NPO, which
exhibit stronger unlearning performance at multi-
modal level than in the unimodal setting. In con-
trast, MANU demonstrates the ability to unlearn
target knowledge across both modalities, as evi-
denced by the balanced reduction in Forget/Test
Set accuracy (e.g., Figure 4e). Additional analysis
for other data splits can be found in Appendix E.3.

5.2 Pruning Ratio Analysis

In this section, we address the third question: How
do different pruning ratios affect the effective-
ness of MANU during the unlearning process?

To investigate this, we adjust the pruning ratios
of the selected neurons to 2%, 5%, and 10%, and
observe the corresponding impact on overall per-
formance. Table 2 presents results for both models
using the 10% data split. Further experimental
results can be referred to Appendix E.2. As the
pruning ratio increases from 2% to 10%, we ob-
serve larger effects on both unlearning performance
and model utility. For instance, with a 10% prun-
ing ratio in the LLaVA model, MANU improves
unlearning performance on the forget and test sets
compared to 2% pruning, reducing classification
accuracy from 38.36% to 34.81% and from 37.24%
to 32.93%, respectively. However, this improve-
ment comes at the cost of reduced model utility on
the Retain and Real Celebrity Sets, with classifi-
cation accuracy dropping from 44.89% to 34.22%
and from 48.02% to 43.10%, respectively. A sim-
ilar trend is observed in the Idefics2 model. This
result shows that higher pruning ratios enhance un-
learning performance but disrupt the balance with
utility, ultimately reducing model utility. This oc-
curs because higher pruning ratios remove neurons
that are less critical to the forget set but essential
for preserving model utility across other datasets.

5.3 Unlearning v.s. Model Utility

Lastly, balancing unlearning and model utility re-
mains a critical challenge in the field of unlearning.
Hence, can MANU achieve a good balance be-
tween unlearning the target knowledge and pre-
serving the model’s utility? Similar to MLLMU-
Bench, we decompose "model utility" into three
perspectives: retain accuracy, neighboring concepts
(Real Celebrity Set), and general model abilities, in-
cluding reasoning and helpfulness, which are eval-
uated using MMMU (Yue et al., 2024) and LLaVA-
Bench (Liu et al., 2024b). The results are shown in
Figure 5 from left to right.

From the figures, we observe that MANU main-
tains a robust balance between unlearning perfor-
mance and model utility across various aspects.
The better an algorithm balances these two aspects,
the closer it will appear to the top-right in the figure,
indicating a larger difference in forget accuracy and
higher retain accuracy. For example, in Figures 5a
and 5b, MANU achieves a comparable reduction
in Forget Set accuracy to GA-based approaches
while maintaining high accuracy on the Retain and
Real Celebrity sets. Similarly, when evaluating
model reasoning abilities using MMMU and Llava-
Bench (i.e. Figures 5c and 5d), MANU performs



Forget Set Test Set Retain Set Real Celebrity
Models Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze
Acc (}) Score(]) Score(l) Acc(l) | Acc()) Score(l) Score(l) Acc(l) | Acc(?) Score(?) Score(?) Acc(f) | Acc(f) Score () Score () Acc(})
LLaVA-1.5-7B (5% Forget)
Vanilla 51.70% 0.645 6.78 25.81% | 47.86% 0.539 4.89 23.01% | 46.11% 0.632 6.41 27.83% | 51.80% 0.479 5.47 17.35%
GA 44.40% 0.485 3.38 17.19% | 38.40%  0.384 3.47 16.47% | 39.09% 0.495 297 18.96% | 45.56% 0.414 3.42 8.66%
Grad. Diff. 43.60% 0.507 3.05 16.00% | 43.41% 0.323 3.83 16.19% | 41.07% 0.508 4.14 16.90% | 46.52% 0.364 3.26 9.31%
KL Minimization | 46.80% 0.574 5.04 20.46% | 45.20% 0.396 4.54 20.04% | 38.83% 0.478 4.20 21.03% | 45.64% 0.418 3.49 14.53%
Prompting 46.80% 0.558 4.51 23.81% | 44.87% 0.415 4.18 21.99% | 42.99% 0.612 5.42 26.75% | 51.60%  0.443 543 17.18%
NPO 45.61% 0.525 3.41 22.76% | 44.44% 0.347 391 20.00% | 42.61% 0.515 4.38 21.37% | 49.51% 0.450 4.63 15.16%
MANU 41.25% 0491 321 17.08% 41.67%  0.334 381 15.78% | 43.38%  0.542 445 24.08% | 49.57%  0.448 4.67 16.01%
LLaVA-1.5-7B (10% Forget)
Vanilla 49.15% 0.594 6.40 2697% | 47.41% 0.510 5.20 25.43% | 46.68% 0.582 5.44 28.49% | 51.80% 0.479 547 17.35%
GA 43.85% 0.510 351 2091% | 40.60% 0.421 3.19 15.77% | 41.91% 0.471 3.36 19.52% | 42.64% 0.320 343 10.53%
Grad. Difference | 41.60%  0.508 3.16 18.79% | 39.08%  0.414 3.07 14.50% | 43.71% 0.474 3.28 17.55% | 40.94% 0.391 3.44 10.51%
KL Minimization | 44.80% 0.579 4.12 22.69% | 42.75% 0.420 329 20.50% | 39.93% 0.456 3.82 20.70% | 45.58% 0.462 3.13 14.90%
Prompting 48.41% 0.561 4.75 26.55% | 47.29% 0.479 421 24.11% | 45.97% 0.577 5.43 26.12% | 51.60%  0.471 443 17.16%
NPO 47.40% 0.515 5.05 22.10% | 46.42% 0.428 4.25 21.66% | 44.81% 0.488 535 22.29% | 47.89% 0.451 4.53 16.33%
MANU 38.36%  0.503 3.48 19.44% 37.24%  0.402 3.06 15.61% | 44.89%  0.538 535 24.61% | 48.02%  0.466 4.32 15.68%
LLaVA-1.5-7B (15% Forget)
Vanilla 51.87% 0.575 6.34 26.62% | 47.53% 0.502 4.08 25.33% | 48.06% 0.585 5.46 28.51% | 51.80% 0.479 5.47 17.35%
GA 40.93%  0.482 351 17.33% | 39.64%  0.371 3.57 17.67% | 40.43% 0.460 3.66 19.14% | 40.36% 0.378 3.54 10.13%
Grad. Diff. 43.47% 0.518 3.98 18.78% | 42.18%  0.401 3.61 18.11% | 41.82% 0.476 3.28 21.30% | 41.21% 0.417 3.45 11.37%
KL Minimization | 47.60% 0.541 4.57 23.44% | 43.20% 0.439 378 21.09% | 42.96% 0.442 4.42 22.28% | 42.58% 0.415 321 14.41%
Prompting 49.73% 0.547 4.63 26.00% | 46.81% 0.483 3.67 24.56% | 47.09% 0.585 5.46 26.36% | 51.60%  0.458 491 16.84%
NPO 45.52% 0.509 4.39 20.63% | 43.43% 0.439 4.01 21.88% | 46.84% 0.525 4.98 23.31% | 48.09% 0.433 4.11 14.10%
MANU 42.05% 0.481 373 1791% 41.75% 0.360 3.52 17.01% | 46.86%  0.557 5.19 24.62% | 50.42%  0.448 4.05 16.77%

Table 1: Overall average results of baseline methods and MANU on LLaVA, combining multimodal and unimodal
evaluations across three forget setups. Bold denotes the best performance, underline the runner-up. Each method is
evaluated on four MLLMU-Bench datasets using classification accuracy, ROUGE-L, factuality, and cloze accuracy.
Factuality Score is abbreviated as Fact. Score. e, , and « represent classification, generation, and cloze evaluations,
respectively. | indicates lower is better, 1 indicates higher is better.
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Figure 4: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal
setups with 5% forget data, using LLaVA as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis
represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,
evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,
ROUGE-L score, and cloze accuracy, respectively. The x-axis represents performance across different modalities.

comparably to prompting techniques while signifi-  Appendix E.4 and E.6.
cantly surpassing them in forget set accuracy. Thus,
MANU effectively balances unlearning and model 6 Related Work

utility across multiple dimensions. Further analy-
sis and additional ablation studies can be foundin =~ MU for Generative Models. As LLMs and

MLLMs memorize large amounts of sensitive



Forget Set Test Set Retain Set Real Celebrity

Models Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze

Acc (}) Score(]) Score(]) Acc(l) | Acc()) Score(l) Score(l) Acc(l)| Acc(?) Score(T) Score(T) Acc(?) | Acc(T) Score () Score () Acc (1)

LLaVA-1.5-7B (10% Forget)
Vanilla 49.15% 0.594 6.40 26.97% | 47.41% 0.510 5.20 25.43% | 46.68% 0.582 5.44 28.49% | 51.80% 0.479 547 17.35%
MANU (2%) | 38.36%  0.503 3.48 19.44% | 37.24%  0.402 3.06 15.61% | 44.89%  0.538 5.35 24.61% | 48.02%  0.466 432 15.68%
MANU (5%) | 37.79%  0.468 3.27 18.47% | 3545%  0.388 3.05 11.20% | 41.60%  0.478 4.39 22.61% | 45.04%  0.421 3.54 11.78%
MANU (10%) | 34.81%  0.425 3.10 18.10% | 32.93%  0.341 297 10.22% | 34.22%  0.468 4.03 18.16% | 43.10%  0.378 339 10.27%
Idefics2-8B (10% Forget)

Vanilla 54.48%  0.645 6.27 46.55% | 48.09%  0.492 5.36 2781% | 47.52%  0.643 6.63 43.37% | 52.75%  0.459 5.75 20.05%
MANU (2%) | 36.49%  0.366 3.17 30.67% | 35.32%  0.333 3.10 16.66% | 43.95%  0.566 4.98 41.61% | 50.81%  0.430 4.22 19.26%
MANU (5%) | 35.11%  0.342 3.05 28.88% | 3427%  0.329 3.08 15.58% | 39.63%  0.507 453 40.59% | 49,10%  0.427 4.12 18.00%
MANU (10%) | 30.24%  0.297 2.99 26.53% | 31.33%  0.305 3.01 14.72% | 35.77%  0.501 447 38.19% | 48.87%  0.419 4.06 17.94%

Table 2: Overall results of MANU with varying pruning ratios on two base MLLM models under a 10% forget data
setup. For each MLLM, the pruning ratio is iteratively increased from 2% to 10%.
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Figure 5: The overall trade-off between unlearning effectiveness and model utility across all baselines using different
forget data, with LLaVA as the base model. The x-axis shows the difference in forget classification accuracy relative
to the vanilla model, while the y-axis reflects model utility from various perspectives. From left to right, these
perspectives include retain accuracy, real celebrity accuracy, MMMU, and LLaVA-Bench performance, respectively.

knowledge during pre-training and fine-tuning, pri-
vacy concerns have grown with the rise of gener-
ative models (Liu et al., 2024d; Nasr et al., 2023;
Liu et al., 2024f; Zhang et al., 2023). Machine
Unlearning (MU) offers an efficient solution to se-
lectively erase unwanted information while preserv-
ing overall model performance. Yao et al. (2023)
formalized unlearning objectives for LLMs, intro-
ducing a gradient-ascent-based approach to remove
harmful knowledge. To address catastrophic for-
getting, task vector-based approaches have been
proposed (Ilharco et al., 2022; Liu et al., 2024g;
Dou et al., 2024). In response to the Right to Be
Forgotten (Dang, 2021; Bourtoule et al., 2021),
benchmarks like TOFU (Maini et al., 2024) and
MLLMU-Bench (Liu et al., 2024¢e) were devel-
oped using synthetic data, highlighting the need
for privacy-preserving methods. However, existing
unlearning algorithms are not explicitly designed
for MLLMs to achieve comprehensive unlearning
across modalities.

Model Pruning. Model pruning has proven to
be an effective approach for removing redundant
weights to enhance the performance and efficiency
of a model. For example, Conmy et al. (2023)
proposes a weight pruning-based technique to iden-
tify sub-circuits that contribute most to a specific
dataset. Additionally, pruning can be used to pre-

serve key model capabilities while reducing compu-
tational costs. For instance, Michel et al. (2019) in-
troduces a method to prune unused attention heads
without impacting overall performance. Pochinkov
and Schoots (2024) shows that pruning can be used
to unlearn specific behaviors of transformer models
through a selective neuron approach. Additionally,
it empirically demonstrates the effectiveness of neu-
ron pruning over weight pruning. However, with-
out a modality-specific pruning strategy, achieving
thorough unlearning to remove target knowledge
across different modalities remains challenging.

7 Conclusion

In this work, we address the challenge of imbal-
anced unlearning in MLLMs, which arises due
to distinct knowledge distributions and activa-
tion patterns across vision and language pathways.
To tackle this, we propose MANU, a modality-
aware neuron pruning framework that ensures bal-
anced unlearning across modalities while preserv-
ing model utility. Our approach first applies four
importance functions to analyze neuron activations
in MLP layers, then employs a scoring function to
identify and prune neurons most associated with the
targeted forget knowledge. Our results across mul-
tiple MLLMs demonstrate the efficacy of MANU
in achieving comprehensive unlearning while main-



taining the model utility.

8 Limitations

Adaptations to other applications Our method
is primarily designed to remove sensitive profiles
in MLLMU-Bench, where all profiles are fictitious
and fine-tuned on the vanilla model. However, it
would be valuable to explore how this pruning ap-
proach could be extended to unlearn other behav-
iors of MLLM models, such as harmful generations
and copyright infringements. Additionally, while
MANU is specifically designed for MLLMs, its
adaptation and performance on unimodal unlearn-
ing benchmarks, such as TOFU (Maini et al., 2024)
and WMDP (Li et al., 2024), remain unexplored,
which we leave for future work. We hope this study
serves as a foundation to inspire future research
toward developing a model-agnostic unlearning
framework.

Robustness of Machine Unlearning Although
factuality score is used as one of the evaluation met-
rics, ROUGE score remains an important measure
in our unlearning setting. However, as highlighted
by recent work (Ippolito et al., 2022), it may create
a false sense of privacy. Additionally, the robust-
ness of MANU against various attacks requires
further validation and exploration, which is crucial
as emphasized in prior studies (Lucki et al., 2024;
Cooper et al., 2024).

Potential Instability Furthermore, as discussed
in Section 5, variations in the pruning ratio sig-
nificantly affect both unlearning performance and
model utility. While MANU demonstrates superior
performance across tasks, it has yet to achieve an
optimal balance between unlearning effectiveness
and model utility. Thus, we position MANU as
a preliminary study showcasing the benefits of
a modality-aware design for MLLM unlearning,
laying the foundation for more robust and stable
approaches in future research.
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A Appendix: Important Function Design

A.1 Neuron Act. Distribution (Laps, Ifreq)

In Figure 6, we present examples of neuron acti-
vation distributions for both the language and vi-
sion modules, respectively. As shown in the fig-
ure, the majority (not all) of pre-activation neurons
exhibit a default activation of 0.0. This observa-
tion further reinforces the motivation behind our
first importance function [,,5, which leverages this
sparsity pattern to quantify the extent to which
activations deviate from zero. By capturing the
magnitude of deviation, I,,s allows us to identify
neurons that are more actively engaged in process-
ing modality-specific information, distinguishing
them from those that remain inactive across inputs.

Additionally, we observe a significant spike
around zero (Figure 6), which aligns with the find-
ings of Zhang et al. (2021), emphasizing that mean-
ingful nonzero activations occur only in select cases
where neurons contribute to specific information
processing tasks. This further validates the ratio-
nale behind our second importance function Ifeq
and underscores the necessity of capturing activa-
tion frequency when identifying neurons that are
crucial for processing the target dataset.

A.2 Information Diversity in Neural Act.
(Lvar)

One key insight from information theory is that sys-
tems carrying more meaningful information exhibit
diverse activation patterns rather than consistently
remaining near zero. This principle is particularly
relevant to our design of variance importance (Iyy;),
which quantifies the spread of neuron activation
values between modalities. Inspired by informa-
tion theory principles (Varley, 2023), I, is for-
mulated to capture the degree of information dif-
ferentiation across modalities—a higher variance
in activations implies stronger modality-specific
processing, while a lower variance suggests redun-
dancy or shared information. This metric allows
us to identify neurons that contribute distinctively
to multimodal versus unimodal inputs, ensuring
that pruning decisions target modality-specific in-
formation rather than broadly removing neurons
with minimal impact.

By leveraging variance as a measure of informa-
tion richness, our approach aligns with information
theory’s emphasis on quantifying uncertainty and
diversity in signal representations, ultimately lead-
ing to a more effective and principled method for
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Figure 6: Visualization of neuron activations across language MLP layers and vision MLP layers of MLLM. Figure
6a shows neuron activations of language layers, while Figure 6b illustrates neuron activation patterns of vision
layers. The x axis represents neuron activation value, the y axis shows the unnormalized probability density.

unlearning within MLLMs.

A.3 Contextual Sparsity (/yms)

Recent studies have demonstrated that a substantial
portion of neurons and attention heads in LL.Ms
remain inactive or contribute minimally to output
generation, highlighting the presence of significant
redundancy within model activations. The work of
Liu et al. (2023) formally establishes this by intro-
ducing the concept of contextual sparsity, which
leverages the observation that only a small, input-
dependent subset of parameters is necessary to ap-
proximate the full model’s output effectively. Em-
pirical findings in Liu et al. (2023) reveal that up to
85% of MLP neurons can be pruned dynamically
at inference time without substantial degradation in
model performance. These results strongly indicate
that a large fraction of parameters within LLMs
are redundant across different inputs. Building
on these findings, we extend the notion of contex-
tual sparsity to modality-aware unlearning, where
redundant neurons may persist across different in-
put types without contributing to modality-specific
knowledge. This motivates our design of Root
Mean Square Importance (/;n,s), which quantifies
neurons with consistently high yet uninformative
activations. By identifying and pruning such neu-
rons, we ensure that unlearning targets modality-
relevant parameters while preserving overall model
utility.

B Appendix: MLLMU-Bench

B.1 Benchmark Overview

Our experimental results and observations are
primarily based on MLLMU-Bench (Liu et al.,

2024e), which aims to advance the understand-
ing of multimodal machine unlearning. We se-
lected MLLMU-Bench for its comprehensive eval-
uation across various modalities and tasks. Specif-
ically, it includes 500 fictitious profiles and 153
public celebrity profiles, each featuring over 14
customized question-answer pairs, assessed in both
multimodal and unimodal settings. From a mul-
timodal perspective, both the image and associ-
ated textual information of each individual’s profile
are provided, whereas the unimodal setting relies
solely on textual information. Inspired by (Liu
et al., 2024f), the benchmark is divided into four
subsets: Forget Set, Test Set, Retain Set, and
Real Celebrity Set, designed to evaluate unlearn-
ing algorithms in terms of efficacy, generalizability,
and model utility. For each of these properties,
MLLMU-Bench evaluates model performance on
classification, generation, and cloze tasks under
the aforementioned multimodal and unimodal set-
tings. Detailed statistics about the benchmark are
provided in Table 3.

B.2 Unlearning Efficacy

The Forget Set is designed to evaluate unlearning
efficacy of algorithms. Specifically, it is created by
randomly selecting 5%, 10%, and 15% of the 500
profiles, with each selected profile serving as an un-
learning target. The primary goal of this dataset is
to test the algorithm’s ability to erase target knowl-
edge while ensuring no residual traces of it remain.

B.3 Unlearning Generalizability

The Test Set is designed to evaluate the unlearning
generalizability of algorithms. It is derived from
the Forget Set by transforming both image and text



Statistics Number
Total Questions 20,754

* Image + Text Questions 10,377

* Pure Text Questions 10,377
Total Images 1,153
Forget Percentile 5%/10%/15%
Multiple-choice Questions 11,530
Free Generation Questions 4,612
Fill-in-the-blank Questions 4,612
Total Profiles 653

* Fictitious 500

* Real Celeb 153
Total Countries 70
Total Regions 240
Total Birth Years 211
Total Employement 145

Table 3: Key statistics of the MLLMU-Bench.

data. For images, MLLMU-Bench uses Arc2Face
(Papantoniou et al., 2024) to modify profile images
with different poses and angles. For text, it em-
ploys GPT-40 to paraphrase questions into varied
expressions. These transformations aim to assess
whether the model has truly unlearned the target
knowledge or still retains its transformed versions.

B.4 Model Utility

Lastly, the Retain Set and Real Celebrity Set are
designed to evaluate model utility from different
perspectives. The Retain Set consists of the re-
maining 95%, 90%, or 85% of profiles, excluding
the Forget Set. After the unlearning process, the
model is expected to maintain high-fidelity knowl-
edge of these profiles. The Real Celebrity Set
serves as a control set to measure unintended inter-
ference with general pre-trained knowledge after
unlearning. Like the other sets, it includes both
multimodal (image and text) and text-only formats
of real public figures.

B.5 Evaluation Metrics

As mentioned in the previous section, the post-
unlearned model is evaluated on classification, gen-
eration, and cloze tasks across both multimodal and
unimodal settings for each of these properties.

B.5.1 Classification Task

The classification task is designed around key at-
tributes of each profile (e.g., education, occupation)
by generating multiple-choice questions about per-
sonal details. In particular, the model is passed
with (image, x, y), where image represents the vi-
sual input in the multimodal setting (not applicable
in the unimodal setting), = is the question, and y

is the correct answer. The model then predicts g
based on the input z, and accuracy is calculated by
comparing g with the correct answer .

B.5.2 Generation Task

In addition to classification, MLLMU-Bench eval-
uates the generation capabilities of post-unlearned
models using free-generation questions. Each ques-
tion is tailored to an individual’s profile, with GPT-
40 generating answers based on the key attributes
extracted from the profile. MLLMU-Bench em-
ploys the ROUGE-L score and Factuality Score
for evaluation. Specifically, the ROUGE-L score
(Lin, 2004) measures the overlap of the longest
matching subsequences between generated and ref-
erence texts. Next, inspired by prior benchmarks
(Sun et al., 2023; Yu et al., 2024; Zheng et al.,
2023), the Factuality Score assesses the factual ac-
curacy and quality of generated responses using
GPT-4o0 as the evaluator. It is rated on a scale of 1
to 10, where 1 represents an inaccurate response,
and 10 signifies a fully correct and factually consis-
tent answer.

B.5.3 Cloze Test

Lastly, inspired by previous Cloze-style tasks for
evaluating models’ memorization abilities (Xie
et al., 2017; Duarte et al., 2024; Carlini et al.,
2021; Joshi et al., 2024), MLLMU-Bench incorpo-
rates a Cloze-style task to assess whether sensitive
information remains in the model after unlearn-
ing. Specifically, MLLMU-Bench provides only
the individual’s name as publicly available infor-
mation, replacing all other key attributes with a
[Blank]. The model is then prompted to complete
the missing information. This task aims to eval-
uate the model’s unlearning capability regarding
target knowledge when only partial context about
the individual is revealed.

C Rationale for Targeting MLP Layers

Recent research has demonstrated that MLP layers
serve as primary knowledge storage components in
transformer architectures. For example, (Huang
et al., 2024) introduces the concept of "knowl-
edge neurons," highlighting that specific neurons
within MLP layers are responsible for encoding
and storing information. By manipulating these
neurons, it is possible to edit or selectively remove
knowledge, offering fine-grained control over the
model’s retained information. Beyond individual
neurons, broader findings in knowledge editing lit-



erature reinforce the significance of MLP layers for
model knowledge control. Prior works have shown
that knowledge manipulation techniques, includ-
ing direct parameter modification and knowledge
attribution methods, consistently identify MLP lay-
ers as the primary repository of factual and task-
specific knowledge (Wang et al., 2024a; Meng
et al., 2022a,b). Given that vision transformers
share a fundamentally similar architecture with
language transformers, where MLPs play an anal-
ogous role in feature extraction and information
processing (Ghiasi et al., 2022), we extend this
insight to the vision tower as well. The effective-
ness of targeting MLPs for knowledge controlling
is further supported by recent work in LLM prun-
ing (Pochinkov and Schoots, 2024), which demon-
strates that modifying MLP layers enables precise
control over model knowledge while maintaining
core model capabilities.

D Appendix: Implementation Details

D.1 Baseline Methods

D.1.1 Gradient Ascent

The Gradient Ascent approach (Thudi et al., 2022)
is a simple yet effective method for unlearning.
The primary goal of GA is to increase the loss for
samples in the forget set Dy, thereby minimizing
the likelihood of the model retaining specific in-
formation about these profiles. In particular, for
each sample x € Dy, GA aims to maximize the
loss, driving the model away from its original pre-
dictions. The objective is to maximize the average
loss across the Dy:

where ¢(z, w) denotes the loss for a sample x with
model parameters w. This process encourages the
model to unlearn the associations it formed during
fine-tuning with respect to the forget set.

D.1.2 Gradient Difference

Gradient Difference (Liu et al., 2022) builds upon
Gradient Ascent by balancing the unlearning of
the forget set with the preservation of performance
on the retain set D,.. The objective is to increase
the loss on Dy while minimizing the impact on
D,. This method ensures that the model forgets the
targeted data without negatively affecting unrelated
knowledge. The overall loss function is defined as:

Ediff = _‘C(Dﬂ w) + ‘C(D% ’LU),

where £(D,, w) is the loss computed on the retain
set and w indicates the model parameters. By op-
timizing this combined loss, the model selectively
forgets the specified profiles while retaining perfor-
mance on the rest of the dataset.

D.1.3 KL Minimization

The KL Minimization method (Nguyen et al., 2020)
aims to align the model’s predictions on the re-
tain set with those of the original fine-tuned model
while encouraging divergence on the forget set.
Specifically, it minimizes the Kullback-Leibler
(KL) divergence between the outputs of the cur-
rent model and the original model for samples in
D,., ensuring that important knowledge is retained.
Simultaneously, the conventional loss is maximized
on Dy. Formally, the objective is:

—L(Dyw) + ;T‘ S KL(M, M) (5)

SEDT

Lx1, =

where M, and M, represent the original and cur-
rent models, respectively. This method ensures that
unlearning is targeted while the model’s behavior
on the retain set remains unchanged.

D.1.4 Generic Prevention using prompt

To demonstrate the applicability of system prompts
in unlearning scenarios, we append a system
prompt to the unlearned model during evaluation
as follows:

"You are a helpful, respectful, and hon-
est assistant. When generating your
response, please do not generate any
personal-related information."

This provides a concise instruction that supple-
ments the default system prompt, explicitly instruct-
ing the model not to generate any privacy-related
content.

D.1.5 Negative Preference Optimization

Negative Preference Optimization (NPO) tech-
nique aims to address the issue of catastrophic
collapse that often associated with gradient ascent
methods. NPO (Zhang et al., 2024a) is inspired
by preference-based learning (Rafailov et al., 2024;
Ouyang et al., 2022; Bai et al., 2022), where it oper-
ates within the preference optimization framework,
targeting negative samples from the Dy. In particu-
lar, the NPO loss function is defined as follows:

) B
Lnpo = EE(fc,y)EDf [log (1 * (7125(22"9;))) )]



where 7y (y|z) represents the prediction probability
of the current model for token y given the input x,
and 7e(y|x) is the prediction probability from the
reference model trained on the entire dataset. The
parameter 5 controls the smoothness of the opti-
mization, and as 5 — 0, the NPO loss converges to
the standard gradient ascent loss. By minimizing
this loss, NPO decreases the model’s dependence
on the Dy, thereby promoting a more stable un-
learning process while preventing the rapid degra-
dation commonly observed with gradient ascent
methods. In our experiments, we set 5 = 0.9,
following the default setting from the original pa-
per and MLLMU-Bench. Then, we define s by
fine-tuning the pre-trained model solely on the D,.

D.2 Hyperparameters Settings

Here, we present the hyperparameter settings for
MANU using LLaVA and Idefics2 as the base mod-
els. Since the pruning process does not involve
gradient updates, the primary tunable parameter is
the batch size, which we set to 4. All experiments
are conducted on NVIDIA A6000 GPUs (48 GB).

E Appendix: Additional Experiments

E.1 Main Experiments (Idefics2)

In this section, we present additional experiments
on MLLMU-Bench using Idefics2 as the base
model, with results shown in Table 4. The trends
align with Table 1 for LLaVA, where MANU out-
performs baselines across all datasets and tasks,
consistently ranking first or runner-up.

E.2 Pruning Ratio Analysis:

In this section, we present additional analyses on
the influence of different pruning ratios on unlearn-
ing effectiveness and model utility, as shown in
Tables 5. As observed in these tables, regardless of
the split ratio for the forget set, the trend remains
consistent with the findings in Table 2. Specif-
ically, as the pruning ratio increases, unlearning
performance improves, but model utility deterio-
rates. These experimental results further validate
the phenomenon that larger pruning ratios can dis-
rupt the balance between effective unlearning and
model utility.

E.3 Unlearning across modalities

Here, we present additional experiments evaluat-
ing the unlearning effectiveness of all tested algo-
rithms using forget split ratios of 10% (Figure 7)

and 15% (Figure 8), with Llava as the base model.
These experiments aim to demonstrate that MANU
effectively addresses the unique challenge of in-
complete unlearning across different input types
in the context of MLLM unlearning. As shown in
the figures, we observe a trend similar to that in
Figure 4. In particular, while some algorithms (e.g.
GA based algorithms) perform well in multimodal
evaluation, they often exhibit shortcomings in uni-
modal evaluation due to the absence of a curated
modality-specific design. This further underscores
the importance of modality-aware methodologies
in MLLM unlearning.

E.4 Appendix: Unlearning v.s. Utility

In this section, we present additional experiments
analyzing the trade-off between unlearning effec-
tiveness and model utility using Idefics2 as the base
model. The detailed results are shown in Figure
12. Same as the observations in Figure 5, MANU
consistently outperforms other baselines, as it is
typically closest to the top-right corner—indicating
a better balance between unlearning effectiveness
and model utility. Notably, MANU achieves un-
learning performance comparable to GA-based
methods while maintaining competitive model util-
ity across different perspectives.

E.5 Appendix: Additional Utility Datasets

In addition to the evaluations already in-
cluded—specifically on MMMU and LLaVA-
Bench, we present results on three additional down-
stream benchmarks to further assess the functional
utility of MANU across a diverse range of mul-
timodal tasks. These benchmarks include: MIA-
Bench (Qian et al., 2024) for evaluating conver-
sational abilities, MM-Vet (Yu et al., 2023) for
assessing integrated multimodal reasoning, and
MMStar (Chen et al., 2024) for testing vision-
indispensable capabilities.

In Table 6, we report the average performance
of the vanilla model and unlearned models using
various unlearning methods on these benchmarks.
As shown in the Table, MANU performs compet-
itively across all three benchmarks, often outper-
forming or matching the baselines. These results
suggest that MANU effectively preserves cross-
modal alignment and functional utility, even after
selective neuron pruning.



Forget Set Test Set Retain Set Real Celebrity
Models Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze
Acc (}) Score () Score(l) Acc(l) | Acc(l) Score(l) Score(l) Acc(l) | Acc(T) Score(T) Score () Acc(?) | Acc(?) Score(?) Score(?) Acc (1)
Idefics-2-8B (5% Forget)
Vanilla 53.80% 0.630 6.22 44.75% | 47.86% 0.434 5.00 24.97% | 46.11% 0.644 6.51 42.35% | 52.75% 0.459 5.75 20.05%
GA 36.27% 0.405 2.90 30.07% | 38.40%  0.374 3.42 21.44% | 39.09% 0.410 3.81 28.01% | 41.27% 0.202 2.62 15.07%
Grad. Diff. 40.38% 0.426 3.96 32.24% | 41.41% 0.408 373 22.66% | 40.07% 0.408 4.05 33.19% | 43.52% 0.363 391 16.37%
KL Minimization | 39.69% 0.459 3.39 36.79% | 45.20% 0.419 4.24 23.32% | 38.83% 0.393 3.76 39.82% | 45.64% 0.360 3.27 17.74%
Prompting 45.45% 0.492 3.91 42.61% | 44.87% 0.423 4.39 23.88% | 44.99% 0.601 5.02 42.05% | 52.00%  0.427 4.88 19.95%
NPO 43.29% 0.501 4.87 39.77% | 41.98% 0.391 4.47 22.75% | 41.19% 0.484 4.57 39.99% | 50.05% 0.384 4.05 18.17%
MANU 37.13% 0413 3.20 32.11% 35.55%  0.361 391 2097% | 42.71%  0.538 4.60 40.01% | 50.09%  0.399 4.11 18.80%
Idefics-2-8B (10% Forget)
Vanilla 54.48% 0.645 6.27 46.55% | 48.09% 0.492 5.36 27.81% | 47.52% 0.643 6.63 43.37% | 52.75% 0.459 5.75 20.05%
GA 37.81% 0.459 3.09 31.05% | 38.17%  0.313 3.64 20.43% | 38.15% 0.494 4.56 33.58% | 42.16% 0.250 275 15.88%
Grad. Diff. 36.60% 0.471 3.33 3557% | 40.22% 0.414 3.68 24.65% | 36.82% 0.461 4.34 35.80% | 41.52% 0.386 3.62 17.72%
KL Minimization | 41.28% 0.524 371 43.34% | 42.74% 0.491 3.75 25.00% | 38.10% 0.499 433 39.53% | 43.64% 0.395 342 18.58%
Prompting 46.40% 0.504 3.55 4527% | 45.10% 0.422 4.09 26.31% | 44.31% 0.634 5.06 43.27% | 52.00%  0.458 4.90 20.05%
NPO 42.91% 0.521 4.12 41.44% | 41.09% 0.399 3.77 23.11% | 42.39%  0.541 4.82 40.02% | 48.76% 0.421 3.91 17.39%
MANU 37.01%  0.467 345 29.98% 39.75%  0.355 3.51 21.88% | 43.07% 0.539 4.94 41.13% | 49.31% 0437 3.98 19.10%
Idefics-2-8B (15% Forget)
Vanilla 54.67% 0.630 6.42 46.33% | 47.99% 0.436 5.30 27.77% | 46.86% 0.645 6.48 42.81% | 52.75% 0.459 5.75 20.05%
GA 37.87% 0.335 323 31.11% | 37.90% 0.342 320 15.67% | 38.66% 0.444 3.06 28.95% | 43.56% 0.341 2.42 13.92%
Grad. Diff. 3533%  0.340 3.01 33.50% | 36.41% 0.310 2.99 18.59% | 36.07% 0.370 3.19 35.00% | 45.52% 0.408 3.03 15.88%
KL Minimization | 41.09% 0.521 4.03 4276% | 44.81% 0.428 3.94 23.67% | 39.54% 0.491 335 40.80% | 47.64% 0.419 3.79 17.72%
Prompting 45.73% 0.482 3.88 45.23% | 45.66% 0.409 372 26.16% | 43.01% 0.606 5.03 4227% | 52.00%  0.459 4.88 19.93%
NPO 41.44% 0.447 3.97 40.06% | 38.75% 0.389 3.49 22.10% | 43.23%  0.597 5.17 40.19% | 48.99% 0.424 4.07 18.88%
MANU 36.49% 0.366 3.17 30.67% 3532%  0.333 3.10 16.66% | 43.95% 0.566 4.98 41.61% | 50.81%  0.430 422 19.26%

Table 4: Overall average performance of baseline methods and MANU on Idefics2, combining multimodal and
unimodal evaluations across three forget setups. Bold indicates the best performance, and underline denotes the
runner-up. Each method is evaluated on four datasets from MLLMU-Bench, assessed by classification accuracy,
ROUGE-L score, factuality score and cloze accuracy. We abbreviate the Factuality Score as Fact. Score due to
space limits. e, e, and » represent classification, generation and cloze evaluations, respectively. | indicates that lower
values are better, while 1 indicates that higher values are better.

Forget Set Test Set Retain Set Real Celebrity

Models Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze

Acc () Score(]) Score(]) Acc(l) | Acc(]) Score(]) Score(l) Acc(]) | Acc(f) Score (1) Score(?) Acc (1) | Acc (1) Score (1) Score (1) Acc (1)

LLaVA-1.5-7B (5% Forget)
Vanilla 51.70%  0.645 6.78 25.81% | 47.86%  0.539 4.89 23.01% | 46.11%  0.632 6.41 27.83% | 51.80%  0.479 5.47 17.35%
MANU (2%) | 41.25%  0.491 3.27 17.08% | 41.67%  0.334 3.81 15.78% | 43.38%  0.542 4.45 24.08% | 49.57%  0.448 4.67 16.01%
MANU (5%) | 36.25%  0.477 3.16 13.54% | 39.17%  0.291 3.56 1571% | 38.25%  0.514 4.14 10.02% | 49.09%  0.436 351 11.44%
MANU (10%) | 32.40%  0.473 3.01 11.25% | 33.40%  0.262 335 13.25% | 37.34%  0.476 3.97 11.62% | 48.77%  0.409 3.47 11.11%
Idefics2-8B (5% Forget)
Vanilla 53.80% 0.630 6.22 44.75% | 47.86% 0.434 5.00 24.97% | 46.11% 0.644 6.51 42.35% | 52.75% 0.459 5.75 20.05%
MANU (2%) | 37.13%  0.413 3.20 32.11% | 35.55%  0.361 391 2097% | 42.71%  0.538 4.60 40.01% | 50.09%  0.399 4.11 18.80%
MANU (5%) | 36.01%  0.339 3.13 30.18% | 34.97%  0.343 3.84 1598% | 41.54%  0.505 4.47 38.72% | 48.61%  0.376 3.96 17.27%
MANU (10%) | 31.87%  0.307 3.07 28.04% | 33.771%  0.321 3.53 15.05% | 39.80%  0.481 4.39 36.20% | 46.66%  0.352 3.77 16.93%
LLaVA-1.5-7B (15% Forget)
Vanilla 51.87%  0.575 6.34 26.62% | 41.53%  0.502 4.08 25.33% | 48.06%  0.585 5.46 28.51% | 51.80%  0.479 5.47 17.35%
MANU (2%) | 42.05% 0.481 3.73 17.91% | 41.75% 0.360 3.52 17.01% | 46.86% 0.557 5.19 24.62% | 50.42% 0.448 4.05 16.77%
MANU (5%) | 41.94%  0.477 3.24 17.26% | 41.35%  0.357 343 16.89% | 43.68%  0.509 5.19 17.27% | 49.77%  0.451 3.50 12.41%
MANU (10%) | 35.14%  0.468 3.11 1297% | 38.81%  0.327 3.40 14.53% | 41.76%  0.493 5.02 10.75% | 48.01%  0.410 3.41 10.78%
Idefics2-8B (15% Forget)

Vanilla 54.67%  0.630 6.42 46.33% | 47.99%  0.436 5.30 27.77% | 46.86%  0.645 6.48 42.81% | 52.75%  0.459 5.75 20.05%
MANU (2%) | 36.49%  0.366 3.17 30.67% | 35.32%  0.333 3.10 16.66% | 43.95%  0.566 4.98 41.61% | 50.81%  0.430 4.22 19.26%
MANU (5%) | 33.82%  0.328 3.15 28.88% | 34.44%  0.329 3.07 15.59% | 41.11%  0.528 4.54 39.63% | 49.93%  0.414 4.19 18.77%
MANU (10%) | 30.39%  0.301 3.13 25.93% | 32.46% 0315 3.01 1520% | 3941%  0.509 444 38.01% | 48.02%  0.403 4.07 18.01%

Table 5: Overall results of MANU with varying pruning ratios on two base MLLM models under a 5% and 15%
forget data setup. For each MLLM, the pruning ratio is iteratively increased from 2% to 10%.

E.6 Appendix: Ablations on Importance
Functions

To further investigate the contribution of each im-
portance function, here we provide additional abla-
tion studies where we iteratively zeroed out each
importance function in the scoring formula. The
results are displayed in Table 7. From the ablation
results, we observe that each importance function
contributes uniquely to the overall effectiveness
of MANU, and removing any single component
results in a noticeable trade-off between unlearn-
ing performance and utility preservation. Since the
trends for LLaVA and Idefics2 are consistent, we
use the LLaVA results as a representative example.

Specifically, removing Frequency Importance
(Ifreq) or Variance Importance (Iy,) substan-
tially worsens unlearning on the Forget and
Test sets—e.g., classification accuracy rises from
41.25% (MANU) to 47.35% and 46.67%, respec-
tively, indicating a failure to sufficiently erase the
target knowledge. These two metrics are particu-
larly valuable for identifying neurons consistently
and distinctively activated by forget data, thus sup-
porting targeted unlearning. On the other hand,
removing Absolute Importance (/yps) or RMS Im-
portance (I;ns) more prominently degrades per-
formance on the Retain and Real Celebrity sets.
For instance, when I, is excluded, Retain classi-
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Figure 7: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal

setups with 10% forget data, using LLaVA as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis

represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,

evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,

ROUGE-L score, and cloze accuracy, respectively. The z-axis represents performance across different modalities.
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Figure 8: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal
setups with 15% forget data, using LLaVA as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis
represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,
evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,
ROUGE-L score, and cloze accuracy, respectively. The z-axis represents performance across different modalities.
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Figure 9: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal
setups with 5% forget data, using Idefics2 as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis
represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,
evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,
ROUGE-L score, and cloze accuracy, respectively. The z-axis represents performance across different modalities.
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Figure 10: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal
setups with 10% forget data, using Idefics2 as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis
represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,
evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,
ROUGE-L score, and cloze accuracy, respectively. The z-axis represents performance across different modalities.
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Figure 11: Classification, generation, and cloze performance of MANU and baselines in multimodal and unimodal
setups with 15% forget data, using Idefics2 as the base model. In subplots (a), (b), (e), (f), (i), and (j), the y-axis
represents the change in classification accuracy, ROUGE-L score, and cloze accuracy relative to the vanilla model,
evaluated on the Forget and Test sets. In the remaining subplots, the y-axis indicates classification accuracy,
ROUGE-L score, and cloze accuracy, respectively. The x-axis represents performance across different modalities.

LLaVA (5% Forget Set)

Model MIA-Bench (Avg) MM-Vet (Avg) MMStar (Avg)
Vanilla 69.60 34.08 34.80
GA 57.29 28.92 29.83
Grad. Diff 59.02 30.28 30.13
KL Minim. 62.24 31.29 31.29
NPO 63.44 32.38 32.32
MANU 64.02 32.76 3241
Idefics2 (5% Forget Set)
Model MIA-Bench (Avg) MM-Vet (Avg) MMStar (Avg)
Vanilla 54.42 43.90 49.27
GA 47.71 35.12 40.90
Grad. Diff 48.58 36.67 41.02
KL Minim. 49.64 38.61 41.09
NPO 50.89 40.22 42.88
MANU 51.33 40.83 44.71

Table 6: Evaluation results on MIA-Bench, MM-Vet,
and MMStar for LLaVA and Idefics2 under the 5% For-
get Set setting. Higher scores indicate better perfor-
mance.

fication accuracy drops from 43.38% to 42.37%,
and Real Celebrity classification accuracy declines
to 46.59%. This suggests that I,s and I;yg are
important for preserving high-activation neurons
that contribute broadly to general reasoning, thus
maintaining utility. These findings support our
equal-weighting strategy, where each importance
score captures a distinct and complementary sig-
nal. While we acknowledge that learned or tuned

weightings might yield further improvements, we
leave such model-specific enhancements for future
work.

E.7 Appendix: Generalizability with Larger
MLLMs

To further evaluate the scalability and generalizabil-
ity of MANU to larger MLLMs, we conducted an
additional set of experiments using the LLaVA-13B
architecture. In this section, we only report results
for the 5% Forget Set split for reference, which
required fine-tuning a separate vanilla LLaVA-13B
model on the MLLMU-Bench dataset. The quanti-
tative results are presented in Table 8.

As it shown in the table, the observed perfor-
mance trends on LLaVA-13B are consistent with
those reported for the smaller 7B and 8B variants.
Specifically, MANU consistently ranks among
the top-performing methods across all evaluation
tasks. While GA and Gradient Difference occa-
sionally achieve marginally better scores in terms
of unlearning effectiveness, these methods gen-
erally underperform in preserving model utility.
Conversely, the Prompting-based approach demon-
strates strong utility preservation but exhibits signif-
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Figure 12: The overall trade-off between unlearning effectiveness and model utility across all baselines using
different forget data, with Idefics2 as the base model. The x-axis shows the difference in forget classification
accuracy relative to the vanilla model, while the y-axis reflects model utility from various perspectives. From left to
right, these perspectives include retain accuracy, real celebrity accuracy, MMMU, and LLaVA-Bench performance,

respectively.
Forget Set Test Set Retain Set Real Celebrity
Models Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze
Acc (}) Score (]) Score(|) Acc(l) | Acc(]) Score(]) Score(]) Acc(l) | Acc(T) Score(f) Score () Acc (1) | Acc(1) Score () Score (1) Acc ()
LLaVA-7B (5% Forget)
Vanilla 51.70 0.645 6.78 25.81 47.86 0.539 4.89 23.01 46.11 0.632 6.41 27.83 51.80 0.479 5.47 17.35
w/o Iops 40.33 0.472 330 16.83 41.67 0.354 3.62 14.15 4237 0.458 4.23 19.22 46.59 0.375 4.12 13.38
WIo Ifreq 47.35 0.612 4.09 25.01 45.67 0.472 422 21.78 45.12 0.522 5.16 24.16 49.86 0.459 4.99 15.73
w/0 Iyar 46.67 0.636 4.14 2492 | 4417 0.460 4.04 2275 44.09 0.564 5.39 24.64 50.61 0.461 4.85 16.07
WI0 Ipms 40.82 0.500 3.19 15.17 40.33 0.382 3.70 16.03 41.02 0.471 4.19 20.68 46.08 0.466 4.05 12.03
MANU 41.25 0.491 3.27 17.08 41.67 0.334 3.81 15.78 4338 0.542 4.45 24.08 49.57 0.448 4.67 16.01
Idefics2-8B (5% Forget)
Vanilla 53.80 0.630 6.22 4.75 47.86 0.434 5.00 24.97 46.11 0.644 6.51 42.35 52.75 0.459 5.75 20.05
w/o Iops 3598 0.403 3.17 3.32 33.86 0.354 3.89 18.55 41.06 0.542 4.50 39.22 | 4882 0.366 3.92 14.91
W/0 Ifreq 48.81 0.608 4.72 4.41 4239 0.407 4.07 2349 | 44.14 0.583 5.87 41.09 51.54 0.428 5.09 19.33
wl0 Iyar 46.65 0.588 4.66 4.83 4477 0.395 4.14 23.82 | 4534 0.626 5.80 4143 5222 0.417 4.99 19.15
w0 Ims 36.18 0.420 3.05 2.18 32.19 0.324 332 17.77 4091 0.507 4.44 37.19 | 46.88 0.342 373 14.11
MANU (full) | 37.13 0.413 3.20 2.11 35.55 0.361 391 20.97 4271 0.538 4.60 40.01 50.09 0.399 4.11 18.80

Table 7: Ablation study of MANU on two base MLLM models under a 5% forget data setup.

Lower scores on the

Forget/Test sets indicate better unlearning, while higher scores on the Retain/Celebrity sets indicate better utility

preservation.
Forget Set Test Set Retain Set Real Celebrity

Model Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze Class. Rouge Fact. Cloze

Acc (}) Score () Score(l) Acc(l)| Acc(l) Score(l) Score(l) Acc(l) | Acc(?) Score () Score(?) Acc (1) | Acc () Score(?) Score () Acc (1)

LLaVA-13B (5% Forget Set)

Vanilla 44.40 0.604 6.10 21.90 | 36.80 0.493 4.72 20.82 46.11 0.657 6.38 27.80 | 68.89 0.633 7.01 26.80
GA 34.04 0.423 2.98 1519 | 26.35 0.386 3.74 15.01 35.69 0.477 3.04 16.94 | 48.84 0.447 4.56 18.02
Grad. Diff | 34.16 0.435 3.95 15.55 25.99 0.362 3.80 16.13 37.54 0.498 3.55 18.80 | 49.25 0.493 4.97 18.34
KL Minim. | 38.64 0.561 4.17 19.97 31.06 0.432 4.13 18.62 40.00 0.571 4.18 20.07 55.29 0.555 5.44 22.15
Prompting | 42.99 0.588 5.36 20.80 34.80 0.454 4.52 20.91 42.81 0.622 5.23 27.66 | 67.72 0.633 6.93 25.76
NPO 35.12 0.473 341 18.77 29.73 0.397 3.89 17.77 40.79 0.565 4.55 20.23 59.83 0.579 5.86 22.54
MANU 33.65 0.434 3.13 1533 2541 0.382 3.70 16.08 42.88 0.593 4.72 22.75 59.97 0.585 6.08 22.80

Table 8: Overall results of MANU with varying pruning ratios on LLaVA-13B model under a 5% forget data setup.

Lower scores on the Forget/Test sets indicate better unlearning, while higher scores on the Retain/Celebrity sets

indicate better utility preservation.

icantly lower forgetting capability. MANU offers
a robust compromise, maintaining competitive un-
learning performance while preserving downstream
utility across all evaluation settings.

These findings reaffirm the central design hy-
pothesis behind MANU —that modality-specific
importance signals can be effectively extracted
and leveraged even within larger, more entangled
model architectures. Additionally, we note that
italicized emphasis used in our main tables to in-
dicate second-best values may not be easily distin-
guishable in print. In the revised manuscript, we
will replace italics with underlined formatting for
improved visual clarity. This extension strength-

ens the empirical validation of MANU and demon-
strates its applicability to state-of-the-art, large-
scale MLLMs.
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